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#### Abstract

In the proposed paper we would like to test for the different reactions of the stock markets to current financial crisis. We will focus on the Central European stock markets, namely Czech, Polish, Hungarian and compare them to German and U.S. benchmark stock markets. Main method used for the analysis is the wavelet variance decomposition. Wavelet variance (or energy) decomposes a variance of stochastic process on scale basis and hence is important tool for analysing financial time series. The wavelet variance is a suitable alternative to the power spectrum analysis based on the Fourier transform. Such scale decomposition help us to track the different energies on the tested stock markets and their evolution in time.

The wavelet analysis of the tested stock markets shows different energies on scales during current financial crisis. Results indicate that each of the tested stock markets reacted differently to the current financial crisis. More important, Central European stock markets seem to have strongly different behaviour during the crisis. This may be in contradiction to common regional and liquidity similarities, which would indicate more common behaviour.


Keywords. Wavelet analysis, multiresolution analysis, Central European stock markets, financial crisis.

## 1. Introduction

Current stock market crisis offers applied researchers new possibilities for testing stock market behaviour from different perspectives. In this short paper we take advantage of this occasion and use wavelet analysis so we can see if it is able to uncover more information about the stock markets.
Wavelet analysis is a powerful mathematical tool for signal processing. Although wavelet analysis has recently shown diverse applications in many fields of research, it has received little attention in econometric analysis of financial data. The few authors dealing with this area of research are Vuorenmaa, Tommi A. (2005), Vacha and Vosvrda (2007) and Gallegati M., Gallegati M. (2007). In particular, the discrete wavelet transform is very powerful in decomposing time series into an orthogonal set of components associated with both time and scales (frequencies). Examining the relationship between high frequency and low-frequency fluctuations in stock returns of different countries, we can investigate the different behaviour that cannot be extracted using common econometric analysis. Moreover, an application of wavelet multiresolution analysis allows us to see even more deeply into the market behaviour structure. Main purpose of this paper is to use this analysis for comparison of Central European stock markets represented by Prague, Budapest, Warsaw and German indices, and U.S. market. We will compare decomposed signals of these markets during the current financial crisis, moreover we will compare evolution of their energies in time, which will allow us to see the possible differences in the behaviour.
The paper is organized as follows. We begin with the methodology description where we present wavelet analysis. Right after, we use the described methodology on the Central European Stock markets data and conclude the results.

[^0]
## 2. Wavelet Analysis

This section briefly introduces wavelets and wavelet variance. Wavelets are small waves that begin at a finite point in time and die out at a later finite point in time. This feature makes wavelike functions ideal for local approximation and time scale decomposition of time series under investigation. The time scale decomposition helps to recognize relationships between economic variables on the disaggregate (scale) level rather than at an aggregate level. Unlike the Fourier analysis, wavelets are suitable for detecting regime shifts, discontinuities and frequency changes. These features makes wavelets powerful tool for investigating the financial markets during current financial crisis. For a more comprehensive analysis of the topic see Gencay et al. (2002), Abramovich et al. (1999), Percival, Walden (2000).

There are two wavelets which form a pair in a wavelet family: father wavelets $\varphi($.$) and mother wavelets \psi($.$) .$ The father wavelet (scaling function) integrates to unity and is used for the trend components; on the other hand, the mother wavelet integrates to zero and is suitable for detection of all deviations from the trend. The mother wavelet is compressed or dilated in time domain, to generate cycles to fit the actual time series. The formal definition of wavelets is

$$
\begin{equation*}
\varphi_{j, k}(t)=2^{-\frac{j}{2}} \varphi\left(\frac{t-2^{j} k}{2^{j}}\right), \quad \psi_{j, k}(t)=2^{-\frac{j}{2}} \psi\left(\frac{t-2^{j} k}{2^{j}}\right) \tag{1}
\end{equation*}
$$

where $j$ is the scale (or dilatation) and $k$ is the translation (or shift). Commonly, many types of wavelets can be possibly used, including Haar wavelet, Mexican hat, Morlet wavelet, Daubechies wavelet etc.

Any time series $x(t)$ can be built up as a sequence of projections onto father and mother wavelets indexed by both $j$, the scale, and $k$, the number of translations of the wavelet for any given scale, which is assumed to be dyadic. The wavelet coefficients are approximated by integrals

$$
\begin{equation*}
s_{J, k} \approx \int_{-\infty}^{\infty} x(t) \varphi_{J, k}(t) d t, \quad d_{j, k} \approx \int_{-\infty}^{\infty} x(t) \psi_{j, k}(t) d t \tag{2}
\end{equation*}
$$

$j=1,2, \ldots, J$, where $J$ is the maximum scale. An important feature of a wavelet analysis is the possibility to decompose a time series into its constituent multiresolution components. The multiresolution analysis (MRA) of a time series $x(t)$ in $L^{2}(R)$ is given by the following formula:

$$
\begin{equation*}
x(t)=S_{J}+D_{J}+D_{J-1}+D_{J-2}+\mathrm{K}+D_{1} \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
& S_{J}=\sum_{k} s_{J, k} \varphi_{J, k}(t)  \tag{4}\\
& D_{j}=\sum_{k} d_{j, k} \psi_{j, k}(t), \quad j=1,2, \ldots, J
\end{align*}
$$

where the basis functions $\varphi_{J, k}(t)$ and $\psi_{j, k}(t)$ are assumed to be orthogonal. The sequence of terms $S_{J}$, called smooth and wavelet details $D_{J}, D_{J-1}, \ldots, D_{1}$ represents a set of signals components that provide representations of the signal at the different resolution levels.

### 2.1. Wavelet Variance

The wavelet variance is a concise alternative to the power spectrum based on the Fourier transform and is often easier to interpret than the frequency-based spectrum Percival, Walden (2000). For computation of the wavelet variance we use multiresolution components from time series decomposition. Such analysis helps us to track an evolution of the energy contribution at various scales, which is related to traders' investment horizons.

$$
\begin{equation*}
\|x\|^{2}=\sum_{j=1}^{J}\left\|D_{j}\right\|^{2}+\left\|S_{J}\right\|^{2}, \tag{5}
\end{equation*}
$$

where the term "energy" means the sum of squared coefficients of a vector, i.e., $\sum_{t=0}^{N-1} x_{t}^{2}=\|x\|^{2}$. In our analysis we are mainly focused on wavelet details vectors $D_{1}, D_{2}$, and $D_{3}$ which represents highest frequencies
and energies of the examined time series, because these three scales (highest frequencies) have major energy contribution. For the MRA we use six scales decomposition ( $J=6$ ) with the Daubechies " $d b 8$ " wavelet filter.

## 3. Results

In this section we will apply the methodology of wavelet analysis described in previous text to a real world data set consisting of Central European, German and U.S. stock market indices. We use the sample of 512 daily prices from 20.12.2006 until 31.4.2009 of value-weighted indices PX, BUX, WIG, DAX and SP500, representing an approximation of Prague, Budapest, Warsaw, German and U.S. stock markets. Graph 1 shows normalized prices of all indices from the sample. The prices are normalized to [ 0,1$]$ interval. Reader can notice that the sample includes the current financial crisis of 2008. As these markets has different holidays and trading schedules, we use dummy variable for these days so we can exclude them from the analysis in order to be sure that each observation corresponds to the same day in whole sample of all five tested indices. After matching the daily observations we transform the prices into continuously compounded index returns.


We begin the analysis with the discrete wavelet decomposition of all time series and the multiresolution analysis (MRA) with use of the Wavelet package for Mathematica written by Ian McLeod. Graph 2 depicts the returns and the wavelet MRA of all five market indices. We use six-scale decomposition ( $J=6$ ) from Equation 3 with Daubechies " $d b 8$ " wavelet filter. As we would like to compare all five indices, we use one illustrative plot. Reader should note different range of $y$-axis for all decomposed signals, as it is crucial to understand that higher frequencies, $D_{l}$ and $D_{2}$ represents much more energy than lower frequencies. It is interesting that the volatility of all signals substantially increased during the end of 2008 during the biggest drops of all stock markets. Thus we pick the greatest 2-week loss of whole tested period in October 2008, more precisely 6.10.2008-21.10.2008, and compare the contribution of each wavelet energy scale to the signal with the whole period of the sample. Increased volatility of all frequencies during this period indicates very uncommon situation for all stock markets, as all energies during this period seem to contribute to the signal much more than in other periods. Thus we will follow with the analysis of wavelet variance, which we use for analyzing the energies at different levels.
For the analysis of energies, we only compare $D_{1}, D_{2}$, and $D_{3}$ as they contribute to most of the variance of the signal. Lower frequencies are moreover long-term frequencies and have deniable contribution to the signal. Graph 3 shows the sum of energies for wavelet detail vectors for whole tested period. During the whole period the highest frequency $D_{l}$ clearly dominates for all countries. There are also significant differences between markets. The highest percentage of $D_{l}$ has the US benchmark index SP500, followed by WIG and PX.
Graph 4 depicts the sum of energies for wavelet detail vectors $D_{1}, D_{2}$, and $D_{3}$ for all five examined market indices for the specific two-week large drop of October 2008 we have chosen because of the largest variance across all frequencies. Main feature is higher percentage of energy on scale represented by $D_{2}$. For BUX, DAX and PX the energy on $D_{2}$ was dominating in the two-week crash period. WIG and SP500 have $D_{1}$ dominant even in the short two-week period, but $D_{2}$ contributes with high percentage of variance also. It is surprising result mainly in comparison to the whole period.


Hence Graphs 3 and 4 give a clear comparison of market behaviour during the whole examined period and the short period of major market collapse. The highest frequency $D_{l}$ representing short-term variations has most important contribution to the overall variance of the series during the whole period ( $53 \%, 46 \%, 54 \%, 47 \%, 60 \%$ for PX, BUX, WIG, DAX and SP500 resp.), while $D_{2}$ which account for variations at a time scale of 4 days ( $2^{2}$ ) has lower explanatory power ( $28 \%, 33 \%, 24 \%, 32 \%, 22 \%$ for PX, BUX, WIG, DAX and SP500 resp.), and $D_{3}$ $\left(10 \%, 9 \%, 12 \%, 11 \%, 10 \%\right.$ for PX, BUX, WIG, DAX and SP500 resp.), $D_{4}, D_{5}, D_{6}$ and $S_{6}$ accounts for the rest of the energy. This indicates that stock market movement is driven mainly by short-term fluctuations during the crisis. In contrast, the major two-week drop during October 2008 shows very different behaviour as $D_{l}$ represents the highest variance only for WIG and SP500. More precisely, it is $39 \%, 9 \%, 57 \%, 23 \%, 51 \%$ for PX, BUX, WIG, DAX and SP500 resp, while $D_{2}$ energy is much stronger for PX, and mainly BUX and DAX ( $50 \%, 71 \%$, $27 \%, 66 \%, 37 \%$ for PX, BUX, WIG, DAX and SP500 resp.).
Thus during the period of the largest two week drop, stock markets behaviour changed significantly. Lower frequency component $D_{2}$ plays more important role for all CEE countries except of WIG including DAX, thus market is mostly driven by 4 days fluctuations. All markets reactions are also very different during this period. We can conclude that the SP500 seems to be most efficient as the highest frequency component explains most of the variance also during this period of large drops. On the other hand, component $D_{2}$ also plays important role in comparison with whole period. In this manner WIG seems to behave similarly to SP500 and holds its efficiency also during the two-week period. PX and BUX markets does not seem to hold efficiency during this short period, as the highest energy contribution comes from 4 day frequency. Surprise is DAX as it also behaves strongly inefficiently on the contrary to its counterpart SP500.

We have to remind the reader that these differences between markets can also be caused to some extend by the different structure of the tested indices. SP500 has very broad base of 500 stocks, while other indices contain different industry stocks, thus this debate about efficiency should be addressed with caution, as more rigorous analysis needs to be carried for stronger conclusion. This is albeit not the purpose of this short paper. Overall, the higher $D_{2}$ contribution is probably caused by the very pessimistic mood at all world markets, when short-term anticipations were negative.


Graph 3: Wavelet Variance of D1, D2, D3 for all tested countries for whole tested period


Graph 4: Wavelet Variance of D1, D2, D3 for all tested countries for the period of 6.10.2008-21.10.2008

The last part of our analysis is devoted to testing the differences of energies contribution across the markets. From the Graph 3 we concluded that the short-term variations represented by $D_{l}$ frequency play most important role for all stock markets. Still, the question whether the stock markets are moving together during the crisis at all frequency levels remains to be answered.
For this we use variance equality tests, which evaluate the null hypothesis that the variances in all subgroups are equal against the alternative that at least one subgroup has a different variance. For general discussion on variance testing see Conover et al. (1981). More precisely we use Levene test, which is based on an analysis of variance of the absolute difference from the mean. The F-statistic for the Levene test has an approximate Fdistribution with numerator degrees of freedom and denominator degrees of freedom under the null hypothesis of equal variances in each subgroup (Levene, 1960).
Levene test strongly rejects ( $p<0.01$ ) the null hypotheses of equal variances of $D_{l}$ frequencies of all testes markets, as well as it strongly rejects the null hypotheses of equal variances for all other frequencies. This result tells us that various frequencies across different countries are not the same. In other words, if we decompose the tested stock markets using MRA and compare the markets in the means of the frequencies, we arrive to the result that they have significantly different variances; hence they have significantly different energy contributions. This rigorously proves also our expectation from the Graph 3, where we could see the differences between frequencies across the countries.

## 4. Conclusion

In this short paper we applied a wavelet analysis for comparison of Prague, Budapest, Warsaw, German and U.S. stock markets. We use multiresolution analysis to decompose tested stock market indices into different frequency components. Moreover we compute variances of all frequencies, which represent energies contributions, and we use it for comparing the markets.
Looking at wavelet multiresolution analysis of all five stock market returns we can immediately see increased variance during the end of the year 2008 across all frequency components. This corresponds to the larges twoweek drop from the tested period. Thus we compute variances of all frequencies for the whole period as well as for this short two-week period of large consecutive losses and we find out significant differences. For the whole
period the highest frequency $D_{l}$ accounts for the highest energy in all five stock markets, while energy at lower four-day $D_{2}$ frequency is much lower. On the contrary, the same analysis on the short two-week period of large consecutive losses during October 2008 shows much different results. For PX, BUX and DAX markets, $D_{2}$ frequency has the highest energy, which indicates that the stock markets became highly inefficient during this period. For WIG and SP500 returns, $D_{1}$ still accounts for the highest energy, but also $D_{2}$ frequency remains at high levels. Moreover, we found differences of various energies between the compared stock markets.

Hence we showed that behaviour of the five tested stock markets differ across various decomposition levels during the current financial crisis. The view of a wavelet analysis allowed us to test the decomposed series and see exactly the contributions of each scales to the energies of the markets. This short paper is a pilot study of wavelet energies of Central European Stock Markets.
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#### Abstract

We investigate the importance of cooperative behavior for economic growth in simulated economies. Along with the other literature, the cooperative behavior and the ability to enforce cooperation are the key factors for long-term sustainable economic growth in our simulations. Interestingly, the effect of enforcement and punishment of piracy was not always positive: Introducing such mechanism caused elimination of the most successful agents without the positive effects on cooperation and productive economic activity. Hence, the income was lower for low enforcement rate than for the economies without any mechanism supporting cooperation. Similar effects occurred in the simulations of institutional change. In case of a discontinuous change, a radical enforcement mechanism was implemented in one point of time and it caused a sharp fall of wealth. Nevertheless, after some time the positive effects of cooperation dominated and economic growth emerged.
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## 1. Introduction

Persisting cross-country differences in economic performance still pose a challenge to theories of economic development. Traditionally, there was an implicit assumption that all countries have the same growth trajectories and that the only difference between the developed and the underdeveloped countries is in their current stage of economic development.

The income gap, however, has not been closing but has widened even more during recent decades. Consequently, many researchers have started to ask whether there are any fundamental differences between rich and poor countries that can account for such persistence in the income gap. Following the tradition of institutional economics, many researchers believe that the key might be in different institutional structures that shape the direction and form of economic activity in these countries. For example, Douglass North, [4] argues that the inability of societies to develop effective low-cost enforcement of contracts is the cause of long-lasting stagnation and the current underdevelopment in many countries (on the role of trust and the culture of cooperation see [5], for example).

The underlying hypothesis behind the institutionalist point of view is as follows:
"Without enforcement of property rights, participation in some market activity is discouraged by the prospect that anyone engaging in such activities is unlikely to receive its full benefits. Any expropriation of the proceeds of market activity by dishonest parties to a contract, bandits, or corrupt government officials is therefore likely to reduce incentives and opportunities for production, investment, and innovation" ([2]).

Gradually, as the share of the population involved in productive activities decreases, a different set of abilities and knowledge linked with predatory activities and piracy emerges and spreads through society. Redistribution of wealth starts to dominate its creation and steady stagnation begins.

In this paper, we investigate the importance of the ability to enforce cooperation and for economic growth and the effects of institutional change within a simulated economy using the framework of the agent based computational economics. The paper is organized as follows. Section 2 contains a description of the simulations, section 3 presents our results with constant ability to enforce cooperation and the last section discusses the effects of institutional change.

## 2. Simulation Design

The model is constructed as follows. We assume an initial population of agents living in an environment provided with an initial level of "natural" resources. These resources are a source of energy for the agents. They are assumed to be partially renewable and the speed of renewal influences how easy life is for the agents in their environment. They might be linked to grain or to any other potential resources for redistribution, for example.

To survive, agents need to acquire energy continuously. It can be acquired either from the environment directly (utilizing pieces of resources) or through interactions with other agents in order to produce or trade their goods. In each period, agents are allowed to move one step around. If they fail to find any resources or any other agent, one unit of their energy is lost. Hence, all the agents' effort is directed at getting enough energy to survive and not to starve. If the conditions are good they reproduce, whereas if their energy falls below zero, they die.

All agents are allowed to live infinitively. The only condition they have to satisfy is that their energy must always be strictly positive. Three types of agents were generated in our model: cooperating producers, predators and, finally, a number of random agents that mix the two basic strategies randomly (in $50 \%$ of the iterations they behave like producers and in the remaining $50 \%$ they behave like predators). All agents insist on their strategy for their whole lives. The population is growing at a rate that determines the number of new agents that invade the environment every 100 periods. These new agents choose their strategy randomly, with the same probability of choosing any of the set of strategies.

The interactions follow the simple Prisoner's Dilemma (PD) scheme. If producer meets another producer, they cooperate and share their joint profit equally. If producer meets predator, predator expropriates the whole production and finally if two predators meet, the result correspond to the Nash equilibrium of the PD game. The success of each strategy is reflected in the number and scores of agents following that strategy. Those who are unsuccessful lose their energy continuously and die out, whereas successful agents are able to acquire enough energy in environments with almost all resources consumed. This results in population dynamics in which the number of agents pursuing successful strategies steadily increases as both old and new agents survive. Therefore, the population dynamics replace the learning at the individual level.

The simulations were run in the NetLogo environment ([6]). The code or a complete NetLogo file can be sent by the author upon request. All simulations have taken about 1 minunte and 30 seconds.

The simulations differed in various aspects. First, the initial population might differ in size and in the shares of agents with their strategies. Furthermore, the environment might be either rich or poor in natural resources. Finally, agents might be able to detect those who defect rather than cooperate (the predators), and punish them. This was implemented as an exogenously given probability of detection here. In the case of detection, the predator is punished by a penalty of 50 units of energy. This size was chosen arbitrarily; usually it was high enough to cause the death of the punished agent.

## 3. The Results

In line with the intuition, growth occurred in simulations where cooperative behavior prevailed. Moreover, cooperation prevailed only when enforcement of cooperative behavior and punishment of predators was present. The relationship between welfare achieved and detection probability is summarized in Figures 1 and 2, which show the average welfare after 10,000 iterations for different detection probability values. Box-plot representation was chosen as it allows us to illustrate the distribution of the resulting values for all simulations with identical settings (we ran 30 simulations each time; statistical significance of increasing or decreasing changes of welfare with varying detection rate were tested using the Wilcoxon rank-sum test).

The main finding is that, in general, the effect of enforcement on welfare is positive and statistically significant when energy from the environment is similar to the potential benefits of economic activity with other agents. Interestingly, the dynamics from low income states to high income states are ambiguous for low detection probabilities. First, introducing an enforcement mechanism represented by the detection rate causes a decrease in welfare, as the wealth of predators is lost and the share of producers is not much affected by the change. On the other hand, a more radical increase of the detection rate has a clear positive effect on wealth.


Figure 1: Average Welfare and Detection Rates - Poor Environment


Figure 2: Average Welfare and Detection Rates - Rich Environment

As a matter of fact these simulations generate a J-curve that changes into an S-curve with increasing detection probability. The shape of the relationship between average wealth and the detection rate implies a dilemma of punishing the most successful members of society, and thus at the very beginning the newly established enforcement mechanism has a negative effect on welfare. This can complicate the shift from a
"closed-eyes" policy, regardless of the uncertainty about the future effects of such a shift and the endangered status of the elites, which were mentioned before.

The relative importance of these two effects depends on the energy that can be acquired from the environment. The evidence for a decreasing effect is stronger in poor environments than in good ones. In the poor ones, the average wealth is rather small and the differences between old and new agents are not significant. If the detection rate is small, the proportion of producers generated is highly volatile, because it is influenced by new agents with predatory behavior. This volatility causes differences in the timing of growth and thus the observed average scores after 10,000 iterations exhibit the fat tails that occur in Figure 1. The volatility decreases when the detection probability exceeds $25 \%$. This illustrates that communities living in an unpropitious environment have to be stricter in enforcing cooperative behavior in order to succeed and prosper.

For more favorable conditions, the observed trajectories followed the pattern presented in Figure 2. At low detection probabilities ( $2 \%$ for rich environment) cooperation starts to dominate piracy, although rent-seeking behavior is not eliminated. With a detection probability of $10 \%$ piracy dies out: after about 1,000 iterations the proportion of cooperative behavior exceeds $90 \%$, and from that point on the population of pirates consists almost exclusively of new agents.

Our results were fairly robust over various parameterizations and even various initial distributions of agents. For the purpose of this paper all the simulation started with the population of 30 agents with 10 of each strategy. Details about the parameterization as well as discussion about the sensitivity analysis can be found in [1].

## 4. Institutional Change

The final simulations explore the process of institutional change. Suppose that the simulation starts without any enforcement mechanism. After 1,000 periods, a new enforcement mechanism is introduced and from that point on the external conditions is set in order to favor production against piracy. At this time, the average score of all the strategies is still growing and the predators' average payoff is about twice as high as the payoff of producers and random agents. However, its growth rates are gradually decreasing. Continuation of the same institutional setup will lead to stagnation and productive activities will be eliminated. Here, we abstract from cognitive aspects such as "How do they know that if they don't adopt any mechanism protecting producers they will face long-lasting stagnation?" (extensive discussion about this cognitive aspects of intended change of behavior see in [3]) For simplicity, it is assumed that similarly to the external nature of the enforcement mechanism, its implementation is given. Then the resulting dynamics are explored.

In line with the existing literature on institutional change, two types of institutional change are considered. The first case, presented in Figure 3, describes a radical discontinuous change. In this case, at time 1,000 the detection probability jumps from $0 \%$ to $10 \%$. In response to this change, non-cooperative predators face important losses. First they lose their wealth, and then their number decreases, too. Following this change, the share of agents playing "Cooperate" increases from $55 \%$ to $80 \%$ within 500 iterations after the change. Nevertheless, the effects on output are devastating. In the particular simulation corresponding to Figures 3 and 4, the average score falls from 231 to 179 in 100 periods because of the falling average score of agents playing "Defect" and "Random." The growth of producers' income that could compensate for this fall starts after the next 200 periods, around 300 iterations after the change. From that point on, both the average payoff of producers and their number gradually increase. The total average score slowly recovers. After 800 iterations following the institutional change, the average score exceeds its previous level (at the time of the change).


Figure 3: Discontinuous institutional change


Figure 4: Continuous institutional change

The second institutional change was continuous. At time 1,000, a new rule was adopted and the detection probability was increased to $1 \%$. After 100 iterations, the situation was repeated and the detection probability was increased again by $1 \%$ and so on up to the point when it reached $10 \%$. The situation is shown in Figure 4. During hundreds of iterations nothing happens and the simulated economy seems to follow its original path. Also, the share of cooperation doesn't change significantly. Shortly after the detection rate increases to $3 \%$, the average output falls. Again, most of this fall is related to agents who follow predatory and random strategies. Then a period of stagnation follows and the average output gradually decreases between periods 1,500 and 2,100 . Later on, the trend reverses and the economy switches to a growing trajectory. At this time, it is 200 periods after the detection rate achieved the final rate of $10 \%$, but at the same time the probability of cooperation exceeds $80 \%$.

Clearly, the shift to an economy based on production is quite costly. The costs are distributed unequally and most of them are levied on predators, the former elites. One might object that this fall is not very realistic because it is a consequence of the rather simplistic assumptions of the model, namely, the inability of individuals to learn. On the other hand, learning and acquiring new knowledge takes some time, and at the organization level it is often a difficult and costly process connected with various risks. Hence, it is hard to expect quick adjustment to the new conditions. Moreover, the population dynamics together with the high number of iterations compensate for the lack of learning at the individual level.

## 5. Conclusions

This paper addresses these aspects of production and predation, economic growth, and institutional change explicitly within a framework of an agent-based economy. The main finding from the simulations is that no matter what the external conditions (opportunities for redistribution) are, productive activities based on cooperation among agents are the key source of growth. In some specific cases, production need not dominate predation, but without producers the income of the other agents stagnates. On the other hand, the worse the environment, the higher the need for cooperation for sustainable economic growth. However, the payoffs of the interactions were supposed to follow the Prisoner's Dilemma game, hence some enforcement mechanism that punishes predation was necessary to make production attractive and persist over time.

The simulations also show that the effects of adopting such an enforcement mechanism are mixed. For low enforcement rates, the effect on income was even negative: the most successful agents were the predators and they were punished. Yet the number of cooperative opportunities, expressed as the number of producers, was still very low to generate income high enough to compensate for the predators' loss. These results occurred in the simulations where the ability to enforce cooperation was constant or time varying (simulations of institutional change caused by an external change in enforcement ability). Thus, the fears of change that might have been perceived by the most successful agents, the elites, came true. The recovery came after a community of producers emerged; the delay was influenced mostly by the speed of inflow of new agents. Nevertheless, the effect of the change on producers' income was positive right from the very beginning.
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#### Abstract

We investigate the role of financial system to facilitate efficient allocation of resources into perspective projects. Employing micro-level data on European firms in 1996-2005 period, we provide evidence that firms in industries with the best growth opportunities use more external finance in financially more developed countries. Our results are robust to the choice of proxy for growth opportunities and to controlling for technology determinants of external finance. Furthermore, we show that the importance of technological factors decreases once growth opportunities are controlled for, which confirm hypothesis that used measures of technological determinants of external finance are partly driven by growth opportunities.
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## 1 Introduction

The key role of a financial system is to acquire information about investment opportunities and facilitate the efficient allocation of resources into viable projects. ${ }^{3}$ To perform this fundamental function, a financial system ought to identify firms with positive growth opportunities and channel external finance ( $E F$ ) towards these firms.

Relying on industry-country data, recent empirical work presents an indirect evidence of such positive capital allocation function provided by more developed financial markets. [6] estimates the effect of financial development $(F D)$ on the elasticity of aggregate investment with respect to growth opportunities. [3] measure the effect of $F D$ on growth of industries with positive opportunities.

In this paper, we employ micro-level data to directly measure the effect of improved capital allocation function of more developed financial markets on firms. We show that the firms in industries with the best growth opportunities use more $E F$ in more financially developed countries. Specifically, our regressions ask whether firms operating in industries with positive productivity shocks were able to respond to these new opportunities by increasing their external financing in countries with high levels of financial markets development. The focus of our analysis is on manufacturing sectors of a homogenous set of European countries with highly synchronized product markets where the key underlying assumption of global shocks to industry growth is arguably most likely to hold.

Thanks to the access to the detailed balance sheet data, we approximate the actual amount of external financing used by firms which makes us able to directly test the ability of financial markets to allocate external resources to the projects with growth prospects. We thus improve upon [6], who uses gross fixed capital formation on industry-level as the dependent variable and, thus, he investigates overall impact of the financial system on the allocation of capital, irrespective of the source of financing being external or internal.

Further, the proxy for industry growth opportunities [6] uses is actual growth of value added in a given industry-country pair ${ }^{4}$. In a country with perfectly developed financial market, up to unanticipated shocks, the realized growth fully reflects growth opportunities. If latent industry opportunities are positively autocorrelated, then using current growth to approximate for future growth opportunities is justified. However, it is less clear if this mechanism hold in countries where opportunities anticipated in the past aren't reflected in current growth due to financial or labor market frictions, which cast doubts on the use actual growth in value-added as a proxy for a future growth. Therefore we take a different approach and use two proxies for global component of industrylevel growth opportunities that are common across countries: (i) industry value-added growth in the US and (ii) the change in global industry PE ratios. The former is based on the assumption that firms in financially the most developed countries, such as the US, are able to materialize growth opportunities caused by demand and productivity shifts, which are partly global. The later is justified if financial markets are sufficiently integrated to the extent that the common component of growth opportunities is priced in global industry portfolios ${ }^{5}$.

[^1]We find that FDimproves the allocation of capital by channeling external finance to firms that operate in industries with high growth prospects. Both proxies yield estimates of similar economic significance and the economic effect is more than 4 times larger if we use the IV technique to correct for a measurement error in growth counterfactuals.

We also contribute to the literature on finance-growth nexus. Its main argument is that technology employed by firms is constant across industries and determines industry external finance dependence ([5]). We show that the ability to provide $E F$ to firms in industries with the best opportunities still holds when we control for technology determinants of $E F$ interacted with financial development. Furthermore, we find that the importance of technological determinants of $E F$ use decreases by about 10 to $50 \%$ once growth opportunities are controlled for. This suggests that the widely used measures of technological determinants of $E F$ dependence are partly driven by growth opportunities that were financed and hence realized in countries with high $F D$ (such as the US).

## 2 Methodology

Our aim is to test the hypothesis that financial development improves allocation of capital by channeling external finance towards firms in industries with best investment opportunities. Thus, our main regression specification is

$$
\begin{equation*}
E F U_{f i c}=\alpha+\beta F D_{c} * G O_{i}+\sum_{i} \lambda_{i} D_{i}+\sum_{c} \lambda_{c} D_{c}+\gamma X_{f i c}+\varepsilon_{f i c} \tag{1}
\end{equation*}
$$

where $E F U_{f i c}$ stands for the average external finance use of firm $f$ operating in industry $i$ in country $c$ for period 1996-2005, $F D_{c}$ denotes country-level measure of financial development observed before our firm-level sample period, $G O_{i}$ denotes proxy for industry-specific growth opportunities common that are common across countries, $D_{i}$ is a fixed effect for industry $i, D_{c}$ is a fixed effect for country $c$ and $X_{f i c}$ is a vector of firm-level control variables.

We measure external finance use by yearly change in shareholder's capital (equity) plus yearly change in non-current liabilities (long term debt and other non-current liabilities) scaled by the total assets as of beginning of the year. We represent firm's external finance use the average of the annual measure over sample period.

We use period average US growth and global PE growth as proxies for $G O_{i}$. Due to unbalanced nature of our firm-level panel, we adjust the period used to compute growth opportunities counterfactual for every firm to match its period in the sample. Furthermore, we always control for a set of firm-level variables, measured as of the first year a firm enters the sample ${ }^{6}$. By doing so, we aim to eliminate initial differences in the withinindustry distributions of firms along characteristics that have potential impact on the use of external finance. We always include full set of industry and country dummies into our specification.

Further, using our measure of $E F U$ we are ready to directly test if firms operating in industries that are predestined for high dependence on external finance due to technological reasons are actually using more external finance in more developed financial markets. We estimate specification similar to 1 , where $G O_{i}$ is replaced by Technology $i_{i}$, the industry-specific technological determinant of external finance use. We consider three candidates. First is external finance dependence (EFD), measured as in [5]. This is an all-encompassing measure of dependence on external finance and it's based on assumption that in highly developed financial market such as US, the industry differences in observed proportion of capital expenditures financed from external sources reflect underlying technological differences among industries. Second is R\&D Intensity ${ }^{7}$, because R\&D Investments are often relatively large at the startup of firms or projects and they may be associated with longer gestation periods as it is likely that profits from R\&D materialize later. Lastly, Investment Lumpiness is a proxy for the degree of mismatch between cash inflows and cash outflows ${ }^{8}$.

The proxies for technological determinants of finance are calculated on US data over the period under investigation and, thus, they may as well be capturing underlying growth opportunity shocks specific to that period. To verify this, we estimate specification where we interact financial development with growth opportunities as well as with technological proxies,

$$
\begin{align*}
E F U_{f i c}= & \alpha+\beta_{1} F D_{c} * G O_{i}+\beta_{2} F D_{c} * \text { Technology }_{i} \\
& +\sum_{i} \lambda_{i} D_{i}+\sum_{c} \lambda_{c} D_{c}+\gamma X_{f i c}+\varepsilon_{f i c} . \tag{2}
\end{align*}
$$

[^2]If technology proxies are significantly contaminated by the growth opportunity shocks, we would expect $\beta_{2}$ to be smaller than their counterparts in specification without $F D_{c} * G O_{i}$. The magnitude of this decrease should be larger when $G O_{i}$ is approximated by US Growth, because it controls for US specific shocks which are absent in global PE growth proxy.

## 3 Data

Firm-level panel data are obtained from 'TOP 200 thousand' version of BvD Amadeus, which contains balance sheet and income statement information for a large population of largest firms spanning whole Europe. The firm coverage is incomplete before 1996 and after 2005 and therefore we use only observations from 1996-2005. We exclude Romania from the sample due to large inconsistencies in the accounting data of its firms. Denmark and Norway have only few firms in the final sample and have been dropped too.

The value-added data for US used to compute our first proxy for growth opportunities are taken from OECD STAN database downloaded in 2009. We use index of volume of value added (VALK) for industries on 2-digit level defined by ISIC rev 3.1. The data for monthly series of global PE ratios are obtained from Datastream. We use Compustat to compute industry-level technological determinants of the need and ability to raise $E F$.

The country-level measures of $F D$ we use are private credit by deposit money banks and other financial institutions to GDP, stock market capitalization to GDP and stock market total value traded to GDP, which are taken from World Bank Database described in [1]. Total capitalization is sum of credit to GDP and stock market capitalization to GDP. We complement measures of financial depth by a proxy for an institutional quality of financial markets as measured by an Accounting Standards index, which rates annual reports of companies in 1990 according to inclusion of 90 items in their balance sheets ${ }^{9}$.

## 4 Results

We present basic estimates of our main specification of equation 1 in Table 1. Our results suggest that financial development improves allocation of external finance by channeling it to industries with high growth prospects. For example, if Bulgaria's banking sector were as developed as the one in Netherlands, the otherwise comparable firms that operate in an industry ranked at 75 th percentile by US growth would use 0.6 percentage points (on average per annum) more external finance in proportion to their total assets relative to the firms that operate in an industry ranked at 25 th percentile. When we approximate growth opportunities by global PE growth, we obtain the analogous estimate of 0.4 percentage points. Comparable economic effects obtained for other indicators of financial development range between 0.13 to 0.56 percentage points. ${ }^{10}$ Further, If we use 2 SLS ${ }^{11}$ to alleviate measurement error, the economic effects increase more than 4 times.

In Panels C and D, we confirm that industries technologically dependent on external finance are actually using more of it in financially more developed countries. The results in Panel C confirm the hypothesis of the existence of a common factor in US growth opportunities and technological determinants of EF. The estimated coefficients on interactions of financial development and R\&D intensity and EFD drops to almost half once interactions with US Growth are included. However, we actually observe drop in the estimated coefficient on interaction of financial development with US Growth, once corresponding interaction with Investment Lumpiness is included in the specification.

When we consider Global PE Growth as a proxy for growth opportunities, as in Panel D, the estimated coefficients on the interaction terms are statistically significant and very similar in magnitudes to their counterparts in Panel A of Table 1. The interactions of financial development with technological determinants in the joint specification remain statistically significant and the magnitude of the drop in the coefficients is less severe. This evidence suggests that the role of financial development with respect to allocation of external financing is two-fold. On the one hand it helps to channel external finance to industries which are presumably more dependent on it due to technological reasons. On the other hand, more developed financial markets are better in providing finance to the industries with greater global growth opportunities.

## 5 Conclusion

In this paper, we study allocation function of financial system. Using two alternative proxies for global industryspecific component of growth opportunities, we show that comparable firms with positive growth opportunities

[^3]Table 1. Financial Development and External Finance Use: Growth Opportunities

|  | Total Capitalization | Private Credit | Market Capitalization | Market <br> Value Traded | Accounting Standards |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Panel A: Growth Opportunities |  |  |  |  |
| FD * US Growth | $\begin{aligned} & 0.027^{* * *} \\ & (0.01) \end{aligned}$ | $\begin{aligned} & 0.053^{* * *} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.038^{*} \\ & (0.02) \end{aligned}$ | $\begin{aligned} & 0.115^{* * *} \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 0.084 \\ & (0.054) \end{aligned}$ |
| $\mathrm{R}^{2}$ | 0.078 | 0.077 | 0.077 | 0.078 | 0.076 |
| N | 25,419 | 25,544 | 25,419 | 25,419 | 22,239 |
| FD * Global PE Growth | $\begin{aligned} & 0.026^{* * *} \\ & (0.008) \end{aligned}$ | $\begin{aligned} & 0.034^{* * *} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.070^{* * *} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.088^{* *} \\ & (0.039) \end{aligned}$ | $\begin{aligned} & 0.043^{* *} \\ & (0.019) \end{aligned}$ |
| $\mathrm{R}^{2}$ | 0.078 | 0.077 | 0.078 | 0.077 | 0.076 |
| N | 26,526 | 26,665 | 26,526 | 26,526 | 23,196 |
| Panel B: Technology determinants |  |  |  |  |  |
| FD * R\&D Intensity | $\begin{aligned} & 0.080^{* * *} \\ & (0.028) \end{aligned}$ | $\begin{aligned} & 0.147^{* *} \\ & (0.06) \end{aligned}$ | $\begin{aligned} & 0.098^{*} \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 0.269^{* *} \\ & (0.12) \end{aligned}$ | $\begin{aligned} & 0.111 \\ & (0.269) \end{aligned}$ |
| $\mathrm{R}^{2}$ | 0.077 | 0.075 | 0.075 | 0.075 | 0.073 |
| N | 26,259 | 24,629 | 24,517 | 24,517 | 21,495 |
| FD * $\underset{\text { Lumestment }}{\text { Lumpiness }}$ | $\begin{aligned} & 0.247^{* * *} \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 0.473^{* * *} \\ & (0.134) \end{aligned}$ | $\begin{aligned} & 0.309^{* * *} \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 0.760^{* * *} \\ & (0.236) \end{aligned}$ | $\begin{aligned} & 0.43 \\ & (0.504) \end{aligned}$ |
| $\mathrm{R}^{2}$ | 0.078 | 0.077 | 0.077 | 0.077 | 0.075 |
| N | 26,514 | 26,653 | 26,514 | 26,514 | 23,187 |
| FD * EFD | $\begin{aligned} & 0.091^{* *} \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 0.158^{* *} \\ & (0.074) \end{aligned}$ | $\begin{aligned} & 0.136 \\ & (0.083) \end{aligned}$ | $\begin{aligned} & 0.305^{*} \\ & (0.183) \end{aligned}$ | $\begin{aligned} & 0.502 \\ & (0.437) \end{aligned}$ |
| $\mathrm{R}^{2}$ | 0.077 | 0.076 | 0.076 | 0.076 | 0.075 |
| N | 26,259 | 26,392 | 26,259 | 26,259 | 22,975 |
| Panel C: US Growth vs. Technology |  |  |  |  |  |
| FD * US Growth | $\begin{aligned} & 0.026^{* *} \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.050^{* * *} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.035 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.111^{* *} \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.087 \\ & (0.06) \end{aligned}$ |
| FD * R\&D Intensity | $\begin{aligned} & 0.048^{\prime} \\ & (0.025) \end{aligned}$ | $\begin{aligned} & 0.095^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & 0.05 \\ & (0.051) \end{aligned}$ | $\begin{aligned} & 0.127 \\ & (0.124) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (0.274) \end{aligned}$ |
| FD * US Growth | $\begin{aligned} & 0.013 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.028 \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.019 \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.074^{*} \\ & (0.043) \end{aligned}$ | $\begin{aligned} & 0.078 \\ & (0.055) \end{aligned}$ |
| FD * Investment Lumpiness | $\begin{aligned} & 0.218^{* * *} \\ & (0.061) \end{aligned}$ | $\begin{aligned} & 0.410^{* * *} \\ & (0.139) \end{aligned}$ | $\begin{aligned} & 0.272^{* *} \\ & (0.112) \end{aligned}$ | $\begin{aligned} & 0.599^{* *} \\ & (0.251) \end{aligned}$ | $\begin{aligned} & 0.296 \\ & (0.509) \end{aligned}$ |
| FD * US Growth | $\begin{aligned} & 0.024^{* *} \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.047^{* * *} \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.033 \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.104^{* *} \\ & (0.042) \end{aligned}$ | $\begin{aligned} & 0.076 \\ & (0.055) \end{aligned}$ |
| FD * EFD | $\begin{aligned} & 0.056 \\ & (0.038) \end{aligned}$ | $\begin{aligned} & 0.094 \\ & (0.064) \end{aligned}$ | $\begin{aligned} & 0.092 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & 0.158 \\ & (0.192) \end{aligned}$ | $\begin{aligned} & 0.388 \\ & (0.436) \end{aligned}$ |
| Panel C: Global PE Growth vs. Technology |  |  |  |  |  |
| FD * Global PE Growth | $\begin{aligned} & 0.027^{* * *} \\ & (0.008) \end{aligned}$ | $\begin{aligned} & 0.035^{* *} \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.076^{* * *} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.098^{* *} \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.047^{* *} \\ & (0.021) \end{aligned}$ |
| FD * R\&D Intensity | $\begin{aligned} & 0.063^{* *} \\ & (0.028) \end{aligned}$ | $\begin{aligned} & 0.127^{* *} \\ & (0.059) \end{aligned}$ | $\begin{aligned} & 0.048 \\ & (0.055) \end{aligned}$ | $\begin{aligned} & 0.205^{*} \\ & (0.122) \end{aligned}$ | $\begin{aligned} & 0.079 \\ & (0.27) \end{aligned}$ |
| FD * Global PE Growth | $\begin{aligned} & 0.022^{* * *} \\ & (0.008) \end{aligned}$ | $\begin{aligned} & 0.027^{* *} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.063^{* * *} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.071^{*} \\ & (0.039) \end{aligned}$ | $\begin{aligned} & 0.043^{* *} \\ & (0.019) \end{aligned}$ |
| FD * $\begin{gathered}\text { Investment } \\ \text { Lumpiness }\end{gathered}$ | $\begin{aligned} & 0.218^{* * *} \\ & (0.06) \end{aligned}$ | $\begin{aligned} & 0.440^{* * *} \\ & (0.137) \end{aligned}$ | $\begin{aligned} & 0.220^{* * *} \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 0.667 * * * \\ & (0.24) \end{aligned}$ | $\begin{aligned} & 0.384 \\ & (0.503) \end{aligned}$ |
| FD * Global PE Growth | $\begin{aligned} & 0.026^{* * *} \\ & (0.008) \end{aligned}$ | $\begin{aligned} & 0.034^{* *} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.071^{* * *} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.092^{* *} \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.046^{* *} \\ & (0.02) \end{aligned}$ |
| FD * EFD | $\begin{aligned} & 0.070^{*} \\ & (0.039) \end{aligned}$ | $\begin{aligned} & 0.131^{*} \\ & (0.073) \end{aligned}$ | $\begin{aligned} & 0.086 \\ & (0.081) \end{aligned}$ | $\begin{aligned} & 0.226 \\ & (0.184) \end{aligned}$ | $\begin{aligned} & 0.447 \\ & (0.435) \end{aligned}$ |

Note: The dependent variable is the time average of annual firm-level External Finance Use (EFU). All specifications are linear regressions with outliers removed (observations outside the 1-to-99 percentile range of the dependent variable), include a constant, firm-level controls and 3-digit ISIC industry and country dummies. In panels $C$ and $D$, the $R^{2}$ and $N$ are similar to their equivalents in panels $A$ and $B$ and they're not reported. ${ }^{*},{ }^{* *}$, and ${ }^{* * *}$ denote significance at the $10 \%, 5 \%$, and $1 \%$ level, respectively, based on robust standard errors clustered at the industry-country level, which are reported in brackets.
are more likely to obtain external finance in countries with more developed financial markets. Given that our sample consists of relatively large and well-established firms which are shown to be less affected by financial development, it is likely that economic significance of our result is even larger in overall population.

Our findings complement existing literature which focused on the implications of financial development on capital expenditures and growth. However, the most important role of financial system in the link from growth opportunities through investment to growth, is to provide external finance, test of which is a primary question of our paper. In light of the outlined mechanism, we plan to complement our analysis by a second step in which we check whether the improved capital allocation function of more developed financial markets leads to higher corporate investment and growth precisely through more extensive use of external finance.
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#### Abstract

We deal with stochastic programs with third-degree stochastic dominance constraint induced by mixed-integer linear recourse function. We study qualitative stability of the set of feasible solutions and the optimal value function with respect to weak convergence of underlying probability measures.
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## 1 Introduction

Stochastic dominance represents a very useful tool in decision making. It is related to the expected utility theory, where stochasticaly dominating random variables are optimal with respect to a set of utility functions with certain properties, [11]. Third degree stochastic dominance was introduced in [12] as a natural extension of stochastic dominances of lower orders.

In this paper we extend some results valid for stochastic programs with first and second degree stochastic dominance constraints induced by mixed-integer linear recourse. These models were recently introduced, studied and applied to power market in $[4,5]$. We study qualitative stability of the set of feasible solutions defined by third-degree stochastic dominance constraint induced by mixed-integer linear recourse and the optimal value function with respect to weak convergence of underlying probability measures. The results are based on theory of parametric programming [1] and convergence of probability measures [2].

The paper is organized as follows. In Section 2 third-degree stochastic dominance is defined. Basic properties of mixed-integer value function are reviewed and extended in Section 3. In Section 4, optimization model with third degree-stochastic dominance constraint induced by mixed-integer value function is introduced and its stability is studied. Section 5 contains some concluding remarks and topics for future research.

## 2 Third-degree stochastic dominance

To define stochastic dominance of $k$ th order, we need to consider the following auxiliary functions which are derived from distribution function:

$$
\begin{equation*}
F_{X}^{(k)}(\eta)=\int_{-\infty}^{\eta} F_{X}^{(k-1)}(\xi) d \xi, \quad \forall \eta \in \mathbb{R}, k=2,3 \tag{1}
\end{equation*}
$$

where $F_{X}^{(1)}=F_{X}$ is equal to the distribution function of the random variable $X$. Formal definition of third degree stochastic dominance follows.

## Definition 1.

Let $X, Y$ be two random variables on $(\Omega, \mathcal{F}, P)$ with distribution function $F_{X}, F_{Y}$. We say that $X$ dominates $Y$ in the sense of Third Degree Stochastic Dominance (TSD), denoted by $X \succeq_{T S D} Y$, if and only if

$$
\begin{equation*}
F_{X}^{(3)}(\eta) \leq F_{Y}^{(3)}(\eta), \quad \forall \eta \in \mathbb{R} . \tag{2}
\end{equation*}
$$

[^4]We say that $X$ strictly dominates $Y$ in the sense of third degree stochastic dominance, denoted by $X \succ_{T S D}$ $Y$, if and only if $X \succeq_{T S D} Y$ and $Y \succeq_{T S D} X$ does not holds.

Let $X$ be a random variable with finite second moment, i.e. $\mathbb{E} X^{2}<\infty$. Then the auxiliary function can be expressed as (see [6, Theorem 3.1])

$$
F_{X}^{(3)}(\eta)=\frac{1}{2} \int_{-\infty}^{\eta}[\eta-\xi]_{+}^{2} d F_{X}(\xi)
$$

where we denote $[\eta-\cdot]_{+}^{2}=(\max \{0, \eta-\cdot\})^{2}$.
Let $\mathcal{U}_{3}$ be a class of real-valued differentiable functions with $u^{\prime}>0, u^{\prime \prime}<0$, and $u^{\prime \prime \prime}>0$. Such functions are usually refered as decreasing absolute risk aversion (DARA) utility functions. The relation $X \succeq_{T S D} Y$ is equivalent to the condition that $\mathbb{E} u(X) \geq \mathbb{E} u(Y)$ holds for all utility functions $u \in \mathcal{U}_{3}$ for which both expectations are finite, see [7, 8].

## 3 Mixed-integer value function

We consider the following mixed-integer value function with random right-hand side vector $h$ (random demand)

$$
\begin{equation*}
f(x, h(\omega))=c^{T} x+\Phi(h(\omega)-T x), x \in C \tag{3}
\end{equation*}
$$

with the second stage problem which is a parametric mixed-integer linear problem

$$
\begin{equation*}
\Phi(z)=\min \left\{q^{T} y+q^{\prime T} y^{\prime}: W y+W^{\prime} y^{\prime}=z, y \in \mathbb{Z}_{+}^{m}, y^{\prime} \in \mathbb{R}_{+}^{m^{\prime}}\right\}, \forall z \in \mathbb{R}^{s} \tag{4}
\end{equation*}
$$

where $c \in \mathbb{R}^{n}, q \in \mathbb{R}_{+}^{m}, q^{\prime} \in \mathbb{R}_{+}^{m^{\prime}}$ are vectors, $T(s \times n), W(s \times m)$, $W^{\prime}\left(s \times m^{\prime}\right)$ are matrices with mentioned dimensions, and $\mathbb{Z}_{+}, \mathbb{R}_{+}$denote nonnegative integers and real numbers. The function $f$ appears as objective function in expectation in two-stage stochastic models with mixed-integer linear recourse, c.f. [9, $10]$.

We assume that matrices $W, W^{\prime}$ have only rational entries, $C \subseteq \mathbb{R}^{n}$ is a nonempty closed set (possibly partly restricted to integers), the right-hand side vector $h \in \mathbb{R}^{s}$ is a random vector on a probability space $(\Omega, \mathcal{F}, P)$ with $\int_{\Omega}\|h(\omega)\|^{2} P(d \omega)<\infty$. We denote $\mu=h^{-1} \circ P$ the image measure on $\mathbb{R}^{s}$ which belongs to the general class of Borel measures $\mathcal{P}\left(\mathbb{R}^{s}\right)$. The function $\Phi(z)$ is real-valued on $\mathbb{R}^{s}$ if we further assume (see [9]):
(A1) complete recourse: $W\left(\mathbb{Z}_{+}^{m}\right)+W^{\prime}\left(\mathbb{R}_{+}^{m^{\prime}}\right)=\mathbb{R}^{s}$,
(A2) dual feasibility: $\left\{u \in \mathbb{R}^{s}: W^{T} u \leq q, W^{\prime T} u \leq q^{\prime}\right\} \neq \emptyset$.
Previous assumptions ensure also that $f(x, h)$ is lower semicontinuous jointly in $(x, h)$ on $C \times \mathbb{R}^{s}$, i.e. its epigraph is closed. To handle the mixed-integer value function in optimization model with TSD we need to show that its second moment is finite.

Proposition 1. Let the assumptions (A1), (A2) be fulfilled and $\int_{\mathbb{R}^{s}}\|h\|^{2} \mu(d h)<\infty$. Then $\mathbb{E}\left\{\left|c^{T} x+\Phi(h(\omega)-T x)\right|^{2}\right\}<\infty, \forall x \in C$.

Proof. Our assumptions ensure that $\Phi(0)=0$. Using this fact we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{s}}|\Phi(h-T x)|^{2} \mu(d h) & =\int_{\mathbb{R}^{s}}|\Phi(h-T x)-\Phi(0)|^{2} \mu(d h) \\
& \leq \int_{\mathbb{R}^{s}}\left(c_{1}\|h-T x\|+c_{2}\right)^{2} \mu(d h) \\
& =\int_{\mathbb{R}^{s}} c_{1}^{2}\|h-T x\|^{2}+2 c_{1} c_{2}\|h-T x\|+c_{2}^{2} \mu(d h) \\
& =c_{1}^{2} \int_{\mathbb{R}^{s}}\|h-T x\|^{2} \mu(d h)+2 c_{1} c_{2} \int_{\mathbb{R}^{s}}\|h-T x\| \mu(d h)+c_{2}^{2}
\end{aligned}
$$

where the inequality follows from pseudo-Lipschitz continuity of the mixed-integer value function (4), see [3], for some positive constants $c_{1}, c_{2}$. Due to our assumptions the last expression is finite for any $x \in C$.

## 4 Optimization model with third-degree stochastic dominance constraint

We consider the following optimization model

$$
\varphi(\mu, \nu)=\min \{g(x): x \in C(\mu, \nu)\}
$$

where $g$ is a real valued objective function on $\mathbb{R}^{n}$ and the set of feasible solutions is defined by third degree stochastic dominance constraint and depends on image probability measures

$$
C(\mu, \nu)=\left\{x \in C:-f(x, h(\omega)) \succeq_{T S D} t(\omega)\right\} .
$$

The mixed-integer value function $f(x, h(\omega))$ stands for the loss variable, and $t(\omega)$ is a random treshold with $\int_{\Omega}|t(\omega)|^{2} P(d \omega)<\infty$, in our settings a minimal acceptable income. Let $\nu=t^{-1} \circ P$ denote the image measure. According to previous section, the constraint $-f(x, h(\omega)) \succeq_{T S D} t(\omega)$ is equivalent to

$$
\begin{equation*}
\int_{\mathbb{R}^{s}}[\eta-(-f(x, h))]_{+}^{2} \mu(d h) \leq \int_{\mathbb{R}}[\eta-t]_{+}^{2} \nu(d t), \forall \eta \in \mathbb{R} \tag{5}
\end{equation*}
$$

One of the main results is stated in the following proposition. Reasonable behaviour of the set of feasible solutions with respect to weak convergence of underlying image measures will lead to stability of the optimal value function of our optimization problem.
Proposition 2. Let the assumptions (A1), (A2) be fulfilled. Then the set of feasible solutions $C(\cdot, \cdot)$ is outer semicontinuous in any $(\mu, \nu)$, where $\mu \in \mathcal{P}\left(\mathbb{R}^{s}\right)$, and $\nu \in \mathcal{P}_{\rho, R}(\mathbb{R}) \equiv\left\{\nu \in \mathcal{P}(\mathbb{R}): \int_{\mathbb{R}}|t|^{2+\rho} \nu(d t)<\right.$ $R\}$ for some $\rho>0, R>0$, i.e. for arbitrary admissible $\mu_{n} \in \mathcal{P}\left(\mathbb{R}^{s}\right), \nu_{n} \in \mathcal{P}_{\rho, R}(\mathbb{R})$ such that $\mu_{n} \xrightarrow{w} \mu$, $\nu_{n} \xrightarrow{w} \nu$, and $x_{n} \rightarrow x$ with $x_{n} \in C\left(\mu_{n}, \nu_{n}\right)$ it follows that $x \in C(\mu, \nu)$.

Proof. Let $\eta \in \mathbb{R}$ be arbitrary and fixed, and denote $\tilde{f}(x, h)=[\eta+f(x, h)]_{+}^{2}$. We see that the function $\tilde{f}$ is nonnegative and lower semicontinuous jointly in both variables, thus we have

$$
\begin{align*}
\int_{\mathbb{R}^{s}} \tilde{f}(x, h) \mu_{n}(d h) & \leq \int_{\mathbb{R}^{s}} \liminf _{k \rightarrow \infty} \tilde{f}\left(x_{k}, h\right) \mu_{n}(d h) \\
& \leq \liminf _{k \rightarrow \infty} \int_{\mathbb{R}^{s}} \tilde{f}\left(x_{k}, h\right) \mu_{n}(d h) \tag{6}
\end{align*}
$$

where the first inequality follows from the definition of lower semicontinuity of $\tilde{f}(\cdot, h)$ and the second inequality is a consequence of Fatou's lemma. Using this result, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{s}} \tilde{f}(x, h) d P(h) & \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{s}} \tilde{f}(x, h) \mu_{n}(d h) \\
& \leq \liminf _{n \rightarrow \infty} \liminf _{k \rightarrow \infty} \int_{\mathbb{R}^{s}} \tilde{f}\left(x_{k}, h\right) \mu_{n}(d h) \\
& \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{s}} \tilde{f}\left(x_{n}, h\right) \mu_{n}(d h) \\
& \leq \lim _{n \rightarrow \infty} \int_{\mathbb{R}}[\eta-t]_{+}^{2} \nu_{n}(d t)
\end{aligned}
$$

where the first inequality is a consequence of Lemma 2.1 in [5], which states lower semicontinuity of integral functional in itegrating measure, the second one follows from (6), the third one can be obtained setting $n=k$, the fourth one follows from the denition of the set $C\left(\mu_{n}, \nu_{n}\right)$. The following convergence is shown bellow and finishes the proof

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}}[\eta-t]_{+}^{2} \nu_{n}(d t)=\int_{\mathbb{R}}[\eta-t]_{+}^{2} \nu(d t) \tag{7}
\end{equation*}
$$

Without loss on generality, we choose an $\alpha>0$ such that $\nu\left(\left\{t:[\eta-t]_{+}^{2}=\alpha\right\}\right)=0$. We define the "cut-off" function $d_{\alpha}(x)=x$ if $|x|<\alpha$ and $d_{\alpha}(x)=0$ otherwise. Since $\nu_{n} \xrightarrow{w} \nu$, and the function $d_{\alpha}\left([\eta-\cdot]_{+}^{2}\right)$ is continuous and bounded, it holds

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} d_{\alpha}\left([\eta-t]_{+}^{2}\right) \nu_{n}(d t)=\int_{\mathbb{R}} d_{\alpha}\left([\eta-t]_{+}^{2}\right) \nu(d t)
$$

For the difference of integrals holds

$$
\int_{\mathbb{R}}[\eta-t]_{+}^{2} \nu(d t)-\int_{\mathbb{R}} d_{\alpha}\left([\eta-t]_{+}^{2}\right) \nu(d t)=\int_{\left\{t:[\eta-t]_{+}^{2} \geq \alpha\right\}}[\eta-t]_{+}^{2} \nu(d t)
$$

The same formula is valid if we use $\nu_{n}$ instead of $\nu$. Hence

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty}\left|\int_{\mathbb{R}}[\eta-t]_{+}^{2} \nu_{n}(d t)-\int_{\mathbb{R}}[\eta-t]_{+}^{2} \nu(d t)\right| \\
\leq & \sup _{n} \int_{\left\{t:[\eta-t]_{+}^{2} \geq \alpha\right\}}[\eta-t]_{+}^{2} \nu_{n}(d t)+\int_{\left\{t:[\eta-t]_{+}^{2} \geq \alpha\right\}}[\eta-t]_{+}^{2} \nu(d t) \\
\leq & \sup _{n} \int_{\left\{t:(\eta-t)^{2} \geq \alpha\right\}}(\eta-t)^{2} \nu_{n}(d t)+\int_{\left\{t:(\eta-t)^{2} \geq \alpha\right\}}(\eta-t)^{2} \nu(d t) \\
= & \sup _{n} \int_{\left\{t: t^{2} \geq \alpha\right\}} t^{2} \nu_{n}(d t)+\int_{\left\{t: t^{2} \geq \alpha\right\}} t^{2} \nu(d t) \\
\leq & \alpha^{-\rho} \sup _{n} \int_{\mathbb{R}} t^{2+\rho} \nu_{n}(d t)+\alpha^{-\rho} \int_{\mathbb{R}} t^{2+\rho} \nu(d t) .
\end{aligned}
$$

Then, if we pass $\alpha \rightarrow \infty$, we get the equality (7). This finishes the proof.
Similar results were obtained in $[4,5]$ for the set of feasible solutions with first and second degree stochastic dominance constraint.

Remark 1. A natural question arise: how to ensure that $P_{n} \xrightarrow{w} P$ implies $\mu_{n} \xrightarrow{w} \mu$ and $\mu_{n} \xrightarrow{w} \mu$, where the image measures are defined by $\mu_{n}=h^{-1} \circ P_{n}, \nu_{n}=t^{-1} \circ P_{n}$. The answer gives [2, Theorem 5.5]. Let $D_{h}$ and $D_{t}$ denote the sets of discontinuity points of $h(\cdot)$ and $t(\cdot)$. If $P\left(D_{h}\right)=0$ and $P\left(D_{t}\right)=0$ then $P_{n} \xrightarrow{w} P$ implies the weak convergence of image measures $\mu_{n} \xrightarrow{w} \mu$ and $\mu_{n} \xrightarrow{w} \mu$.

As an immediate consequence of Proposition 2 we obtain closedness of the set of feasible solutions. Moreover, if we relax the integer conditions, the set of feasible solutions is convex. The later fact follows again from the alternative description (5) of the set of feasible solutions and convexity of continuous value function.

Finally, qualitative stability of the optimal value function can be get.
Proposition 3. Let the function $g$ be lower semicontinuous, and let $C \subset \mathbb{R}^{n}$ be a compact set. Then the optimal value function $\varphi(\mu, \nu)$ is lower semicontinuous in each $(\mu, \nu) \in \mathcal{P}\left(\mathbb{R}^{s}\right) \times \mathcal{P}_{\rho, R}(\mathbb{R})$ for which the set of feasible solutions $C(\mu, \nu)$ is nonempty, i.e.

$$
\varphi(\mu, \nu) \leq \liminf _{\mu_{n} \xrightarrow[\rightarrow]{w} \mu, \nu_{n} \xrightarrow{w} \nu} \varphi\left(\mu_{n}, \nu_{n}\right) .
$$

Proof. If $\varphi$ were not lower semicontinuous, there would exists sequences $\mu_{n} \xrightarrow{w} \mu, \nu_{n} \xrightarrow{w} \nu, x_{n} \in C$, and an $\varepsilon>0$ such that $x_{n} \in C\left(\mu_{n}, \nu_{n}\right)$, and $g\left(x_{n}\right) \leq \varphi(\mu, \nu)-\varepsilon$. Obviously this implies $x_{n} \in C\left(\mu_{n}, \nu_{n}\right) \backslash C(\mu, \nu)$ for all $n$. Since $C$ is compact there exists an accumulation point $\bar{x}$ of the sequence $x_{n}$. By the outer semicontinuity of $C(\cdot, \cdot)$, see Proposition 2, it follows that $\bar{x} \in C(\mu, \nu)$. The lower semicontinuity of $g$ however leads to a contradiction

$$
\varphi(\mu, \nu) \leq g(\bar{x}) \leq \liminf _{n \rightarrow \infty} g\left(x_{n}\right) \leq \varphi(\mu, \nu)-\varepsilon .
$$

## 5 Conclusion

We considered stochastic optimization model with third degree stochastic dominance constraint induced by mixed-integer value function. We studied qualitative stability of this model with respect to weak convergence of underlying probability measures. We obtained outer semicontinuity of the set of feasible solutions and lower semicontinuity of the optimal value function. Further research will be adressed into finding an algorithm for solving this problems and to possible extensions to dynamic settings.
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#### Abstract

Presently the current legislation that is based on environmental factors has motivated the development of model approaches, which support the collection process. Presented model is aimed at accessibility of collection centres in communes of Slovak Republic. The goal is to motivate the population to collect the used products, components, packaging and redundant stocks for their dismantling and reuse. The model is aimed at projecting of collecting system that can be characterized by the same availability for the whole population (based on distance or time) so that the number of collection centres is as minimal as possible.


Keywords: Collection Centres, Location, Set Covering Problems

## Introduction

Presently the social and environmental processes respect the legislation of European Union (represented by European Commission, European Parliament, Council of the European Union), which comprises many directives that are the base for legislation of EU members. Related legislation on waste collection and elimination led to emplacement of waste collection systems for households and also on public places.

The importance of collection is emphasized by the directive of European Union. EU member states have to follow guidelines for implementation of the environmental directive. Special directives are e.g. Directive on Waste Electrical and Electronics Equipment - WEEE, (submitted 2001), Directive on the Restriction of the Use of Certain Hazardous Substances in Electrical and Electronic Equipment - RoHS, (2002/95/EG) etc. (e.g. WEEE - EU Directive 2002/96/EG on Old Electrical and Electronic Devices - Waste of Electrical and Electronic Equipment and the associated Amendment 2003/108/EG). The targets for member states are:

1. to minimize the use of dangerous substances and the number of plastics, some materials must be phased out,
2. to promote the design for recycling,
3. producers have to take responsibility for end of life of the products and provide information to the processors about appropriate recycling,
4. the systems for separate collection should be put in public place and to household for free,
5. producers have to set up and finance appropriate systems to ensure processing and recycling of products and they have to be responsible for that products in the place of collection,
6. collection services must be offered by sellers and also by municipalities with an aim to collect 4 kg of waste per head of population yearly,
7. recovery quotas are set from $70 \%$ to $90 \%$ of collected waste, depending on the products category etc.

On the national level, the models are usually focused on modelling of collection of recyclable products. The models that deal with before mentioned problem are usually oriented on positioning of collection centres. The goal is to achieve the efficiency in collection of recyclable products from the final users. After separation in collection centres, the products are distributed to processing centres, which location is also the part of optimization in process of minimizing of distribution costs. In processing centres the products are machined on the basis their usableness (or unusableness) and they are distributed to remanufacturing centers, where they are

[^5]usually remanufactured to raw material that will be use in production process or they are brought to specialized waste disposal.

## 1. Model of collection centres in communes of Slovak Republic

On the national level, the models are usually focused on modelling of collection of recyclable products. Their development is motivated mainly by relatively extensive environmental legislation that forces government to realize the recycling process within the frame of waste management. In the every state a lot of producers are from foreign countries that come under the legislation of both the European Union and the Slovak republic and the government has to take responsibility for such products (so called OEM problem - Original Equipment Manufactures Problem).

Gradually, the recycling process evolved in such part of logistics that monitors backwards flows of goods, material, covers and reused material from customers to distributor, respectively to producer, with aim to ensure the reclaim, repair, reuse, recycling or liquidation in accord with statutory instruments and directives in an ecological attractive way (Figure 1).

Figure1: Material flows of reverse logistics


The three main levels are known in optimization of reverse logistics. The first is oriented on collection of discarded vehicles (ELV - End-of-Life Vehicles), the second is pointed on collection of waste of electrical and electronic equipment (Waste Electrical and Electronic Equipment). Both are determined by legislation and there exist directives on relevant waste collection. The third level is focused on paper collection that is in general most frequently recyclable product. Related optimization models are based on linear programming (Linear Programming - LP), mixed integer programming (Mixed Integer Programming - MILP), special heuristic algorithms and also another approaches.

The goal of modelling of collection centres is aimed at accessibility of collection (sorting) centres for whole population in Slovak Republic for the purpose to motivate the population to collect the used products, components, packaging and redundant stocks for their dismantling and reuse. In general, there exist two basic conceptions - the first one is aimed on covering the whole population with the minimal count of service channels (Location Set Covering Problem - LSCP), the goal of the second one is to reach maximal covering by limited number of service channels (Maximal Covering Location Problem - MCLP).

Presently, there exist 2916 communes in Slovak republic (according to Statistical Office of Slovak Republic). The goal of the model is to locate the collection centres in communes so that the accessibility of collection centres is preserved and the count of collection centres is as minimal as possible.

The problem can be formulated as binary programming task with the variables $x_{j} \in\{0,1\}, j=1,2, \ldots, n$, where n is the number of communes in Slovak Republic (2916). If the variable is set to 0 , the collection centre is not located in corresponding commune, if the variable is set to 1 , the collection centre will be opened in corresponding commune. Considered above mentioned criteria, the objective function could be formulated as follows:

$$
f(x)=\sum_{j=1}^{n} c_{j} x_{j} \rightarrow \min
$$

The coefficients in objective function assume the value 1.
The constraints need to ensure that the distance between every commune and the closest collection centre is lesser than or equal to K. Parameters $d_{i j}$ represent distances between communes $i$ a $j$, so matrix $\mathbf{D}$ (size $n$ $\mathbf{x} n$ ) is the matrix of minimal distances between all pairs of communes. Based on matrix $\mathbf{D}$, the matrix $\mathbf{A}$ can be defined (also size $n \times n$ ), where the elements $a_{i j}$ are set to 0 , if the distance between i-th and j-th communes is greater than $K$, or 1 otherwise.

$$
a_{i j}=\left\{\begin{array}{l}
0, d_{i j}>K \\
1, d_{i j} \leq K
\end{array} \quad i, j=1,2, \ldots, n\right.
$$

Further on, the accessibility of collection centre for every commune need to be met within the distance K that can be formulate as follows:

$$
\sum_{j=1}^{n} a_{i j} x_{j} \geq 1, \quad i=1,2, \ldots, n
$$

The model needs to deal with binary variables:

$$
x_{j} \in\{0,1\}, \quad j=1,2, \ldots, n
$$

The formulation of the problem:

$$
\begin{aligned}
& f(x)=\sum_{j=1}^{n} c_{j} x_{j} \rightarrow \min \\
& \sum_{j=1}^{n} a_{i j} x_{j} \geq 1, \quad i=1,2, \ldots, n \\
& x_{j} \in\{0,1\}, \quad j=1,2, \ldots, n
\end{aligned}
$$

## 2. The solution of the model

Presented model was applied on data in Slovak Republic. We used data from the year 2001, when the whole number of population was 5378511 inhabitants. The goal was to minimize the number of residents that need to travel to collection centres (Pekár - Brezina (2008)).

Input data:
$n$ - number of communes in Slovak Republic (2 916 communes),
D ( $n \mathrm{x} n$ ) - matrix of minimal distances between all communes,
$K$ - maximal distance from closest collection centre 30 km ,
$c_{j}$ - potential location of collection centres in all communes, coefficients in objective function are equal to $1\left(c_{j}=\right.$ $1, j=1,2, \ldots, n)$,

## Output data:

The above mentioned model was solved by software product GAMS.

For distance $\mathrm{K}=30$ the collection centres are:
Malacky, Malinovo, Drahovce, Trnava, Gabčíkovo, Očkov, Senica, Komárno, Pribeta, Koniarovce, Úl’any nad Žitavou, Šal'a, Trenčianske Teplice, Dolné Kočkovce, Mužla, Lehôtka pod Brehmi, Demandice, Tekovské Nemce, Nitrica, Vel’ký Krtíš, Domaníky, Vígl'aš, Banská Bystrica, Stará Halič, Braväcovo, Kokava nad Rimavicou, Šurice, Tornal'a, Vernár, Ratková, Spišské Podhradie, Helcmanovce, Gemerská Poloma, Slovenská Ves, Chmel’nica, Košické Oľ̌̌any, Moldava nad Bodvou, Trnkov, Bardejov, Luhyňa, Sol’nička, Nacina Ves, Žalobín, Mestisko, Svetlice, Sobrance, Príslop, Svinia, Raková, Breza, Nižná, Podhorie, Kral’ovany, Ivachnová, Východná, Malý Čepčín.

It is evident that efficiency of collection centre depends on character of collected products (it is different in case of cars, fridges, freezers or in case of car batteries) so we considered with different variants of distances $K$ that were set to $50,40,30,20,15$ and 10 km . Another modification follows from the reasoning that one of the requirements is to locate the collection centre to region cities (administrative centres of regions). Further on, that strict requirement was modified by the weight that was based on proportion between number of population in the region city and the whole population in all cities. The goal was to minimize the number of residents that need to travel to collection centres.

If the models consider about potential location of collection centres in all communes, coefficients in objective function are equal to $1\left(c_{j}=1, \mathrm{j}=1,2, \ldots, n\right)$. If the model considers about location of collection centres in all communes simultaneously with requirement that the collection centre must to be located in every region city, where the set of region cities is $N_{k}$, then the coefficients in objective function are equal to $1\left(\mathrm{c}_{j}=1, j=1,2\right.$, $\ldots, n)$ and decision variables for region cities $x_{j}=1, j \in N_{k}$. The last approach was to consider about potential location of collection centres in all communes with respect to number of population in region cities, so that number of population in 2916 communes was $P=5378511$ and $P_{j}$ was number of population of $j$-th city, coefficients of objective function was calculated as $c_{j}=1-\frac{P_{j}}{P}, j=1,2, \ldots, n$, where $\mathrm{c}_{j}$ represents potential number of population that need to travel to collection centre.

## Conclusion

Presented approach can be used as a base for efficient decision making about location of collection centres considered the special criteria as well as the given parameters of accessibility and the importance for population. The model can be used in general for different input data. Results of this paper show that presented model is relatively flexible to adjust the changed conditions. The accessibility is usually only the one from the set of parameters that determines the location of collection centre and it is possible to come out of other restrictions.
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#### Abstract

Econometric models in the estimation of real estate prices is a useful and realistic approach for buyers and for local and fiscal authorities. From the classical hedonic models to more data driven, based on Artificial Neural Networks, many papers have appeared in economic literature trying to compare the results with both methods. We insist in the use of ANN, when there is enough statistical information, with some comparisons in a medium size city in the South of Spain, with an extensive set of data spanning over several years. Exogenous variables include external and internal data from the dwelling, both numerical and qualitative, as of the building in which it is located and its surroundings. Alternative models are estimated for several time intervals, being able to compare the effects of the rising prices during the bull market over the last decade, and could be used to asses the downturn of last couple of years. Keywords: real estate prices, artificial neural Networks, econometric modelling


## 1. Introduction

Last decade Spain presented a seller's real estate market. There is a strong tradition of home ownership in the country, coupled to fiscal stimuli and low interest rates associated to the euro zone. Prices have continuously gone up, and a growing part of the family's income was devoted to attend mortgages and housing related costs. This trend has come abruptly to and end in 2008, causing turmoil in the country economy. In this context, an objective way to assess the prices of properties coming to the market is needed. Its demand come from different actors: buyers and sellers of family flats and second homes, agents in the real state sector, investors, value agency and financial institutions, and fiscal authorities at national and municipal levels. Hedonic and ANN models could fill the gap, although they must be updated and maintained, with the additional benefit of their usefulness in detecting and measuring price changes.

Real estate prices were studied since the fifties, and two decades later, Rosen proposed the use of regression models, called 'hedonic models', and applied them in urban areas. In Spain there are macroeconomic and sectorial statistics, that try to explain investments in building and home buying. The use of ANN has been used in previous studies in the South of Spain, and we return to this approach to used in a dynamic framework, applying it to a case study. Sample data from more than 10000 transactions have been collected from 2002 to 2006 enabling us to establish temporal comparisons.

## 2. Artificial Neural Networks

Artificial Intelligence methods started to be applied to real estate prices last decade, with a growing interest. Several studies are related in table 1. In Spain several studies have been done by Caridad y Ceular (2001), García Rubio (2004), Gallego (2004) and Lara (2005), using data from different urban areas.

ANN were introduced by McCulloch and Pitts (1943) as an alternative to algorithmic programming with some previous work by Kart Lashley in the twenties. In Rumelhart and McClelland (1986) an ANN is presented as a ser of operators or neurons, with a small amount of storage capacity, one-way numerically connected by some links so called axons. Nodes operate with local data supplied trough the axons, weighted with some parameters, $w_{i j}$, linking neurons $i$ and $j$. A propagation rule establish how are valued and processed the inputs to a neuron. The basic model has an input layer, one or several hidden layers formed by non observable variables, and an output layer containing the dependent variables. Like any model, the specification is the core task when using ANN: it is necessary to define the network topology (number of hidden layers, and the neurons in each of them), the propagation rule, the transformation of input explanatory variables, and so on. The activation function and the learning rule should be specified, also. An excessive number of neurons will be a cause of lack of forecasting power, due to overparametrisation. Computer time to estimate the ANN parameters, learning process, is becoming less relevant. There are several learning procedures to estimate the parameters being a widely used the back-propagation method.

Table 1. Use of AI methods in real estate price estimation

| AUTHORS | DATE | GEOGRAPHICAL AREA |
| :---: | :---: | :---: |
| Borst | 1991 | New England |
| Tay y Ho | 1992 | Singapur |
| Do and Grudnitski | 1992 | California |
| Collins and Evans | 1994 | U.K. |
| Worzala, Lenk and Silva | 1995 | Colorado |
| Mc Cluskey | 1996 |  |
| Rossini | 1997 | Australia |
| Haynes y Tan | 1998 | Australia |
| Bonissone | 1998 | Porto Alegre (Brasil) |
| Cechin | 2000 | Helsinki (Finland) |
| Karakozova | 2000 | Tennessee |
| Nguyen and Cripps | 2001 |  |
| Kauko | 2003 | New Zeland |
| Limsombunchai | 2004 |  |
| Liu, Zhang and Wu | 2006 | Turkye |
| Selim | 2009 |  |

An ANN is like a non linear regression or multivariate regression model, with non observable variables, that, nevertheless, once the topology and the parameters of the network are specified, it amounts to an ordinary statistical or econometric model. Her we use a multilayer perception network (MLP) with one hidden layer.

## 2. Model specification

The estimation of the selling price of a flat or apartment, $y$, is the objective of the ANN model. A sample is obtained in a medium size city of the South of Spain, on the main urban area. Exogenous variables include internal data about the dwelling and of the building and its location. The population is composed by 130563 properties in the area, and over $75 \%$ are the main residence, about $14 \%$ non used, and less than $10 \%$ secondary residences. It has augmented, in 2006 to 135920 flats. Price data are recorded by the national statistics institute (INE), and by the municipality, for fiscal purposes, but they are not focussed on precise valuation of individual properties. The market intermediaries are the main source of precise data; the main company, Grupo Barin, has supplied 10124 cases of transactions distributed as follows: in 2002, 772 cases, in 2003, 1685, in 2004,1399 , in 2005,3380 , and in 2006, 2888. This company is active in the whole area, with 18 offices scattered trough the town. A complementary sample was used from several similar smaller companies.

In table 2 are found the exogenous variables used. The price of the transactions are the real market price (not the declared price, nor the offer price), avoiding, thus duplicities in the data really used.

Table 2. Exogenous variables and attributes

| Internal |  |  | External |  |
| :---: | :---: | :---: | :---: | :---: |
| Basic | Area <br> Bedrooms <br> Bath <br> Complimentary baths <br> Terrace (*) <br> Communications (*) <br> Wardrobes (*) <br> Garage (*) <br> Storage room $(*)$ <br> Climatization |  | General | Building year <br> Lift(*) <br> Laundry(*) |
| General | Quality | Floors <br> Window's type <br> Interior wooden furniture(*) <br> Kitchen furniture(*) | Extras | Pool (*) <br> Tennis(*) <br> Garden(*) |
|  | Reforms | Reformed ${ }^{*}$ ) |  |  |
| Orientatión | Orientationr(*) |  | Localization | Zone |
| Economics | Common expenses <br> Market price |  |  |  |

The $\left(^{*}\right)$ variables are binary, and are used to elaborate numerical indexes in the range $(0 ; 1)$ that could be easily interpreted (table 3). These have been validated with a posterior sample of real estate market agents.

Table 3.Indexes assotiated to each property

|  | VARIABLES USED |
| :---: | :--- |
| QUALITY InDEX | Floors, Windows type, Wooden, Kitchen and reforms |
| FACILITIES InDEX | Pool, tennis, garden |
| BUILDING INDEX | Age, lift, laudry |
| EXTERNAD DATA InDEX | Orientation, terrace |
| EXTRAS INDEX | Garage, Storage |
| LOCATION INDEX | Geographical position within the city |

## 3. Results

AMLP, Multi Layer Perceptron ${ }^{1}$ 6:6-6-1:1 is used with the following input variables: square meters of the house. age of the building, localisation index, extras index, community expenses and quality index. They were selected after an identification process with several alternatives. The output layer includes only the transaction price and there are six neurons in the hidden layer (as showed in figure 1). Trajan Neural Networks software was used, with a linear activation function in the input layer and logistic activation function in the output layer. The error function used is the residual sum of squares.

FIGURE 1.ANN 6:6-6-1:1Topology


[^6]The training set is composed by $80 \%$ of the sample ${ }^{2}$ and the back propagation method was used with a 0.1 learning rate. The error evolution is showed in graphic 1 .

## Graphic 1 Evolution of the residual error during the training process



In tables 5 and 6 are presented the weights and thresholds of the input and hidden layer neurons.

## Table 4. Parameters: input and hidden layers

|  | $\mathbf{2 . 1}$ | $\mathbf{2 . 2}$ | $\mathbf{2 . 3}$ | $\mathbf{2 . 4}$ | $\mathbf{2 . 5}$ | $\mathbf{2 . 6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| threshold | $-0,8637$ | -5.3193 | 0,8587 | 1.3877 | $-0,8773$ | -2.9494 |
| Area | 1,4581 | -2.4698 | $-3,1902$ | 0.8425 | $-0,3820$ | -0.6004 |
| Common <br> expenses | 3,4714 | -1.6389 | 1,7720 | -0.5584 | 0,6896 | -1.0893 |
| Age | $-0,0090$ | -0.1852 | 0,8528 | 0.7126 | $-1,2623$ | 2.4097 |
| Anex index | 2,1949 | -1.4684 | $-0,0846$ | -0.2235 | $-2,8127$ | 1.4203 |
| Localization | $-1,1403$ | -0.7805 | $-5,0060$ | -1.5345 | 0,3433 | -2.8736 |
| Quality index | 0,3414 | -0.7721 | 0,2906 | 1.4205 | $-1,0161$ | -0.0384 |

Table 5.PaRAMETERS: hidden and output layer

|  | $\mathbf{3 . 1}$ |
| :---: | :---: |
| threshold $\mathbf{~}$ | -0.9370 |
| $\mathbf{2 . 1}$ | 3.9678 |
| $\mathbf{2 . 2}$ | -3.9225 |
| $\mathbf{2 . 3}$ | -3.7264 |
| $\mathbf{2 . 4}$ | 1.8743 |
| $\mathbf{2 . 5}$ | 0.9303 |
| $\mathbf{2 . 6}$ | -2.5079 |

Sensitivity analysis allows to evaluate the influence of the exogenous variables, using its errors ratio (table 6), obtained as the error in the model without the variable over the model including it. As expected, it is the size variable the most important (1.2953), followed by the localisation index (1.2009), and by the common expenses (1.1577) as show on table 6.

Table 6. SENSITIVITY analysis

[^7]| INPUT | RATIO | ORDER |
| :--- | :---: | :---: |
| Area | 1.2953 | 1 |
| Common E. | 1.1577 | 3 |
| Age | 1.0395 | 6 |
| Anex index | 1.0414 | 5 |
| Localisation | 1.2009 | 2 |
| Quality index | 1.0644 | 4 |

The other three variables are less important, but if taken out of the model, the final results are less likable. The $R^{2}=86.05 \%$ and the $R M S E=39540.36 €$. The mean absolute error is $28551.34 €$, and in relative terms $13.69 \%$. On graphic 2 are shown the real vs the estimated price, with a good fit all over the spectrum of properties (this can seldom be achieved with classical hedonic models).

Using the same model with 2002-5 data, again with $80 \%$ of the cases as training set, and similar tuning parameters, the results are similar.

## Graphic 2. REAL AND ESTIMATED PRICES



Table 7. Sample size for the yearly models

|  | CASES | Training | TesT |
| :---: | :---: | :---: | :---: |
| $\mathbf{2 0 0 2}$ | 470 | 376 | 94 |
| $\mathbf{2 0 0 3}$ | 914 | 731 | 183 |
| $\mathbf{2 0 0 4}$ | 791 | 633 | 158 |
| $\mathbf{2 0 0 5}$ | 1686 | 1349 | 337 |

Sensitivity analysis allows to evaluate the influence of the input variables upon the dwelling's market price, In graphic 3, the variables are ordered with their relative influence, with some temporal variability. In each model the area variable appears in the first place, followed by the localisation of the property. Then comes a third variable that can be either the age of the building, the maintenance cost or the quality index. The rest of the variables show less influence.

## Graphic 3. Comparative Sensibility analysis of the inputs



Different goodness of fit statistics are presented on table 8.
TabLE 8. Fit measures 2002-2006

|  | $\boldsymbol{R}^{\mathbf{2}}$ | RMSE | RESIDUAL <br> $\boldsymbol{S} \boldsymbol{E}$ | $\boldsymbol{M A E}$ | $\boldsymbol{R} \boldsymbol{R} \boldsymbol{E}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{2 0 0 2}$ | $90,21 \%$ | $21.652,25$ | $21.634,04$ | $14.900,48$ | $13,78 \%$ |
| $\mathbf{2 0 0 3}$ | $84,75 \%$ | $25.884,77$ | $25.738,99$ | $18.999,93$ | $14,75 \%$ |
| $\mathbf{2 0 0 4}$ | $90,23 \%$ | $30.983,78$ | $28.908,32$ | $24.157,36$ | $16,26 \%$ |
| $\mathbf{2 0 0 5}$ | $81,12 \%$ | $32.825,44$ | $32.755,04$ | $23.562,59$ | $13,82 \%$ |
| $\mathbf{2 0 0 6}$ | $86,05 \%$ | $39.540,36$ | $39.102,13$ | $28.551,34$ | $13,69 \%$ |

## 4. Conclusions

The use of ANN is more flexible than classical econometric models when enough data are available. Some common problems, in hedonic models, such as non linearities in the extreme range of prices in real estate market, are well estimated using ANN, even adapting to properties that could be labelled as outliers, although, some authors ${ }^{3}$ criticize this 'black box' approach. In our case study with a MLP, estimates fit well with the real market situation. The 'dark side' of this methodology is the sampling effort needed, that can be realistically overcome, only by firms with a broad presence in the markets, so that they can use their internal databases, where the uncertainty about the exact identification of each dwelling is eliminated. Most papers include as explanatory variables, the house area ${ }^{4}$, its location, age and availability of garage. Sensibility analysis confirms these asserts. The distance to the city center is useful in monocentric towns. Variability is present even in the same street/building. In Spanish clogged cities, the availability of garage enhances dramatically the final price. Common expenses are related to the facilities provided by the building, so this variable is highly collinear with other used, and less limitative in the transactions.

In the validation process, ANN present more uncertainties, although in hedonic models, multicollinearities introduce a significant difficulty in the interpretation of hedonic prices. In the models proposed, these hedonic prices are obtained as marginal non linear functions derived once the topology of the network is specified; it is somewhat cumbersome process, but the nonlinearities of the marginal implicit prices conforms better to the reality (for example, a decreasing implicit price with the property's size).

The same Network topology is used in different years, with $R^{2}$ between 0.81 and 0.91 . Once applied the 2006 model to new data from 2008 and 2009, the estimated price with these networks are around $12 \%$ higher than the real transaction data, showing the clear downturn of the real estate market in Spain.

These models could be useful not only to potential buyers/sellers and their agents, but for foreclosure valuations, not uncommon in the actual bear market, and for fiscal purposes, but also in sectorial studies, to assess the importance of an structural change due to turn points in the cyclical evolution of the building industry

[^8]
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#### Abstract

This paper deals with a small open economy New Keynesian Dynamic Stochastic General Equilibrium (NK DSGE) model and its ability to describe behaviour of the Slovak economy. The model framework consists of three home subjects: households, firms and a monetary authority. The representative household maximizes its utility function which contains a real rigidity in consumption in a form of a habit formation. The monopolistic competitive firms maximize their net present value of dividends (their profits) with respect to Calvo-type price setting. The sticky price setting of home producers and importers represents nominal rigidities in the model. Monetary policy is conducted according to a Taylor-type rule. The model includes exogenous foreign sector which is represented by Euroarea-12. The framework assumes a perfectly competitive labour market and a complete financial market. The log-linear model is estimated using Bayesian method (we use the Dynare toolbox for Matlab). Evaluation of the model for Slovakia is based on an analysis of impulse response functions and an assessment of estimated parameters. We compare consistency of our results with similar studies.
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## 1 Introduction

Many authors are interested in estimating a small open economy NK DSGE models ${ }^{1}$ but only [8] uses data of Slovakia for estimation. In this paper only one third of parameters are estimated, remaining parameters are calibrated. The aim of this paper is to describe a basic SOE NK DSGE and estimate it for the Slovak economy. Estimation exploits the model proposed in [3] and [4]. ${ }^{2}$

## 2 A Simple Small Open Economy Model

As we mentioned before, the model assumes the structure developed mainly in [3]. Main features of the model are optimizing agents (a representative household, domestic producers and importers), monetary policy conducting according to a modified Taylor rule and an exogenous foreign sector. The model also incorporates nominal rigidities and a real rigidity due to structural parameters like sticky-price parameters of domestic producers and importers and habit formation. The structural equations of the model are: ${ }^{3}$

$$
\begin{gather*}
c_{t}-h c_{t-1}=E_{t}\left(y_{t+1}^{*}-h y_{t}^{*}+\sigma^{-1}(1-h) q_{t+1}\right)+\sigma^{-1}(1-h)\left(r_{t}-E_{t} \pi_{t+1}+v_{g, t}\right)  \tag{1}\\
(1-\alpha) c_{t}=y_{t}-\alpha \eta(2-\alpha) s_{t}-\alpha \eta \psi_{t}-\alpha y_{t}^{*}  \tag{2}\\
s_{t}-s_{t-1}=\pi_{F, t}-\pi_{H, t}  \tag{3}\\
q_{t}=\psi_{t}+(1-\alpha) s_{t}  \tag{4}\\
\pi_{H, t}-\delta \pi_{H, t-1}=\theta_{H}^{-1}\left(1-\theta_{H}\right)\left(1-\beta \theta_{H}\right) m c_{t}+\beta E_{t}\left(\pi_{H, t+1}-\delta \pi_{H, t}\right) \tag{5}
\end{gather*}
$$

[^9]where
\[

$$
\begin{gather*}
m c_{t}=\varphi y_{t}-(1+\varphi) v_{a, t}+\alpha s_{t}+\sigma(1-h)^{-1}\left(c_{t}-h c_{t-1}\right) \\
\pi_{F, t}-\delta \pi_{F, t-1}=\theta_{F}^{-1}\left(1-\theta_{F}\right)\left(1-\beta \theta_{F}\right) \psi_{t}+\beta E_{t}\left(\pi_{F, t+1}-\delta \pi_{F, t}\right)  \tag{6}\\
\left(i_{t}-E_{t} \pi_{t+1}\right)-\left(i_{t}^{*}-E_{t} \pi_{t+1}^{*}\right)=E_{t} q_{t+1}-q_{t}+v_{s, t}  \tag{7}\\
i_{t}=\rho i_{t-1}+(1-\rho)\left(\psi_{\pi} \pi_{t}+\psi_{y} y_{t}\right)+\varepsilon_{M, t}  \tag{8}\\
\pi_{t}=\pi_{H, t}+\alpha\left(s_{t}-s_{t-1}\right)  \tag{9}\\
v_{a, t}=\rho_{a} v_{a, t-1}+\varepsilon_{a, t}  \tag{10}\\
y_{t}^{*}=\rho_{y} y_{t-1}^{*}+\varepsilon_{y}  \tag{11}\\
\pi_{t}^{*}=\rho_{\pi} \pi_{t-1}^{*}+\varepsilon_{\pi}  \tag{12}\\
i_{t}^{*}=\rho_{i} i_{t-1}^{*}+\varepsilon_{i}  \tag{13}\\
v_{g, t}=\rho_{g} v_{g, t-1}+\varepsilon_{g}  \tag{14}\\
v_{s, t}=\rho_{s} v_{s, t-1}+\varepsilon_{s} \tag{15}
\end{gather*}
$$
\]

All variables are expressed as $\log$ deviations from their respective steady state values. Equation (1) is the combination of the consumption Euler equation and the international risk sharing condition. This equation makes connection between present and future consumption and also between foreign and domestic consumption level. Second equation represents the goods market clearing condition. Equation (3) expresses changes in the terms of trade and a positive gap of terms of trade could be interpreted as an increase in competitiveness of home producers. The relation among real exchange rate gap, law of one price gap and terms of trade is formulated by equation (4). Equations (5) and (6) are the New Keynesian Philips curves of home producers and importers, respectively. The uncovered interest rate parity is given by equation (7). Equation (8) is a Taylor rule with monetary policy shock. Domestic inflation and inflation of home producers are related according to equation (9). The exogenous foreign sector is expressed by equations (11) - (13) as AR (1) process of foreign output gap, inflation and nominal interest rate. Disturbances in the model, which are expressed by equations (10), (14) and (15), are also AR (1) processes.

## 3 Data and Results of Estimation

Quarterly data from 1Q1999 to 4Q2008 of Slovakia and Euro-Area $12^{4}$ on output, inflation, interest rate and real exchange rate are used to estimate the parameters of the model. All data enter the estimation as deviations from the long run trend. Trends are computed by HP filter. Data are not annualized. The source of the data is Eurostat database.

- $y_{t}$ and $y_{t}^{*}$ are macroeconomic productivity gaps of seasonally adjusted real GDP of Slovakia and Euroarea-12 from their long-term trend;
- $\quad \pi_{t}$ and $\pi_{t}^{*}$ are seasonally adjusted q-o-q HCPI inflation gaps of Slovakia and Euroarea-12 from their long-term trend;
- $i_{t}$ and $i_{t}^{*}$ are 3-month nominal interest rate gaps of BRIBOR and EURIBOR from their long-term trends;
- $q_{t}$ is a gap of real exchange rate SKK/EUR from its long-term trend.

[^10]The model is estimated using Bayesian method which is incorporated in Dynare toolbox for Matlab. Table 1 represents results of the estimation of parameters as well as their prior settings (the distribution with their mean and their standard error). Table 1 also consists of the specification and the estimation of standard deviation of shocks. The issue of prior settings for Slovakia exists because of a lack of microeconomic studies so the prior specification is taken from [3] and a similar study of a small open economy in [4]. Only a discount factor is calibrated to value 0.99 .

At the beginning, we could notice that almost all posterior marginal densities of parameters are more concentrated compared with their prior counterparts. Only the inverse elasticity of labour supply and the elasticity of substitution between home and foreign goods are exceptions because they highly depend on prior specification. ${ }^{5}$ The posterior mean of the degree of habit formation is 0.11 which means that the representative household changes its structure of consumption significantly. It has to consume $11 \%$ more compared to the previous consumption to obtain the same utility excluding an effect of a long-run growth in consumption. In comparison with the studies for the Czech Republic in [6] and [7], this parameter is low. ${ }^{6}$ The mean of the inverse elasticity of the intertemporal substitution in consumption is estimated at 0.47 so the elasticity of intertemporal substitution is approximately 2.13 . The value of this parameter is close to the estimated value in [7]. ${ }^{7}$ The degree of openness is estimated at 0.38 which means that the percentage of imports on household's consumption is $38 \%$.

The part of the non-optimizing firms which index their prices according to previous inflation is 0.7 . This value is close to the value estimated by [7]. It is in contrast with the values estimated in [3] where they were less than 0.4 . The estimation of the Calvo parameters for home producers and import retailers implies that prices of home producers last approximately 3 quarters and prices of imports last 4 quarters. More flexible prices were found out in [8]. ${ }^{8}$

Monetary policy is conducted by a modified Taylor rule. The smoothing parameter of interest rate is 0.85 which is higher compared to estimated value for the Czech economy in [6]. ${ }^{9}$ The relative weights of monetary policy on inflation and output gap are estimated at 1.23 and 0.28 respectively. The weight on inflation is more than one so the Taylor principle is hold. The parameters of the monetary policy reaction function confirm the inflation-targeting regime conducted by the central bank because the weight on inflation is higher than the weight on the output gap.

The foreign sector autoregressive parameters of output gap, inflation and nominal interest rate are estimated at $0.63,0.62$ and 0.43 respectively. The autoregressive parameter of foreign output is relatively less than in the similar studies of [6], [7] and [8]. ${ }^{10}$ Table 1 also includes parameters of inertias of technology, cost-push shock and risk premium shock. The most significant influence of shocks on the Slovak economy are technology shock, cost-push shock and risk premium shocks because of the estimated posterior mean of standard deviations of these shock.

[^11]Table 1: Estimation of the parameters

|  | prior <br> mean | posterior <br> mean | $90 \%$ confidential <br> interval | prior <br> distribution | standard <br> deviation |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ | 0.50 | 0.11 | 0.02 | 0.20 | beta | 0.20 |
| $\sigma$ | 1.00 | 0.47 | 0.19 | 0.78 | gamm | 0.50 |
| $\varphi$ | 1.00 | 0.85 | 0.20 | 1.48 | gamm | 0.50 |
| $\alpha$ | 0.70 | 0.38 | 0.19 | 0.56 | beta | 0.20 |
| $\delta$ | 0.50 | 0.70 | 0.49 | 0.93 | beta | 0.20 |
| $\theta_{h}$ | 0.50 | 0.68 | 0.57 | 0.79 | beta | 0.20 |
| $\theta_{f}$ | 0.50 | 0.75 | 0.59 | 0.92 | beta | 0.20 |
| $\eta$ | 1.00 | 1.02 | 0.27 | 1.67 | gamm | 0.50 |
| $\rho$ | 0.50 | 0.85 | 0.80 | 0.91 | beta | 0.20 |
| $\gamma_{\pi}$ | 1.50 | 1.23 | 0.92 | 1.52 | gamm | 0.20 |
| $\gamma_{y}$ | 0.20 | 0.28 | 0.18 | 0.38 | gamm | 0.05 |
| $\rho_{a}$ | 0.60 | 0.59 | 0.39 | 0.78 | beta | 0.15 |
| $\rho_{y}$ | 0.40 | 0.63 | 0.46 | 0.80 | beta | 0.15 |
| $\rho_{i}$ | 0.40 | 0.62 | 0.46 | 0.79 | beta | 0.15 |
| $\rho_{\pi}$ | 0.40 | 0.47 | 0.28 | 0.66 | beta | 0.15 |
| $\rho_{g}$ | 0.70 | 0.54 | 0.32 | 0.75 | beta | 0.15 |
| $\rho_{s}$ | 0.70 | 0.65 | 0.51 | 0.80 | beta | 0.15 |
| $\sigma_{a}$ | 1.00 | 3.06 | 1.43 | 4.86 | invg | Inf |
| $\sigma_{M}$ | 1.00 | 0.28 | 0.21 | 0.34 | invg | Inf |
| $\sigma_{g}$ | 1.00 | 1.22 | 0.75 | 1.72 | invg | Inf |
| $\sigma_{s}$ | 1.00 | 0.92 | 0.55 | 1.27 | invg | Inf |
| $\sigma_{y}$ | 1.00 | 0.42 | 0.34 | 0.51 | invg | Inf |
| $\sigma_{i}$ | 1.00 | 0.15 | 0.12 | 0.18 | invg | Inf |
| $\sigma_{\pi}$ | 1.00 | 0.20 | 0.16 | 0.23 | invg | Inf |

## 4 Analysis of behaviour

This section examines behaviour of the estimated model by impulse response function analysis. Model structure incorporates seven shocks - technology shock (Eq. (10)), cost-push shock (Eq. (14)), risk premium shock (Eq. (15)), monetary policy shock (Eq. (8)) and three foreign shocks of output gap, inflation and nominal interest rate (Eq. (11), (12) and (13)), so that seven impacts of these shocks could be analysed. In this paper we discuss effects of monetary policy shock.

The response of the variables to a positive monetary policy shock is depicted in Fig.1. Monetary authority immediately reacts to the shock by increasing nominal interest rate by about $0.2 \%$. The positive interest rate differential attracts foreign investors, which is expressed by appreciation of the domestic currency. The appreciation of real exchange rate causes a fall of l.o. ${ }^{11}$ under the long run trend. The consumption is also reduced by the influence of appreciation and by postponing its current consumption because of its relatively high cost to the future consumption. The output gap also drops under the long run trend. Apart from consumption, the negative l.o.p. gap has also a negative effect on output gap which is decreased by a positive gap of terms of trade. The increase of the domestic goods' competitiveness at international market is produced by the fact that inflation gap of domestic producers decrease more than inflation gap of the importers (the rate of q-o-q imported inflation fall by 0.075 percentage points and $\mathrm{q}-\mathrm{o}-\mathrm{q}$ inflation rate of domestic goods decrease by 0.3 percentage points). It is worth noticing that the impulse response functions do not have a hump-shape, especially consumption (like in [6], [7] and [8]), which is caused by the low value of parameter $h$.

[^12]Figure 1: Impulse response functions of positive monetary shock


## 5 Conclusion

This paper estimates New Keynesian model of a small open economy for Slovakia. The model incorporates real and nominal rigidities according to [3]. The existence of a real rigidity - the habit formation - has a small effect in Slovak economy. On the other hand, the nominal rigidities cause that the price contracts of domestic producers and importers are fixed for 3 and 4 quarters, on average. The most significant shock is the technology shock. The ability of the model to describe the dynamic development of the economy is assessed by the impulse response functions, specifically on the monetary policy shock. This shock has the largest impact on consumption and home inflation reaches its steady state level after ten quarters. The model needs to be adjusted in order to include the acceptation of Euro for the future research.
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## Appendix

Table 2: Description of parameters

| Parameters | Description of parameters |
| :--- | :--- |
| $h \in(0 ; 1)$ | degree of habit formation |
| $\beta \in(0 ; 1)$ | discount factor; calibrated |
| $\sigma>0$ | inverse elasticity of intertemporal substitution in consumption |
| $\varphi>0$ | inverse elasticity of labour supply |
| $\alpha \in(0 ; 1)$ | degree of openness |
| $\delta \in(0 ; 1)$ | degree of price indexation |
| $\theta_{H} \in(0 ; 1)$ | fraction of non-optimizing home producers |
| $\theta_{F} \in(0 ; 1)$ | fraction of non-optimizing importers |
| $\eta>0$ | elasticity of substitution between home and foreign goods |
| $\rho \in(0 ; 1)$ | smoothing of interest rate |
| $\gamma_{\pi}>0$ | weight of monetary policy on inflation |
| $\gamma_{y}>0$ | weight of monetary policy on output gap |
| $\rho_{a}, \rho_{y}, \rho_{i}, \rho_{\pi}, \rho_{g}, \rho_{s} \in(0 ; 1)$ | technology shock, foreign output, foreign interest rate, foreign inflation, cost- |
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#### Abstract

The paper shows some interesting results of Global Sensitivity Analysis on a particular dynamic stochastic general equilibrium model. The key behavior of the Czech economy is approximated by Lubik and Schorfheide model, which is a small-scale structural general equilibrium model of a small open economy. The sensitivity analysis class of methods presented in the paper consists of various individual analyses. Stability mapping analysis detects the parameters which are responsible for potential instability or indeterminacy in the model. Mapping the fit is a useful tool to learn about the linkages that drive the fit of trajectories of particular variables to data. Information provided by the results of mapping the fit can be used to unveil possible trade-offs between the fit of individual observables and maybe also to amend model structure or calibrate parameters properly in order to increase the fit of variables of researcher's interest. Other individual analyses are just mentioned.


Keywords. Global sensitivity analysis, DSGE model, stability mapping, mapping the fit, high dimensional model representation, Morris sampling .

## Introduction

This contribution introduces the reader to Global Sensitivity Analysis due to Saltelli et al. (2004 and 2008). The prototypical model for the exercise is the Lubik and Schorfheide (2003) model introduced in subsection 1.1. The same model is used by Ratto (2008a) with Canadian data set. This paper uses Czech data set and offers comparisons to Ratto's (2008a) paper.

The term "Global Sensitivity Analysis" is used in this contribution in the same sense that it is established and used in Saltelli et al. (2004 and 2008) or Ratto (2008a). The word "Global" means that the analysis is not "local", that is, it doesn't approximate solutions around one given point in space (like Taylor approximation does). Global methods use more points judiciously drawn from space and therefore overcome problems when the model is not linear.

A possible definition of sensitivity analysis is the following: "The study of how uncertainty in the output of a model (numerical or otherwise) can be apportioned to different sources of uncertainty in the model input" (Saltelli et al. 2004). Sensitivity analysis is therefore not only the well-know ad-hoc exercise, when researcher arbitrarily changes inputs of the model and observes changes in output. It also encompasses methods/procedures that can somehow describe relations between inputs and output.

Global Sensitivity Analysis is therefore an open group of individual analyses or methods, some of which are introduced in this paper (in subsections 2-4).

## 1 Preliminaries

### 1.1 The model

This paper presents some results of an analysis of a single model, which is a model of Lubik and Schorfheide $(2003)^{1}$. It is a small-scale structural general equilibrium model of a small economy. This paper uses Czech data set so that model equations (1)-(8) describe elementary behavior of the Czech economy. Generally, $\Delta$ denotes first difference so that e. g. $\Delta \xi_{t}=\xi_{t}-\xi_{t-1}$, star superscript (*) relates to a foreign economy,

[^13]subscript $t$ denotes (relative) time and $E_{t}$ denotes rational expectations made in time $t$. Also note that $r r=-400 \cdot \log (\beta)$.
\[

$$
\begin{align*}
y_{t}= & E_{t} y_{t+1}-[\tau+\alpha(2-\alpha)(1-\tau)]\left(R_{t}-E_{t} \pi_{t+1}\right) \\
& -\alpha[\tau+\alpha(2-\alpha)(1-\tau)] E_{t} \Delta q_{t+1}-\alpha(2-\alpha) \frac{1-\tau}{\tau} \Delta y_{t+1}^{*}-E_{t} z_{t+1}  \tag{1}\\
\pi_{t}= & \beta E_{t} \pi_{t+1}+\alpha \beta E_{t} \Delta y_{t+1}-\alpha \Delta q_{t}+\frac{k}{\tau+\alpha(2-\alpha)(1-\tau)}\left(y_{t}-\bar{y}_{t}\right)  \tag{2}\\
\pi_{t}= & \Delta e_{t}+(1-\alpha) \Delta q_{t}+\pi_{t}^{*}  \tag{3}\\
R_{t}= & \rho_{R} R_{t-1}+\left(1-\rho_{R}\right)\left(\psi_{1} \pi_{t}+\psi_{2}\left(y_{t}-\bar{y}_{t}\right)+\psi_{3} \Delta e_{t}\right)+e_{R, t}  \tag{4}\\
\Delta q_{t}= & \rho_{q} \Delta q_{t-1}+e_{q, t}  \tag{5}\\
y_{t}^{*}= & \rho_{y^{*}} y_{t-1}^{*}+e_{y^{*}, t}  \tag{6}\\
\pi_{t}^{*}= & \rho_{\pi^{*}} \pi_{t-1}^{*}+e_{\pi^{*}, t}  \tag{7}\\
z_{t}= & \rho_{z} z_{t-1}+e_{z, t} \tag{8}
\end{align*}
$$
\]

Equation (1) is an open economy IS curve. If $\alpha=0$, the equation becomes closed economy variant of IS equation. If $\tau=1$, the world output shocks $\Delta y_{t+1}^{*}$ drops out of IS equation and since it is not present in any other equation but AR1 process (6), it drops out of the system completely.

The open economy Phillips curve (2) also collapses to closed economy version if $\alpha=0$. Consumer price index CPI is introduced in (3) with an assumption of a relative version of purchasing power parity.

Equation (4) is a monetary rule, or in another words, a nominal interest rate equation. It describes, how the monetary authority sets its instrument, when inflation or output depart from their targets or when the currency appreciates or depreciates.

Remaining model equations are just AR1 processes that describe the course of terms of trade, foreign output and inflation, and technological progress.

### 1.2 The data

The data span from the second quarter of 1996 to the fourth quarter of 2008 . The source of all data is Czech Statistical Office and are per cent. There are five time series used, these are: output growth, inflation, interest rate, change in nominal exchange rate, and the change in terms of trade.

### 1.3 Used software

The main tool used in the analysis is the software package Dynare version 4.0.3. The analysis also requires Global Sensitivity Analysis (hereafter GSA) toolbox by Marco Ratto, which is - according to Dynare site - beginning to be added to Dynare version 4. This toolbox is downloadable from Euroarea Economy Modelling Centre web pages http://eemc.jrc.ec.europa.eu/. Documentation for these software packages is semifinished and is in Griffoli (2007) for Dynare version 4 and in Ratto (2008b) for GSA.

## 2 Stability mapping

### 2.1 Theory

Stability mapping helps to detect parameters $X_{i}$ that are responsible for possible "bad behavior" of the model. First step of the computation is to define two subsets of a full domain: subset $B$ produces behavior ( $=$ good behavior of the model), subset $\bar{B}$ produces non-behavior (= bad behavior of the model).
$N$ Monte Carlo simulations are then run over the domain, which results in two subsets, $\left(X_{i} \mid B\right)$ of size $n$ and $\left(X_{i} \mid \bar{B}\right)$ of size $\bar{n}$, where $n+\bar{n}=N$. The two sub-samples may come from different probability density functions (PDFs) $f_{n}\left(X_{i} \mid B\right)$ and $f_{\bar{n}}\left(X_{i} \mid \bar{B}\right)$. Corresponding cumulative distribution functions (CDFs) are $F_{n}\left(X_{i} \mid B\right)$ and $F_{\bar{n}}\left(X_{i} \mid \bar{B}\right)$.

If $F_{n}\left(X_{i} \mid B\right)$ and $F_{\bar{n}}\left(X_{i} \mid \bar{B}\right)$ differ for a given parameter $X_{i}$, the parameter may drive bad behavior of the model if its value falls within $\bar{B}$ subset. The shape of $F_{\bar{n}}\left(X_{i} \mid \bar{B}\right)$ indicates, whether rather smaller or higher values of $X_{i}$ drive the non-behavior. If the non-behavior CDF is to the left from behavior CDF, it indicates that rather smaller values of $X_{i}$ are more likely to drive non-behavior. On the other hand, if
the non-behavior CDF is to the right from the behavior CDF, it suggests that rather bigger values of $X_{i}$ drive non-behavior.

In order to obtain also numerical results, a statistic that computes the greatest distance between behavior and non-behavior CDFs is computed. More formally, the (so-called) Smirnov $d$ statistic is defined as

$$
d_{n, \bar{n}}\left(X_{i}\right)=\sup \left\|F_{n}\left(X_{i} \mid B\right)-F_{\bar{n}}\left(X_{i} \mid \bar{B}\right)\right\|
$$

The Smirnov $d$ statistic has a domain $[0,1]$, where 0 means that the two (behavior and non-behavior) CDFs perfectly overlap and 1 means that the two underlying subsets $B$ and $\bar{B}$ have no common elements. In other words, $d=1$ means that one of the CDFs reaches unity before the other increases from zero.

This analysis doesn't use data, so the results are just a matter of model relations (equations) and parameter calibration, not the data itself. The results are therefore the same as in Ratto (2008a).

## 3 Mapping the fit

### 3.1 Theory

Since DSGE models consist of a number of observed variables, which should fit the data as well as possible, mapping the fit may be a useful tool to learn about the linkages that drive the fit of trajectories of particular variables to data. Information provided by the results of mapping the fit can be used to unveil possible trade-offs and maybe also amend model structure or calibrate parameters properly in order to increase the fit of variables of interest.

The procedure is carried out as follows:

1. Structural parameters are sampled from posterior distribution,
2. $\mathrm{RMSE}^{2}$ of 1-step-ahead prediction is computed for each of observed series,
3. $10 \%$ of lowest RMSE is defined as behavioral and $B$ is defined as a subset of parameter values producing these behavioral results and
4. the calculations results in a number of distributions $f_{j}\left(X_{i} \mid B\right)$ that represent the contribution of parameter $X_{i}$ to best possible fit of $j$-th observed series.

Plotting the distributions (or better the CDFs) is one step further to trace possible trade-offs. A trade-off is present, when at least two distributions differ from posterior distribution (denoted in Figures as base) and differ from each other.

### 3.2 Results for LS model

Ratto (2008a, p. 126) lists these parameters as the ones bearing biggest trade-offs: $\psi_{1}, \psi_{3}, \rho_{R}, \alpha, k, \rho_{q}, \rho_{y^{*}}$. This subsection compares and contrasts results obtained by Ratto and by this paper.

In Ratto (2008a), parameters $\psi_{1}$ and $\psi_{3}$ both represent similar trade-offs, albeit a bit smaller in volume in case of parameter $\psi_{3}$. Both parameters should be rather smaller in order to fit inflation $\pi$ and rather larger in order to fit the change in nominal exchange rate $\Delta e$. Realization of the LS model on Czech data looks similarly - see figure 1, panel one and three. $\psi_{1}$ and $\psi_{3}$ should be smaller in order to fit inflation optimally and larger in order to fit the change in nominal exchange rate, as in Ratto's realization on Canadian data. The magnitude of these trade-offs is however visibly smaller. Also, larger value of $\psi_{1}$ than its posterior distribution supports a better fit of output and interest rate.

Indications of trade-offs associated with parameter $\rho_{R}$ are similar in Canadian and Czech realization of the LS model. Both realizations suggest that $\rho_{R}$ should be lower in order to fit inflation better and higher in order to fit interest rate and the change in nominal exchange rate better. However, the magnitude is different. A deviation of the parameter from its posterior distribution is higher in the Czech model in case of interest rate and the change in nominal exchange rate: see Fig. 1, panel 4.

Parameter $\alpha$ fits all variables rather well in both country realizations. Deviations are small and different in the two countries.

Parameter $k$ is much more interesting. Ratto (2008a) states that all observed series have a preference for a larger value of $k$. The Czech model displays no preference for bigger $k$ from all variables. Interest rate and the change in nominal exchange rate prefer lower $k$ then posterior distribution. For details see Fig. 2, panel 2.

[^14]

Fig. 1. Cumulative posterior distributions (base) and the distributions of the filtered samples corresponding to the best fit for each singular observed series. Grey vertical lines denote posterior mode. (1 of 2 )

Parameter $\rho_{q}$ has also interesting trade-offs. $\Delta q$ alone would imply a given value of the parameter approximately 0.5 , which is almost at posterior mode. Other variables fit data rather well with $\rho_{q}$ at posterior distribution in both country realizations.

No other parameter causes major conflicts between fit of the variables and that holds for both Canadian and Czech data realization.

## 4 High dimensional model representation / Reduced form mapping

### 4.1 Theory

Due to the lack of space, the reader is referred e.g. to Ratto (2008a) for theoretical background. ${ }^{3}$ We shall only define the most important measures here.

The first order sensitivity index can be defined as $S_{i}=V_{i} / V$, which is a scalar measure that shows the relative importance of structural parameter $X_{i}$ on the variance of $Y$ ( $V$ being the symbol for variance). A reduced form of a DSGE model can be written as $y_{t}=T y_{t-1}+B u_{t}$ and generic output $Y$ can be the entries of matrices $T$ or $B$. These generic outputs $Y$ are also called reduced form coefficients.

### 4.2 Results for LS model

According to the left panel of Fig. 3, the most influential parameters are $\psi_{1}, \rho_{R}, k$ and $\tau$. The least influential parameters seem to be $\psi_{2}, r r$ and $\rho_{y^{*}}$. Parameter $\psi_{1}$ has highest median, but upper quartile and upper whisker isn't much higher. Such characteristics could mean that $\psi_{1}$ is important for many reduced form coefficients, but is rarely very important. Parameter $\rho_{R}$ has highest upper quartile and upper whisker, but it has lower median than $\psi_{1}$. This backward-looking parameter of the monetary rule is therefore quite important for many reduced form coefficients and very important for some, too. On the other hand, lower median would suggest that the number of reduced form coefficients for which is $\rho_{R}$ important is lower than in the case of $\psi_{1}$. Parameters $k$ and $\tau$ are even less important than the two just discussed. Both have lower values of median and upper quartile. Upper whisker is somewhat lower, too.

Both parameters $\psi_{2}$ and $r r$ have all sensitivity indices virtually zero, which should suggest that these parameters are unimportant for all possible reduced form coefficients. Boxplots of $\alpha, \rho_{q}, \rho_{A}, \rho_{y^{*}}$ and $\rho_{\pi^{*}}$ represent rather peculiar results. All of these parameters have median and upper quartile virtually zero, but have some high outliers. Such results mean that these parameters are unimportant for most reduced
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Fig. 2. Cumulative posterior distributions (base) and the distributions of the filtered samples corresponding to the best fit for each singular observed series. Grey vertical lines denote posterior mode. (2 of 2 )


Fig. 3. Left panel: Boxplots of sensitivity indices. (All endogenous variables vs. all exogenous and all lagged endogenous with $\log (-Y)$ transformation). Right panel: Elementary effects computed as a screening procedure with Morris sampling.
form coefficients, but have important (in case of $\alpha$ ) or very important (in case of the remaining four parameters) influence on some reduced form parameters.

Right panel of Fig. 3 shows similar results, but computed as a screening procedure with the so-called Morris sampling. ${ }^{4}$ This screening can be computed as a preliminary check of importance of parameters. Its main advantage is that it takes about 200 times less time to compute in comparison with the full results (left panel of Fig. 3). Its understandable drawback is that the results are only approximate. The patterns (most influential parameters, noninfluential parameters) are similar in both panels, but the actual values of sensitivity indices/elementary effects differ. These details are not discussed here due to the lack of space.

## Conclusion

Global sensitivity analysis helps to better understand linkages that drive the behavior of a DSGE model. Various individual tools of GSA are used to illuminate dependencies in separate parts of DSGE models and together form a unified picture. This paper presented mainly Mapping the fit, which helps to detect trade-offs among parameter values in order to attain the best possible fit of an observable variable. Less space is devoted to the distribution of sensitivity indices, which can be used as a measure of the importance of individual parameters.

[^16]
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#### Abstract

The goal of this paper is to analyze the impact of inflation targeting on disinflation process from the empirical point of view. The panel data methods are applied to estimate the modified Phillips curve, which describes the evolution of the inflation. The case of the transition economies is treated separately from developed market economies. In transition economies, there was often problem with high inflation, so the main purpose of the inflation targeting in these countries was to get inflation under control. However, in developed market economies the inflation has been stable in the last 10 years, so the inflation in these economies is modelled slightly differently from the case of transition economies. It is stressed the importance of correct economic interpretation of the results from the regression. In the case of transition economies, it may look like from the first point of view that the inflation targeting strategy is enormously effective way how to get control over the inflation, but more detailed examination shows that it is not true due to the above mentioned differences between the two groups of countries. In the case of developed market economies, the results from the regression are biased to the other side. From the first point of view, it looks like the inflation targeting strategy gives the same results as other monetary regimes. But in the analogy to the first case of the transition economies, it is then shown that the results are more complicated to interpret.


Keywords. Inflation targeting, panel data

## 1. Introduction

The goal of the paper is to evaluate the effectiveness of the inflation targeting policy in transition economies. To do this, panel data approach will be used. The data set comprises of eight transitive countries. For each unit (country) ten observations are available from 1998 to 2007, so the data are balanced. Because the selection of the units to the data set is not random, the fixed effect model is used.

The structure of the paper is as follows. The basic model based on the Phillips curve is formulated in the 2 . chapter. In the next chapter the method of the parameter estimation is briefly described. In the 4 . chapter the results are interpreted. The final 5 . chapter concludes.

## 2. Formulation of the Model

The model is based on the Phillips curve, which relates unemployment (or product) with inflation. This basic Phillips curve is modified here to encompass the following additional variables:

## time,

dummy variable for assessing inflation targeting effectiveness, dummy variable for individual effects.

The econometric model is formulated as follows

$$
\begin{equation*}
\pi_{i t}=\alpha_{i}+\beta \cdot t+\gamma \cdot C I_{i t}+\delta \cdot U_{i t}+\eta_{i t} \tag{0.1}
\end{equation*}
$$

where $\pi_{i t}$ is inflation in the country $i$ at time $t$,
$\alpha_{i}$ is individual effect in the country $i$,
$t$ is time,
$C I_{i t}$ is dummy binary variable with value 1 meaning that in the country $i$ at time $t$ the inflation targeting policy is applied,
$U_{i t}$ is the rate of unemployment in the country $i$ at time $t$,
$\eta_{i t}$ is random error in the country $i$ at time $t$.

All the transition economies in the central and eastern Europe had after transition problems with high inflation, which was caused by the price deformations in central planned economies. The goal of all these countries was therefore this high inflation gradually decrease so the expected sign for the parameter $\beta$ is negative.

According to economic theory analysing relation between unemployment and inflation we will assume that the parameter $\delta$ will be negative. Bud primarily, we will be interested in the sign of the coefficient $\gamma$, because this coefficient measures the effectiveness of the inflation targeting policy. The negative sign of this coefficient means that the inflation targeting strategy works better to lower inflation.

It is important to stress at this point that the panel data structure has the advantage that it can describe the dynamics. In other words, the cross-section data can say only if inflation targeting countries has at a certain point in time lower inflation than other countries. But with panel data, we also have the information whether or not the lower inflation at these countries is correlated with the time of introducing the inflation targeting regime.

The variable time describe the effort of the inflation targeting countries to achieve convergence criteria. The variable unemployment model the transmission channel between economic activity and inflation and $\alpha_{i}$ comprises all the other things that cannot be modelled explicitly. The variable CI model the influence of the implementation of the inflation targeting regime.

## 3. Data

The data set comprises of eight countries, which are the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia and Slovenia. For each country ten observations are available from 1998 to 2007, so the data are balanced.

The source of the data on inflation and unemployment was Eurostat. Which countries target inflation and the year of implementation was found in internet. The inflation targeting countries are the Czech Republic (from 1997), Hungary (from 2001), Poland (from 1998) and Slovakia (from 2005).

The main reason for the data to begin in 1998 is the fact that most transitive economies had very high inflation in the first half of the nineties caused by the transition and so the development of these countries in these years was determined by other factors than those used in this paper. The other reason is that data on the unemployment was not available before this year.

The data on inflation and unemployment are for completeness summarized in the following tables.

| Inflation | Czech Republic | Estonia | Hungary | Latvia | Lithuania | Poland | Slovakia | Slovenia |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathbf{1 9 9 8}$ | 9,7 | 8,8 | 14,2 | 4,3 | 5,4 | 11,8 | 6,7 | 7,9 |
| $\mathbf{1 9 9 9}$ | 1,8 | 3,1 | 10 | 2,1 | 1,5 | 7,2 | 10,4 | 6,1 |
| $\mathbf{2 0 0 0}$ | 3,9 | 3,9 | 10 | 2,6 | 1,1 | 10,1 | 12,2 | 8,9 |
| $\mathbf{2 0 0 1}$ | 4,5 | 5,6 | 9,1 | 2,5 | 1,6 | 5,3 | 7,2 | 8,6 |
| $\mathbf{2 0 0 2}$ | 1,4 | 3,6 | 5,2 | 2 | 0,3 | 1,9 | 3,5 | 7,5 |
| $\mathbf{2 0 0 3}$ | $-0,1$ | 1,4 | 4,7 | 2,9 | $-1,1$ | 0,7 | 8,4 | 5,7 |
| $\mathbf{2 0 0 4}$ | 2,6 | 3 | 6,8 | 6,2 | 1,2 | 3,6 | 7,5 | 3,7 |
| $\mathbf{2 0 0 5}$ | 1,6 | 4,1 | 3,5 | 6,9 | 2,7 | 2,2 | 2,8 | 2,5 |
| $\mathbf{2 0 0 6}$ | 2,1 | 4,4 | 4 | 6,6 | 3,8 | 1,3 | 4,3 | 2,5 |
| $\mathbf{2 0 0 7}$ | 3 | 6,7 | 7,9 | 10,1 | 5,8 | 2,6 | 1,9 | 3,8 |

Table 1: Inflation

| Unemployment | Czech Republic | Estonia | Hungary | Latvia | Lithuania | Poland | Slovakia | Slovenia |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathbf{1 9 9 8}$ | 6,4 | 9,2 | 8,4 | 14,3 | 13,2 | 10,2 | 12,6 | 7,4 |
| $\mathbf{1 9 9 9}$ | 8,6 | 11,3 | 6,9 | 14 | 13,7 | 13,4 | 16,4 | 7,3 |
| $\mathbf{2 0 0 0}$ | 8,7 | 12,8 | 6,4 | 13,7 | 16,4 | 16,2 | 18,8 | 6,7 |
| $\mathbf{2 0 0 1}$ | 8 | 12,4 | 5,7 | 12,9 | 16,5 | 18,3 | 19,3 | 6,2 |
| $\mathbf{2 0 0 2}$ | 7,3 | 10,3 | 5,8 | 12,2 | 13,5 | 20 | 18,7 | 6,3 |
| $\mathbf{2 0 0 3}$ | 7,8 | 10 | 5,9 | 10,5 | 12,5 | 19,7 | 17,6 | 6,7 |
| $\mathbf{2 0 0 4}$ | 8,3 | 9,7 | 6,1 | 10,4 | 11,4 | 19 | 18,2 | 6,3 |
| $\mathbf{2 0 0 5}$ | 7,9 | 7,9 | 7,2 | 8,9 | 8,3 | 17,8 | 16,3 | 6,5 |
| $\mathbf{2 0 0 6}$ | 7,2 | 5,9 | 7,5 | 6,8 | 5,6 | 13,9 | 13,4 | 6 |
| $\mathbf{2 0 0 7}$ | 5,3 | 4,7 | 7,4 | 6 | 4,3 | 9,6 | 11,1 | 4,9 |

Table 2: Unemployment

## 4. Parameter estimation

The parameters of this model will be estimated by the Least Squares Dummy Variable method (LSDV), which is in fact application of the least squares to the regression

$$
\begin{equation*}
\pi=D \vec{\alpha}+X \vec{\beta}+\eta \tag{0.2}
\end{equation*}
$$

where

$$
D=\left[\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
& \vdots & & \\
1 & 0 & \ldots & 0 \\
\hline 0 & 1 & \ldots & 0 \\
& \vdots & & \\
0 & 1 & \ldots & 0 \\
\hline & \vdots & & \\
\hline 0 & 0 & \ldots & 1 \\
& \vdots & & \\
0 & 0 & \ldots & 1
\end{array}\right], \vec{\alpha}=\left[\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{8}
\end{array}\right], \quad X=\left[\begin{array}{ccc}
1 & C I_{1,1} & U_{1,1} \\
\vdots & \\
10 & C I_{1,10} & U_{1,10} \\
\hline 1 & C I_{2,1} & U_{2,1} \\
& \vdots & \\
10 & C I_{2,10} & U_{2,10} \\
\hline & \vdots & \\
\hline 1 & C I_{8,1} & U_{8,1} \\
& \vdots & \\
10 & C I_{8,10} & U_{8,10}
\end{array}\right], \quad \vec{\beta}=\left[\begin{array}{c}
\beta \\
\gamma \\
\delta
\end{array}\right] .
$$

However, practically all econometric software has procedures for parameter estimation of the panel data models. For example, with software PcGive it can be done as follows. In Package the item Panel Data Models will firstly be activated. Then in the Model the Static Panel Methods will activate the window in which the model can be formulated. In the next steps, the method called LSDV will be chosen.

## 5. Results

The software PcGive was used to obtain the results which are as follows ${ }^{1}$
DPD ( 1) Modelling pi by LSDV

|  | Coefficient | Std.Error | $t$-value | $t$-prob |
| :---: | ---: | ---: | ---: | ---: |
| $\mathbf{t}$ | -0.496213 | 0.1325 | -3.75 | 0.000 |
| $\mathbf{C I}$ | -4.07800 | 0.8082 | -5.05 | 0.000 |
| $\mathbf{U}$ | -0.583041 | 0.1428 | -4.08 | 0.000 |
| $\mathbf{I 0}$ | 14.2591 | 1.318 | 10.8 | 0.000 |
| $\mathbf{I 1}$ | 12.6814 | 1.671 | 7.59 | 0.000 |
| $\mathbf{I 2}$ | 17.0476 | 1.190 | 14.3 | 0.000 |
| $\mathbf{I 3}$ | 13.7451 | 1.874 | 7.33 | 0.000 |
| $\mathbf{I 4}$ | 11.6875 | 1.950 | 5.99 | 0.000 |
| $\mathbf{I 5}$ | 20.6950 | 2.467 | 8.39 | 0.000 |
| $\mathbf{I 6}$ | 19.9112 | 2.542 | 7.83 | 0.000 |
| $\mathbf{I 7}$ | 12.1981 | 1.297 | 9.40 | 0.000 |


| Sigma | 2.138193 | sigma^2 | 4.571871 |
| :--- | :--- | :--- | :--- |
| R^2 | 0.6135782 |  |  |
| RSS | 315.45906972 | TSS | 816.3595 |
| no. of observations | 80 | no. of parameters | 11 |

Before we interpret the results, the test whether or not it was correct to use the fixed effect model rather than pooled OLS regression will be performed. The application of the OLS regression to the model $\pi_{i t}=\alpha+\beta \cdot t+\gamma \cdot C I_{i t}+\delta \cdot U_{i t}+\eta_{i t}$ gives coefficient of determination $R_{O L S}^{2}=0.178067$ and so

$$
F=\frac{\frac{R_{M M P}^{2}-R_{M N \check{C}}^{2}}{n-1}}{\frac{1-R_{M M P}^{2}}{n T-n-k}}=\frac{\frac{0.613678-0.178067}{8-1}}{\frac{1-0.613578}{80-8-3}}=11.1
$$

The $95 \%$ quantile of the Fisher distribution ${ }^{2} F(7,77)$ is 2.1 and therefore the null hypotheses saying that there are no individual effects is refused.

The statistical interpretation of the above results is straightforward. The t-tests say that all the parameters in the regression are statistically significant even in the $1 \%$ level of significance.

The economic interpretation is also straightforward. The estimated coefficient before the variable time $(t)$ and unemployment $(U)$ has the expected signs. The important however is that the estimated parameter before the variable $C I$ is negative which means that the inflation targeting regime is more effective than the other ones. On the other hand, the absolute value of this coefficient is too high to believe that the result are not somehow distorted, because it says that the implementation of the inflation targeting regime lowered inflation more than $4 \%$ per year.

Let's look at the above formulated model in more details. It was already said that the panel data model can describe dynamics. In other words, with panel data structure it is possible to say whether decline of the inflation in the inflation targeting countries came at the same time as the implementation of the inflation targeting regime. If this is true than it seems that the inflation targeting policy is more effective than other policies. But this

[^17]argument is not correct as it is highly possible that countries which finally decided to implement inflation targeting had bigger problems with inflation after transition than other countries. However, in these countries it is possible to expect more dramatic decline in inflation after realization of big problems with it. And so this dramatic decline of inflation would probably happen even if the inflation targeting regime was not implemented.

The outlined hypothesis is supported by the data. The Hungary (targeting inflation from 2001) and Slovakia (targeting inflation from 2005) had from 1998 to 2005 almost highest inflation from the selected countries. The same applies for Poland (targeting inflation from 1998) from 1998 to 2001. The Czech Republic in 1998 (which is also the year of the implementation of the inflation targeting) had after Hungary and Poland the highest inflation.

Let's therefore look at the individual effects of the inflation targeting countries

| Czech Republic (from 1997) | 14.2, |
| :--- | :--- |
| Hungary (from 2001) | 17.0, |
| Poland (from 1998) | 20.7, |
| Slovakia (from 2005) | 19.9, |

and at the individual effects of the other countries

| Estonia | 12.7, |
| :--- | :--- |
| Latvia | 13.0, |
| Lithuania | 11.7, |
| Slovenia | 12.2. |

The main difference is straightforward. Individual effects in the inflation targeting countries are much higher than in the other countries. The question is how to interpret this result correctly. Assume that the estimated individual effects are good estimates of the true parameters in the Czech Republic, Hungary, Poland and Slovakia and let's ask a question what the inflation in these countries would be if they didn't implement the inflation targeting regime and had approximately same level of the unemployment. The answer is straightforward - they would have higher inflation. This is in line with the already mentioned argument (the inflation targeting countries implemented inflation targeting regime because they had bigger problems with inflation) explaining high (in the absolute value) estimated coefficient before variable CI .

So we can conclude that higher inflation in the Czech Republic, Hungary, Poland and Slovakia caused high estimated individual effects as well as high (in the absolute value) estimated coefficient before variable CI . The panel data regression therefore correctly recognized the fact that the inflation targeting countries had bigger problems with inflation, but was unable to detect the fact that these countries would have lowered their inflation even without implementation of the inflation targeting regime. The consequence is that the estimated coefficients before variable $C I$ are overestimated and therefore the same applies even for the estimated individual effects.

## 6. Conclusion

The panel data regression was distorted by the fact that the inflation targeting regime was implemented primarily in countries with bigger problem with inflation. So it is necessary to interpret the results from the regression with caution and it would be nonsense to say that the implementation of the inflation targeting regime will lower inflation more than $4 \%$, which was the very first interpretation of the obtained results.

With regard to the evaluation of the effectiveness of the inflation targeting regime in the transition economies, it can be said only that this regime was successful in lowering high inflation, which was the consequence of the transition. However, it is always necessary to bear in mind that this result can never be interpreted as a causality, but only as a correlation.
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#### Abstract

The study reviews major groups of methods of quantitative economic analysis that can be applied to efficiency measurement in health care services. Four major groups of methods that are discussed in this study are ratio analysis, data envelopment analysis, econometric modelling, and survivor analysis. Each method has its advantages and disadvantages. It is important for an analyst being aware of these advantages and disadvantages and combine methods by taking into account their limits. In my view, from four groups of method, the usefulness of survivor analysis may be questioned. The method is based on strong economic assumptions about the power of market and is not universal regarding type of efficiency analysis. It should be noted that efficiency or inefficiency in the health care sector does not depend only on managerial abilities of health care managers, but also on regulation environment and payment systems.
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## 1. Introduction

Efficiency measurement in health care is both theoretical and practical problem. Health care is an application field with specific context and characteristics, for example final output (health improvement) is hard to measure; the causality between input and output is not always certain; apart from the efficiency of the system, the equity and moral principles have to be taken into account; and there is a high variation in demand for services [8].

The objective of this study is to explore how the different methods of quantitative economic analysis can be successfully applied to efficiency measurement and evaluation in health care services. I will distinguish four major groups of methods: ratio analysis, data envelopment analysis, econometric modelling, and survivor analysis. The brief description of all four methods follows in section two. Advantages and disadvantages of different methods are discussed in section tree.

## 2. Methods

### 2.1. Ratio analysis

Ratio analysis is based on calculation of various ratios between one input and one output variable. Examples from health care are ratios such as the number of patients per physician, cost per day, cost per case, number of beds per nurse, etc. Naturally, ratios cannot easily accommodate situations with multiple inputs and outputs [20]. In business practice, individual companies almost universally rely on simple output-input ratios in efficiency and productivity evaluation. Instead of single ratio, a manager or analyst can work with the set of ratios in order to obtain more comprehensive information on efficiency.

### 2.2. Data Envelopment Analysis

The data envelopment analysis (DEA) was developed by Charnes, Cooper and Rhodes [4] in 1978. DEA defines the relative technical efficiency of a production unit as the ratio of its total weighted physical output to its total weighted physical input. The method allows each production unit to determine its own weights of inputs and outputs in order to maximize its efficiency score. For each production unit, DEA calculates the efficiency score; determines the relative weights of inputs and outputs; and identifies peers for each unit that is not technically efficient. The peers of an inefficient production unit are efficient units with similar combinations of inputs and outputs. The peers can serve as benchmarks, which show potential improvements that the inefficient unit can attain. The formulation of the dual input-oriented DEA model in the matrix form is:

$$
\begin{array}{ll}
\operatorname{minimize} & \theta_{\mathrm{q}}-\varepsilon\left(\mathrm{e}^{\mathrm{T}} \mathrm{~s}^{+}+\mathrm{e}^{\mathrm{T}} \mathrm{~s}^{-}\right) \\
\text {subject to } & \mathrm{X} \lambda+\mathrm{s}^{-}=\theta_{\mathrm{q}} \mathrm{x}_{\mathrm{q}}, \\
& \mathrm{Y} \lambda-\mathrm{s}^{+}=\mathrm{y}_{\mathrm{q}}, \\
& \lambda \geq 0, \mathrm{~s}^{+} \geq 0, \mathrm{~s}^{-} \geq 0,
\end{array}
$$

where $\theta_{q}$ is the efficiency score, $\lambda$ is the vector of variables, $\mathrm{s}^{+}, \mathrm{s}^{-}$are vectors of slack variables, $\mathrm{x}_{\mathrm{q}}$ and $\mathrm{y}_{\mathrm{q}}$ are vectors of inputs and outputs of the evaluated unit, X is a matrix of m inputs and Y is a matrix of r outputs, $\mathrm{e}^{\mathrm{T}}=(1,1, \ldots, 1)$, and $\varepsilon$ is infinitesimal constant. The production unit q is technically efficient if the optimal value of variable $\theta^{*}{ }_{\mathrm{q}}$ is one and the values of all slack variables $\mathrm{s}_{\mathrm{i}}{ }^{*}$ and $\mathrm{s}_{\mathrm{i}}{ }^{-*}$ equal zero. According to the returns to scale, the theory distinguishes four alternative DEA models: the constant-returns-to-scale model, the variable-returns-to-scale model, the non-increasing-returns-to-scale-model, and the non-decreasing-returns-to-scale model. These models differ in restrictions for the vector $\lambda$.

The literature reviews $[14,19]$ show that DEA and related methods are frequently used for efficiency evaluation in health care. The studies [7, 9, 18] are examples of hospital efficiency evaluation from the Czech Republic.

### 2.3. Econometric Modelling

An econometric model is formulated in the form of one or more stochastic equations. Econometric modelling (regression analysis) is a parametric method that requires to specify an input-output relationship. Regression analysis allows existence of random noise, offers to estimate confidence intervals and offers more stable accuracy of efficiency estimates because estimates are not dependent on a small subset of units [22]. The shortcoming of regression approach is that it concentrates on the estimation of average behaviour, not on the best (frontier) practice. In economic theory, a production function is defined as a maximum output obtainable from given resources, not as an average or usual level of output. To deal with this problem, the classical regression analysis of production function was extended to the frontier analysis [1, 16, 17]. Let us assume that production model can be written as

$$
y_{i}=f\left(x_{i} ; \beta\right) \cdot T E_{i}
$$

where $\mathrm{y}_{\mathrm{i}}$ is the scalar output of $i$-th production unit, $\mathrm{x}_{\mathrm{i}}$ is the vector of $n$ inputs used by $i$-th unit, $\mathrm{f}\left(\mathrm{x}_{\mathrm{i}} ; \beta\right)$ is the production frontier, $\beta$ is the vector of unknown technology parameters to be estimated, and $\mathrm{TE}_{\mathrm{i}}$ is the outputoriented technical efficiency of production unit $i$. The output-oriented technical efficiency $\mathrm{TE}_{i}$ is defined as the ratio of observed output $y_{i}$ to the maximum feasible output, which is determined by the production frontier $f\left(x_{i} ; \beta\right)$. We have

$$
T E_{i}=\frac{y_{i}}{f\left(x_{i} ; \beta\right)}
$$

If the production unit is technically efficient, then technical efficiency $\mathrm{TE}_{\mathrm{i}}=1$; if the unit is not technically efficient, then $\mathrm{TE}_{\mathrm{i}}<1$. This type of the frontier model is called the deterministic frontier analysis (DFA) because the difference between the observed output $y_{i}$ and maximum feasible output $f\left(x_{i} ; \beta\right)$ is explained by the technical inefficiency. There is no stochastic term, which could represent random shocks in production. In comparison, the stochastic frontier analysis (SFA) assumes the existence of random shocks that affect efficiency of the production process. The deterministic model is modified to a stochastic model as

$$
y_{i}=f\left(x_{i} ; \beta\right) \cdot \exp \left\{v_{i}\right\} \cdot T E_{i},
$$

where $f\left(x_{i} ; \beta\right) \exp \left\{v_{i}\right\}$ is the stochastic production frontier, which consists of two parts: the deterministic part $f\left(x_{i} ; \beta\right)$ and the stochastic part $\exp \left\{v_{i}\right\}$, where $v_{i}$ is the two-sided random component with the normal distribution $\mathrm{N}\left(0, \sigma_{\mathrm{v}}{ }^{2}\right)$. The output-oriented technical efficiency is given by the ratio

$$
T E_{i}=\frac{y_{i}}{f\left(x_{i} ; \beta\right) \exp \left\{v_{i}\right\}}
$$

Similarly as in the deterministic frontier model, the production unit is technically efficient if $\mathrm{TE}=1$ and inefficient if $\mathrm{TE}_{\mathrm{i}}<1$. Advocates of the stochastic frontier analysis argue that it is not possible to ignore random
shocks as the deterministic frontier analysis proposes, and therefore, the stochastic frontier analysis should be preferred.

One of the possible estimation methods of deterministic frontier analysis is the Corrected Ordinary Least Squares. This method estimates production frontier in two steps. In the first step, the ordinary least squares method is applied to obtain consistent and unbiased estimates of the slope parameters $\beta_{\mathrm{j}}$ and consistent but biased estimate of intercept $\beta_{0}$. In the second step, the intercept is "corrected" by adding a residual with maximal value

$$
\hat{\beta}_{0}^{*}=\hat{\beta}_{0}+\max _{i} x\left\{\hat{u}_{i}\right\} .
$$

The production unit with a maximum value of residual $\hat{\mathrm{u}}_{\mathrm{i}}$ is from the definition efficient and lies on the production frontier. Residuals of OLS regression are corrected by

$$
-\hat{u}_{i}^{*}=\hat{u}_{i}-\max _{i}\left\{\hat{u}_{i}\right\} .
$$

The technical efficiency of the production unit is calculated by $\mathrm{TE}_{\mathrm{i}}=\exp \left\{-\hat{\mathrm{u}}_{\mathrm{i}}{ }^{*}\right\}$. The main advantage of the method is its simplicity; the disadvantages are ignoring the stochastic term and assuming that the efficient production frontier is parallel to the OLS regression. SFA assumes that a difference between the observed and the feasible output can be partitioned into two components, one representing technical inefficiency and one representing effects of random shocks. If we assume the case of the Cobb-Douglas production function then we can write the stochastic frontier analysis model as

$$
\ln y_{i}=\ln \beta_{0}+\sum_{j=1}^{k} \beta_{j} \ln x_{i j}+v_{i}-u_{i}
$$

where $\mathrm{v}_{\mathrm{i}}$ is the two-sided random component with the normal distribution $\mathrm{N}\left(0, \sigma_{v}{ }^{2}\right)$ and $\mathrm{u}_{\mathrm{i}}$ is the non-negative technical efficiency component of error term with the non-negative half normal distribution $\mathrm{N}\left(0, \sigma_{u}{ }^{2}\right)$. The error components $u_{i}$ and $v_{i}$ are independent of each other, and of the regressors. The composed error term $\varepsilon_{i}$ is defined as $v_{i}-u_{i}$. The composed error term is asymmetric since $u_{i} \geq 0$. The distribution of $u_{i}$ is usually assumed to be non-negative half normal, truncated normal, exponential or gamma [16]. Such restrictive assumption about the distribution of $u_{i}$ is a weakness of SFA.

If a set of observations of the same production units over several time periods is available, econometric methods of panel data analysis can be applied. The panel data contain more information than the cross-sectional data because the panel data include a time dimension. The analysis of panel data is a special part of econometric modelling that contains a variety of advanced econometric models [2]. Moreover, the panel data analysis can be combined with methods of frontier analysis.

### 2.4. Survivor analysis

A survivor analysis is recommended by health economists as a simple alternative to estimating cost functions $[12,13]$. The idea of the method is straightforward: those categories that grow relative to the rest of the industry are assumed to have some advantage over the other ones. In the long-run, the distribution of providers should tend toward an optimum, which is, by the analysis, identified as the category with the fastest growth. Categories may be defined by the size of hospital or of group practice (when estimating economies of scale), by the specialty, by the type of ownership, by location, and so forth.

An advantage of classical, univariate survivor analysis is that the method includes both the factor to be investigated and all other factors. The analysis thus includes factors that are hard to measure in econometric studies of cost function. On the other hand, a limitation of the survivor analysis is that it is not able to isolate the effects of those factors [10]. This limitation can be moderated by taking an explicit account of such factors in an expanded, multivariate survivor analysis. The linear version of the multivariate survivor analysis takes the form

$$
s_{\mathrm{i}}=\beta_{0}+\beta_{1} \mathrm{x}_{1 \mathrm{i}}+\beta_{2} \mathrm{x}_{2 \mathrm{i}}+\ldots+\beta_{\mathrm{k}} \mathrm{x}_{\mathrm{ki}}+\mathrm{u}_{\mathrm{i}}
$$

where $\mathrm{s}_{\mathrm{i}}$ is the change in market share of group i , and $\mathrm{x}_{1 \mathrm{i}}, \mathrm{x}_{2 \mathrm{i}}, \ldots, \mathrm{x}_{\mathrm{ki}}$ are the explanatory variables (factors). An alternative is a binary growth model, but in this type of model, the information is lost in converting a continuous variable into a binary one.

The univariate survivor analysis has one advantage over other methods: simplicity. But both the univariate and multivariate survivor analyses, like the other methods of cost analysis, are not able to overcome the fact that the governments, not the market forces play a significant role in the health sector. Changes in the structure of the health care market may rather demonstrate planned governmental interventions than a real economic struggle of providers for their survival [10]. However, the survivor analysis of governmental policy seems to be also an interesting application.

## 3. Discussion

The economic theory distinguishes four types of efficiency: technical efficiency that is derived from production function, cost efficiency, revenue efficiency, and profit efficiency (Table 1). The type of efficiency is determined by the measurement of inputs and outputs: non-monetary (physical) or monetary units (Table 1). Ratio analysis and econometric modelling may be applied to evaluation of all types of efficiency. Data envelopment analysis was originally developed as a method of technical efficiency evaluation, but it is now used by researchers to measure also other types of efficiency. Survivor analysis was developed as a method of cost efficiency evaluation. From this view, survivor analysis is not a universal method.

Table 1: Methods of Efficiency Analysis and its Typical Application by Type of Efficiency.

| Method | Type of Efficiency |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Technical <br> Efficiency | Cost Efficiency | Revenue Efficiency | Profit Efficiency |
| Ratio Analysis | ++ | ++ | ++ | ++ |
| Econometric <br> modelling | ++ | ++ | ++ | ++ |
| DEA | ++ | + | + | + |
| Survivor Analysis |  | ++ |  |  |

The main advantages of ratio analysis are: it relatively is easy, no special mathematical skills are needed; and it is frequently used in practice, so benchmarks are at disposal. The critique of ratio analysis is based on the argument that ratio analysis, unlike DEA, is not found to be suitable for setting targets due to the fact that DEA takes simultaneous account of all inputs and outputs in assessing efficiency while ratio analysis relates only one input to one output at a time. However, the two methods can support each other if used jointly [21]. Sherman [20] argues that ratio analysis is very useful in identifying which aspect of a hospital operation is out of line with norm.

The main strengths of DEA are: the ability to deal with multiple inputs and outputs and the ability to identify the real-world peers (benchmarks) for inefficient production units. The weakness of DEA is a deterministic nature of method because it does not include an error term in the model, so there is a possibility of a measurement error. Hypothesis testing is much less developed in comparison to econometric analysis, although the statistical properties of DEA estimators can be established. The main advantage of econometric modelling over DEA and related methods is a highly developed methodology of hypothesis testing. The selection of explanatory variables and of functional form can be tested and serve as a feedback to a researcher. On the other hand, it is more complicated to deal with multiple inputs and outputs in econometric analysis than in nonparametric methods. It is also necessary to cope with many problems related to the estimation method and the nature of data such as the multicollinearity, heteroscedasticity, etc. An analyst using DEA can avoid dealing with such issues, but then a choice of model and input and output variables is not based on sound arguments [8, 11]. A priori assumptions about returns to scale and convexity in DEA models can be avoided by using the Free Disposable Hull model.

Stochastic frontier analysis is an econometric method that focuses on the best practice as DEA and moreover it is able to incorporate random shocks in efficiency evaluation. In my view, the main disadvantage of the method is that a priori assumptions about the distribution of efficiency have to be made (half-normal, exponential distributions). The use of more general distributional forms has partially alleviated the problem
(truncated normal, two-parameter gamma). This weakness can be also solved if panel data are available because no assumptions about the distribution of efficiency have to be made in the panel-data model.

Bryce, Engberg and Wholey [3] empirically tested three methods of efficiency analysis: data envelopment analysis, stochastic frontier analysis, and the fixed-effects panel-data model. For this purpose, they analysed a data set containing 585 health maintenance organizations operating from 1985 through 1994. All three methods identified similar trends for the industry as a whole; however, the methods differed in assessing relative technical efficiency of individual production unit. Thus, these techniques are limited for either benchmarking or setting rates because the production units identified as technically efficient may be a consequence of model selection rather than actual efficiency. Chilingerian and Sherman [5] suggest that methods of frontier analysis may be helpful to understand the behaviour of the entire population of health care providers, and DEA might be used when research focuses more on individual health care providers.

An advantage of univariate survivor analysis is that it includes both the factor to be investigated and all other factors that are hard to measure in econometric studies of cost function. But Koutsoyiannis [15] argues that the survivor analysis suffers from serious limitations because it assumes that the firms pursue the same objectives (but hospitals are both private and public); the firms operate in similar environments so that they do not have locational or other advantages (e.g., public hospitals receive subsidies); prices of factors and technology are not changing (e.g., prices of health technology grow rapidly); the firms operate in a very competitive market structure, that is, there are no barriers to entry or collusive agreements, since under such conditions inefficient (high-cost) firms would probably survive for long periods of time (hospitals are local monopolies, the entry is regulated). Another shortcoming of the survival analysis is that it is not able to explain cases where the size distribution of firms remains constant over time. If the share of the various plant sizes does not change over time, this does not imply that all scales of plant are equally efficient. The survivor analysis indicates only the broad shape of the long-run cost curve, but it does not show the actual magnitude of economies of scale.

Although the application of methods of efficiency analysis in health care is not without its problems (theoretical assumptions, practical interpretation of results), I believe that methods I have discussed are able to help us with identifying best and worst practices. It is no surprise that each method has its advantages and disadvantages. It is important for an analyst being aware of these advantages and disadvantages and combine methods cleverly by taking into account their limits. In my view, from four groups of method, only the usefulness of survivor analysis may be questioned. The method is based on strong economic assumptions about the power of market and is not universal regarding the type of efficiency analysis.

Finally, the efficiency or inefficiency in the health care sector does not depend only on managerial abilities of health care managers that can be evaluated by quantitative methods, but also on regulation environment and payment systems [6] that influence overall efficiency of health system as a whole. Additional qualitative information and observation from more than one period will strengthen the analysis and its findings.
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#### Abstract

During the last years, an increasing interest in geometric programming (GP) can be observed. Advances in numerical methods allow to solve large GPs and new areas of successful applications have emerged: besides of technical applications, there are also GPs for optimal production planning, finance, etc. In real-life applications of GP, some of coefficients and/or exponents need not be precisely known. Stochastic geometric programming can be used to deal with such situations. In this paper, we shall indicate which of general stochastic programming techniques and under which structural and distributional assumptions do not destroy the favorable structure of GPs. Both the already recognized and new approaches will be presented in connection with formulation of the optimization problem. The short note below should serve as an introduction to basic concepts and references.
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## 1 Geometric programming

Geometric programs introduced by [4] are a special type of nonlinear programming problems in which the objective function and/or some of constraints are posynomials:

$$
\begin{equation*}
\text { minimize } g_{0}(\boldsymbol{t}) \text { subject to } g_{k}(\boldsymbol{t}) \leq 1, k=1, \ldots, K, \boldsymbol{t} \in \mathbb{R}_{++}^{M} \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{k}(\boldsymbol{t})=\sum_{i \in I_{k}} c_{i} \prod_{j=1}^{M} t_{j}^{a_{i j}}=\sum_{i \in I_{k}} u_{i}(\boldsymbol{t}), k=0, \ldots, K \tag{2}
\end{equation*}
$$

We denote $Q$ the total number of monomials $u_{i}(\boldsymbol{t})=c_{i} \prod_{j=1}^{M} t_{j}^{a_{i j}}$ in the formulation of geometric program (1), (2) and $\left\{I_{k}, k=0, \ldots, K\right\}$ is a decomposition of $\{1, \ldots, Q\}$ into $K+1$ disjoint index sets. The exponents $a_{i j}$ are arbitrary real numbers and the coefficients $c_{i}$ are positive. Notice that simple box inequality constraints can be written as inequalities for monomials.
The special structure of geometric program (1)-(2) allows to derive a numerically tractable dual problem:

$$
\begin{equation*}
\max _{\delta, \lambda} v(\delta, \lambda):=\prod_{i=1}^{Q}\left(c_{i} / \delta_{i}\right)^{\delta_{i}} \prod_{k=1}^{K} \lambda_{k}^{\lambda_{k}} \tag{3}
\end{equation*}
$$

subject to

$$
\begin{gathered}
\sum_{i \in I_{0}} \delta_{i}=1, \delta_{i} \geq 0, i=1, \ldots, Q \\
\sum_{i=1}^{Q} a_{i j} \delta_{i}=0, j=1, \ldots, M, \sum_{i \in I_{k}} \delta_{i}=\lambda_{k}, k=1, \ldots, K .
\end{gathered}
$$

The optimal solutions $\boldsymbol{t}^{*}$ of (1) and $\delta^{*}, \lambda^{*}$ of (3) are related as follows:

$$
\begin{gathered}
\delta_{i}^{*}=\frac{u_{i}\left(\boldsymbol{t}^{*}\right)}{g_{0}\left(\boldsymbol{t}^{*}\right)}=\frac{u_{i}\left(\boldsymbol{t}^{*}\right)}{v\left(\delta^{*}, \lambda^{*}\right)} \text { for } i \in I_{0} \\
\delta_{i}^{*}=\lambda_{k}^{*} u_{i}\left(\boldsymbol{t}^{*}\right) \text { for } i \in I_{k}, k=1, \ldots, K .
\end{gathered}
$$

Hence $\frac{\delta_{i}^{*}}{\lambda_{k}^{*}}, i \in I_{k}$ is the proportional contribution of the $i$-th monomial to the value of posynomial $g_{k}$ at the optimal solution $\boldsymbol{t}^{*}$. Numerical solution of small size geometric programs based on solution of their relatively simple duals exploits these duality relations.

The degree of difficulty of a geometric program is defined as $\Delta=Q-M^{*}-1$ where $M^{*}$ denotes the rank of the $(Q, M)$ matrix $\boldsymbol{A}=\left(a_{i j}\right)$. It refers to the dimensionality of the set of feasible solutions of the dual program. For $\Delta=0$, i.e. for the zero degree of difficulty geometric programs, there is a unique solution of the system $\sum_{i \in I_{0}} \delta_{i}=1, \sum_{i=1}^{Q} a_{i j} \delta_{i}=0, j=1, \ldots, M$. If this solution is nonnegative, then it is the optimal solution of the dual problem and it is possible to get an explicit representation of the optimal value function of (3) in terms of coefficients $c_{i}$. Moreover, its logarithm is a linear function in coefficients $c_{i}$.
Geometric programs (GP) can be reformulated as convex programming problems: Using the exponential substitution $z_{j}=\log t_{j} \forall j$ the posynomials (2) are transformed to

$$
\begin{equation*}
h_{k}(\boldsymbol{z})=\sum_{i \in I_{k}} c_{i} \exp \left\{\sum_{j=1}^{M} a_{i j} z_{j}\right\}, k=0, \ldots, K \tag{4}
\end{equation*}
$$

An additional log transform of functions $h_{k}$ is frequently recommended.
The resulting transformed GP is then the convex program

$$
\begin{equation*}
\text { minimize } h_{0}(\boldsymbol{z}) \text { subject to } h_{k}(\boldsymbol{z}) \leq 1, k=1, \ldots, K, \boldsymbol{z} \in \mathbb{R}^{M} \tag{5}
\end{equation*}
$$

See e.g. $[2,4,16,17]$ for these and related results.
The early applications of geometric programming were connected mainly with mechanical engineering but they include also economic and managerial problems, cf. [16], chemical equilibrium and nonlinear network flow problems. In these areas, more sophisticated applications have been further developed and extended to inventory control, production system optimization, computational finance etc. The presently prevailing field of applications seems to be in digital circuit design.
The recently observed growing interest in GP stems from the fact that various practical problems can be reformulated as geometric programs and there are solution methods which solve even very large-scale GPs efficiently and reliably. With a basic interior-point method which exploits sparsity of the generic geometric program (1)-(2) the reported efficiency is close to that of linear programming solvers. We refer to [3] for an up-to-date survey of various applications and an extensive list of references and to [18] for an interesting reformulation of an entropy optimization problem emanating from computational finance to a dual of a tractable GP.

## 2 Stochastic geometric programming

In applications, some of coefficients $c_{i}$ and/or exponents $a_{i j}$ need not be known precisely and their incomplete knowledge may be modeled as random. As in general stochastic programming problems one deals with the distribution problem or focuses on decision problems. The question is which of stochastic programming approaches and under which distributional assumptions do not destroy the favorable structure of the (generalized) geometric programs.

The origins of stochastic geometric programming (SGP) are connected with paper [1], where the exponents $a_{i j}$ are deterministic and the coefficients $c_{j}$ are positive random variables. The main result of the paper are numerically tractable bounds for the optimal value of (1); see also [13,20] for their further elaboration and application.
Construction of confidence bounds for the optimal value of a geometric program, deriving its moments or probability distribution is a task belonging under distribution problem of stochastic geometric programming. It was developed first for zero degree of difficulty geometric programs in connection with lognormal distribution of coefficients $c_{i}$ and fixed exponents $a_{i j}$. Then the logarithm of the optimal value function in (3) is an affine linear function in $\log c_{i}$, hence, for a lognormal distribution of $c_{i}$, one gets lognormal distribution of the optimal value. For extensions of these results to other probability distributions and to problems with degree of difficulty $\Delta>0$ see e.g. $[8,19]$.
Individual probabilistic constraints have been applied under assumption of deterministic exponents and normally distributed, mostly uncorrelated coefficients $c_{i}$; see e.g. [11, 17]. It means that the constraints of (1)

$$
\sum_{i \in I_{k}} c_{i} \prod_{j=1}^{M} t_{j}^{a_{i j}} \leq 1, k=1, \ldots, K
$$

are replaced by

$$
P\left\{\sum_{i \in I_{k}} c_{i} \prod_{j=1}^{M} t_{j}^{a_{i j}} \leq 1\right\} \geq 1-\varepsilon_{k}, k=1, \ldots, K
$$

with prescribed tolerances $\varepsilon_{k}$. For independent normally distributed coefficients $c_{i} \sim N\left(E c_{i}, \sigma_{i}^{2}\right) \forall i$ these constraints are equivalent to

$$
\sum_{i \in I_{k}} E c_{i} \prod_{j=1}^{M} t_{j}^{a_{i j}}+\Phi^{-1}\left(1-\varepsilon_{k}\right) \sqrt{\sum_{i \in I_{k}} \sigma_{i}^{2} \prod_{j=1}^{M} t_{j}^{2 a_{i j}}} \leq 1, k=1, \ldots, K
$$

where $\Phi^{-1}\left(1-\varepsilon_{k}\right)$ is quantile of the standard normal distribution $N(0,1)$. Each constraint is then split into two constraints that involve posynomials in $t_{j} \forall j$ and a common additional slack variable.
Of course, the assumption of normally distributed $\operatorname{costs} c_{i}$ is not in agreement with the required positivity of coefficients in (1). For general probability distributions of coefficients $c_{i}$ [10] suggests to approximate the probabilistic constraints by one-sided Chebyshev inequality. A similar approximation is used also in [14] for optimization of stochastic activity networks with random durations characterized by mean values and standard deviations of the posynomial form.

In various engineering and economic applications of GP random character of exponents can be observed as well. Consider for example production functions of the Cobb-Douglas type used to describe requirements or to formulate the objective function. In the simplest situation, the constraint on production is

$$
\begin{equation*}
C t_{1}^{a_{1}} t_{2}^{a_{2}} \geq k \tag{6}
\end{equation*}
$$

where $t_{1}, t_{2}$ are inputs. The common assumption that the coefficient $C$ and exponents $a_{1}, a_{2}$ are given constants is not quite realistic. Hence, one gets interested in sensitivity of results on small changes of these "constants"; the classical sensitivity analysis, cf. $[15,16]$ is the first step. It is not enough, however, when the coefficients and exponents of posynomials are random, being e.g. differentiable functions of statistical estimates of true parameter values. In comparison with randomness present only in the coefficients $c_{i}$, a substantially higher level of difficulty arises. In general, one can design simulation experiments to get an idea about the probability distribution of the optimal value, to evaluate approximate confidence bounds and moments of the optimal value, etc. However, such experiments are computationally expensive and do not provide sufficient information about the optimal solutions or their logarithms. In the sequel, we shall review some other techniques.

A possibility which applies to SGP with random parameter, say $\beta$, only in the objective function and to a discrete distribution of these parameters is to use a tracking model related with the goal programming; cf. [6].

For random costs and exponents in the objective function and in constraints of (1), a penalization or two-stage approach was suggested in [12]. First of all, using an additional constraint and an additional variable $t_{0}$, geometric program (1) can be rewritten to have a nonrandom linear objective function:

$$
\begin{equation*}
\min \left\{t_{0}: t_{0}^{-1} g_{0}(\boldsymbol{t}, \beta) \leq 1, g_{k}(\boldsymbol{t}, \beta) \leq 1, k=1, \ldots, K, t_{0}>0, \boldsymbol{t} \in \mathbb{R}_{++}^{M}\right\} . \tag{7}
\end{equation*}
$$

The constraints of (7) can be further split to

$$
\begin{equation*}
u_{i}(\boldsymbol{t}, \beta) \theta_{i k}^{-1} \leq 1, i=1, \ldots, Q, k=0, \ldots, K \tag{8}
\end{equation*}
$$

with $\theta_{i k}>0, \sum_{i \in I_{k}} \theta_{i k}=1$ interpreted as the proportional contribution of $i$-th monomial to the value of $k$-th posynomial.
The first stage decisions are $t_{0}>0, \boldsymbol{t} \in \mathbb{R}_{++}^{M}$ and $\theta_{i k}>0, i \in I_{k} \forall k$, and $\sum_{i \in I_{k}} \theta_{i k}=1 \forall k$ are the first stage constraints. After observing realizations of random coefficients and exponents, possible violation of constraints (8) can be corrected for an additional cost. Logarithmic penalty function is suggested and the case of multivariate discrete or normal distribution of parameters $c_{i}, a_{i j}$ is discussed.

For GP of the form (7) one may consider a robust reformulation

$$
\min \left\{t_{0}: t_{0}^{-1} g_{0}(\boldsymbol{t}, \boldsymbol{u}) \leq 1, g_{k}(\boldsymbol{t}, \boldsymbol{u}) \leq 1, k=1, \ldots, K, t_{0}>0, \boldsymbol{t} \in \mathcal{T}, \boldsymbol{u} \in \mathcal{U}\right\}
$$

where $\mathcal{U}$ denotes a prespecified uncertainty set. Various possibilities how to approach such semiinfinite problems are discussed e.g. in [9].

In $[6,7]$ a technique for construction of confidence bounds for optimal value and optimal solution of SGP has been proposed. It is based on sensitivity results for deterministic geometric programming [15] and on stochastic sensitivity analysis [5]. The motivation comes from metal cutting problems where the tool life affects substantially the total machining costs. Due to nonhomogeneity of the machined and cutting material variability of the tool life occurs even at fixed machining conditions. It can be influenced by a careful choice of cutting conditions in accordance with the postulated technical relation: The tool life is a monomial in cutting speed, feed and depth whose parameters can be obtained as statistical estimates of the true values. Derivatives of the minimal total cost with respect to the parameters, regression analysis and Delta theorem lead to an approximate confidence interval for the minimal machining costs, the tool life, etc.
This technique can be evidently applied to decision problems involving estimated production, demand or utility functions of the posynomial form such as the Cobb-Douglas production function in (6); see [16] for instances of deterministic versions of such problems. Among others, the lower and upper bounds on the system's cost obtained in this way are an important information for the purpose of economic decision making.
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#### Abstract

Auctions are important market mechanisms for the allocation of goods and services. An auction provides a mechanism for negotiation between buyers and sellers. In forward auctions a single seller sells resources to multiple buyers. In a reverse auctions, a single buyer attempts to source resources from multiple suppliers, as is common in procurement. Auctions with multiple buyers and sellers are called double auctions. Auctions with multiple buyers and sellers are becoming increasing popular in electronic commerce. It is well known that double auctions in which both sides submit demand or supply bids are much more efficient than several one-sided auctions combined. Attention is devoted to double combinatorial auctions. Combinatorial auctions are those auctions in which bidders can place bids on combinations of items. The paper presents models and solutions for double combinatorial auctions. Combinatorial double auctions can be transformed to combinatorial single-sided auctions and solved by methods for these auctions.
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## 1. Introduction

Auctions are important market mechanisms for the allocation of goods and services. Auction theory has caught tremendous interest from both the economic side as well as the Internet industry. Auctions have emerged as a particularly interesting tool for negotiations. An auction provides a mechanism for negotiation between buyers and sellers. We consider so called combinatorial auctions where bidders can place bids on combinations of items.

There is possible to formulate single-sided combinatorial auctions, forward auctions and reverse auctions. In forward auctions a single seller sells resources to multiple buyers. In reverse auctions, a single buyer attempts to source resources from multiple suppliers, as is common in procurement. Auctions with multiple buyers and sellers, so called double auctions, are becoming increasing popular in electronic commerce. It is well known that double auctions in which both sides submit demand or supply bids are much more efficient than several onesided auctions combined. The aim of the paper is to propose models and solving approaches for double auctions

The paper presents a model for double auctions. Special cases of the double auction model are single-sided auctions. The formulated combinatorial double auction can be transformed to a combinatorial single-sided auction. The model can be solved by methods for single-sided combinatorial auctions. We propose to use an iterative approach for combinatorial auctions based on primal-dual algorithm.

## 2. Combinatorial auctions

Combinatorial auctions (see [1], [2]) are those auctions in which bidders can place bids on combinations of items, so called bundles. The advantage of combinatorial auctions is that the bidder can more fully express his preferences. This is particular important when items are complements. The auction designer also derives value from combinatorial auctions. Allowing bidders more fully to express preferences often leads to improved economic efficiency and greater auction revenues.

Most of the auctions studied in the literature are one-sided: either multiple buyers compete for commodities sold by one seller, or, multiple sellers compete for the right to sell to one buyer. The problem, called the winner determination problem, has received considerable attention in the literature. The problem is formulated as: Given a set of bids in a combinatorial auction, find an allocation of items to bidders that maximizes the seller's revenue. It was introduced many important ideas, such as the mathematical programming formulation of the winner determination problem, the connection between the winner determination problem and the set packing problem as well as the issue of complexity.

## Forward auction

Many types of combinatorial auctions can be formulated as mathematical programming problems. From different types of combinatorial auctions we present a forward auction of indivisible items with one seller and multiple buyers. Let us suppose that one seller $S$ offers a set $R$ of $r$ items, $j=1,2, \ldots, r$, to $n$ potential buyers $B_{1}$, $B_{2}, \ldots, B_{\mathrm{n}}$ (see Fig. 1).


Fig. 1. Forward auction

Items are available in single units. A bid made by buyer $B_{i}, i=1,2, \ldots, n$, is defined as
where

$$
b_{i}=\left\{C, p_{i}(C)\right\},
$$

$C \subseteq R$, is a combination of items,
$p_{i}(C)$, is the offered price by buyer $B_{i}$ for the combination of items $C$.
The objective is to maximize the revenue of the seller given the bids made by buyers. Constraints establish that no single item is allocated to more than one buyer.

Bivalent variables are introduced for model formulation:
$x_{i}(C)$ is a bivalent variable specifying if the combination $C$ is assigned to buyer $B_{i}\left(x_{i}(C)=1\right)$.
The forward auction can be formulated as follows

$$
\sum_{i=1}^{n} \sum_{C \subseteq R} p_{i}(C) x_{i}(C) \rightarrow \quad \max
$$

subject to

$$
\begin{align*}
& \sum_{i=1}^{n} \sum_{C \subseteq R} x_{i}(C) \leq 1, \forall j \in R,  \tag{1}\\
& x_{i}(C) \in\{0,1\}, \forall C \subseteq R, \forall i, i=1,2, \ldots, n .
\end{align*}
$$

The objective function expresses the revenue. The constraints ensure that overlapping sets of items are never assigned.

## Reverse auction

We present a reverse auction of indivisible items with one buyer and several sellers. This type of auction is important for supplier selection problem. Let us suppose that $m$ potential sellers $S_{1}, S_{2}, \ldots, S_{m}$ offer a set $R$ of $r$ items, $j=1,2, \ldots, r$, to one buyer $B$ (see Fig. 2).


Fig. 2: Reverse auction

A bid made by seller $S_{h}, h=1,2, \ldots, m$, is defined as

$$
b_{h}=\left\{C, c_{h}(C)\right\},
$$

where
$C \subseteq R$, is a combination of items,
$c_{h}(C)$, is the offered price by seller $S_{h}$ for the combination of items $C$.
The objective is to minimize the cost of the buyer given the bids made by sellers. Constraints establish that the procurement provides at least set of all items.

Bivalent variables are introduced for model formulation:
$y_{h}(C)$ is a bivalent variable specifying if the combination $C$ is bought from seller $S_{h}\left(y_{h}(C)=1\right)$.
The reverse auction can be formulated as follows

$$
\sum_{h=1}^{m} \sum_{C \subseteq R} c_{h}(C) y_{h}(C) \rightarrow \quad \min
$$

subject to

$$
\begin{align*}
& \sum_{h=1}^{m} \sum_{C \subseteq R} y_{h}(C) \geq 1, \forall j \in R,  \tag{2}\\
& y_{h}(C) \in\{0,1\}, \forall C \subseteq R, \forall h, h=1,2, \ldots, m
\end{align*}
$$

The objective function expresses the cost. The constraints ensure that the procurement provides at least set of all items.

## 3. Double auctions

Auctions with multiple buyers and multiple sellers are becoming increasing popular in electronic commerce. The numerous applications in electronic commerce, including stock exchanges, business-to-business commerce, bandwidth allocation, etc. have led to a great deal of interest in double auctions. Double auctions are not so often studied in the literature as single-sided auctions (see [6]).

For double auctions, the auctioneer is faced with the task of matching up a subset of the buyers with a subset of the sellers. The profit of the auctioneer is the difference between the prices paid by the buyers and the prices paid to the sellers. The objective is to maximize the profit of the auctioneer given the bids made by sellers and buyers. Constraints establish the same conditions as in single-sided auctions.

We present a double auction problem of indivisible items with multiple sellers and multiple buyers. Let us suppose that $m$ potential sellers $S_{1}, S_{2}, \ldots, S_{m}$ offer a set $R$ of $r$ items, $j=1,2, \ldots, r$, to $n$ potential buyers $B_{1}, B_{2}$, $\ldots, B_{n}$ (see Fig. 3).


Fig. 3: Double auction

A bid made by seller $S_{h}, h=1,2, \ldots, m$, is defined as $b_{h}=\left\{C, c_{h}(C)\right\}$,
a bid made by buyer $B_{i}, i=1,2, \ldots, n$, is defined as $b_{i}=\left\{C, p_{i}(C)\right\}$,
where
$C \subseteq R$, is a combination of items,
$c_{h}(C)$, is the offered price by seller $S_{h}$ for the combination of items $C$,
$p_{i}(C)$, is the offered price by buyer $B_{i}$ for the combination of items $C$.
Bivalent variables are introduced for model formulation:
$x_{i}(C)$ is a bivalent variable specifying if the combination $C$ is assigned to buyer $B_{i}\left(x_{i}(C)=1\right)$,
$y_{h}(C)$ is a bivalent variable specifying if the combination $C$ is bought from seller $S_{h}\left(y_{h}(C)=1\right)$.

$$
\sum_{i=1}^{n} \sum_{C \subseteq R} p_{i}(C) x_{i}(C)-\sum_{h=1}^{m} \sum_{C \subseteq R} c_{h}(C) y_{h}(C) \rightarrow \max
$$

subject to

$$
\begin{align*}
& \sum_{i=1}^{n} \sum_{C \subseteq R} x_{i}(C) \leq \sum_{h=1}^{m} \sum_{C \subseteq R} y_{h}(C), \forall j \in R,  \tag{3}\\
& x_{i}(C) \in\{0,1\}, \forall C \subseteq R, \forall i, i=1,2, \ldots, n, \\
& y_{h}(C) \in\{0,1\}, \forall C \subseteq R, \forall h, h=1,2, \ldots, m .
\end{align*}
$$

The objective function expresses the profit of the auctioneer. The constraints ensures for buyers to purchase a required item and that the item must be offered by sellers.

Special case of double auction for one seller is the forward auction and special case of double auction for one buyer is the reverse auction.

## 4. Solving of double auctions

The formulated combinatorial double auction can be transformed to a combinatorial single-sided auction. Substituting $y_{h}(C), h=1,2, \ldots, m$, with $1-x_{i}(C), i=n+1, n+2, \ldots, n+m$, and substituting $c_{h}(C), h=1,2, \ldots, m$, with $p_{i}(C), i=n+1, n+2, \ldots, n+m$, we get a model of a combinatorial single-sided auction.

$$
\sum_{i=1}^{n+m} \sum_{C \subseteq R} p_{i}(C) x_{i}(C)-\sum_{i=n+1}^{n+m} \sum_{C \subseteq R} p_{i}(C) \rightarrow \quad \max
$$

subject to

$$
\begin{align*}
& \sum_{i=1}^{n+m} \sum_{C \subseteq R} x_{i}(C) \leq m, \forall j \in R  \tag{4}\\
& x_{i}(C) \in\{0,1\}, \forall C \subseteq R, \forall i, i=1,2, \ldots, n+m
\end{align*}
$$

The model (4) can be solved by methods for single-sided combinatorial auctions. Complexity is a fundamental question in combinatorial auction design. The algorithms proposed for solving combinatorial auctions are exact algorithms and approximate ones. Many researchers consider iterative auctions as an alternative.

One way of reducing some of the computational burden in solving the problem is to set up a fictitious market that will determine an allocation and prices in a decentralized way. In the iterative approach, there are multiple rounds of bidding and allocation and the problem is solved in an iterative and incremental way. Iterative combinatorial auctions are attractive to bidders because they learn about their rivals' valuations through the bidding process, which could help them to adjust their own bids (see [4]). The key challenge in the iterative combinatorial auctions design is to provide information feedback to the bidders after each iteration (see [5]).

We propose to use an iterative approach for combinatorial auctions (see [3]). The primal-dual approach is used for solving. For the problem (4) we will formulate the LP relaxation and its dual. The scheme can be outlined as follows:

1. Choose initial prices for sellers and buyers.
2. Announce current prices and collect bids.
3. Compute the current dual solution by interpreting the prices as dual variables. Try to find a feasible allocation, an integer primal solution that satisfies the stopping rule. If such solution is found, stop and use it as the final allocation. Otherwise update prices and go back to 2 .

## 5. Conclusions

The paper is devoted to modeling and solving double auctions. The numerous applications in electronic commerce have led to a great deal of interest in double auctions. Modeling and solving of combinatorial double auctions is a promising subject for research and for practical exploitations. The paper presents a model of double auctions. The proposed combinatorial double auction gives us an opportunity to design modifications of the auction. The formulated model can be transformed to a combinatorial single-sided auction and solved by methods for single-sided combinatorial auctions. We propose to use an iterative approach to solving combinatorial double auctions. The primal-dual algorithm can be taken as a decentralized and dynamic method to determine equilibrium.
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#### Abstract

The contribution is focused on adjustments of Data Envelopment Analysis with the aim to improve the production structure of agricultural enterprises on the basis of their production capabilities and current market conditions. Two specific methods for evaluation of enterprises and subsequent recommendations are discussed: Weighted Slack-Based Measures (WSBM) and Generic Directional Distance Model (GDDM). A common feature of these methods is the possibility to include weights and/or directional vectors in the recommended changes. In addition, both models can be modified to allow for negative outputs that are often seen in practical situations. Another goal of our work is to propose a specific procedure for weight determination in each particular model; this is relevant as the same weight vector might lead to different recommendations - and efficiency scores - in each model. In the applications part, we examine farming enterprises located in the Czech potato-growing region - the largest part of arable land in the Czech Republic. An attractive feature of this choice is the homogeneity of the grain production structure throughout this region.
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## 1. Introduction

Recently many authors have devoted their work to the application of Data Envelopment Analysis (DEA) in agricultural context. See, for instance, Ahmad and Bravo-Ureta [1], Wilson, Hadley and Asby [2], Iráizoz, Rapún and Zabaleta [3], Lansink and Reinhard [4], among others.

Data envelopment analysis (DEA) is instrumental to the technical efficiency evaluation of decision making units (DMUs) based on the size of inputs and outputs. DEA is used to measure the relative efficiency of comparable units. In particular, while these units use the same kind inputs to produce the same outputs, there may be differences in their performance. The number of units must not be too small, because many units seem to be efficient with a small amount of units in the group and a big criteria number.

One item of primary concern is the choice of evaluation criteria. Attention must be paid to the fact that the criteria must not be correlated with performance units. DEA models give a set of recommendations in order to improve the efficiency of non-efficient units, by either increasing outputs or decreasing outputs. However, in agricultural context, some recommendations given by basic DEA models may be unrealistic for the following reasons: smaller production units are preferred, but the classical DEA models do not take into account the unique character of particular units. Therefore other (modified) DEA models are proposed for applications in agriculture.

As groundwork, Weighted Slack-Based Measures of efficiency (WSBM) proposed by Tone [5] and Generic Directional Distance Model (GDDM) proposed by Chambers [6] and [7] are used for evaluation of enterprises. An advantage of these modified DEA methods is the possibility of affecting recommended changes by weights or directional vectors. Further, WSBM and GDDM can be improved by the inclusion of negative data [8], [10].

The production conditions and utilization of agricultural land in the Czech Republic are characterized by farming areas and sub-areas depending on the climate and soil conditions. There are five production areas (maize
growing region, sugar beet growing region, grain growing region, potato growing region and forage growing region), and each of them is further split into sub areas ( 21 total).

This article is focused on the potato growing region because that area constitutes the largest part of arable land in the Czech Republic. The area is characterized by typical altitudes of $400-650 \mathrm{~m}$ above the sea level, its total cultivated land is $60-80 \%$ and the average slope is $5-12 \%$. Another reason for this choice was the homogeneity from the point of view of grain production structure.

## 2. Methodology

The above mentioned Weighted Slack-Based Measure of efficiency (WSBM) and Generic directional distance model (GDDM) seemed very suitable.

### 2.1. Weighted Slack-Based Measure of Efficiency (WSBM) model

The WSBM can be applied to any situation with a priori defined weights of inputs and outputs. This model was derived from the SBM model, see Tone [9] and was further improved see Tone and Tsutsui [10] in order to permit negative data in the dataset.

In case VRS the WSBM model considering weights of inputs and outputs is introduced as follows:

$$
\begin{equation*}
\min \left\{\left.\frac{1-\frac{1}{m} \sum_{i=1}^{m} w_{i 0} s_{i}^{-} / x_{i 0}}{1+\frac{1}{s} \sum_{k=1}^{s} r_{k 0} s_{k}^{+} / y_{k 0}} \right\rvert\, \mathbf{x}_{\mathbf{0}}=\mathbf{X} \boldsymbol{\lambda}+\mathbf{s}^{-}, \mathbf{y}_{\mathbf{0}}=\mathbf{Y} \boldsymbol{\lambda}-\mathbf{s}^{+}, \boldsymbol{\lambda} \geq \mathbf{o}, \mathbf{s}^{-} \geq \mathbf{o}, \mathbf{s}^{+} \geq \mathbf{o}, \sum_{j=1}^{n} \lambda_{j}=1\right\} \tag{1}
\end{equation*}
$$

where $w_{i 0}, r_{k 0}$ are weight for input $i$ and output $k$ of $\mathrm{DMU}_{0}$. For a detailed description see Tone (2001).

### 2.2. Generic Directional Distance Model (GDDM)

The other possibility of influencing changes in the size of inputs and outputs is represented with the Generic Directional Distance Model (GDDM).

This model was proposed by Chambers [6] and [7]. The main advantage of this model is the ability to project inefficient units on the efficiency frontier with a selected direction. This feature is particularly attractive applicable in our situation, because the model provides each unit with its own way to efficiency, respecting its improvement potential. The GDDM is as follows:
For the set of unit $j=1,2, \ldots, n$, with input levels $x_{i j}, i=1,2, \ldots, m$ and output levels $y_{k j}, k=1,2, \ldots, s$ and unit $o \in j$ which is to be assessed is the generic directional distance model given as follows:

$$
\max \left\{\begin{array}{l}
\beta_{o} \mid \sum_{j=1}^{n} \lambda_{j} y_{k j} \geq y_{k o}+\beta_{o} g_{y_{k}}, k=1,2, \ldots, s, \sum_{j=1}^{n} \lambda_{j} x_{i j} \leq x_{i o}-\beta_{o} g_{x_{i}}, i=1,2, \ldots, m, \sum_{j=1}^{n} \lambda_{j}=1,  \tag{2}\\
\lambda_{j}, \beta_{o}, g_{x_{i}}, g_{y_{k}} \geq 0
\end{array}\right\},
$$

where the vector $\mathbf{g}_{x}\left(\mathbf{g}_{y}\right)$ represents possible changes of input (output).
The model (2) is valid in the case of variable returns to scale (VRS). Target values of inputs (outputs) were obtained as the product of $\mathbf{X}(\mathbf{Y})$ and $\lambda$. If negative data occurs among observed inputs (outputs), the last constraint of model (2) would be violated.

GDDM was further modified by Portela et al. [8] in order to handle negative data for the Range Directional Model (RDM+) and Inverse Range Directional Model (RDM-). These models substitute the vector of desired changes with the vector of inputs and output ranges in the case of RDM+ and the vector of the inverted value of the ranges in the case of RDM-. Both types of RDM use different ways to compute efficiency scores similarly to radial efficiencies traditionally used in DEA (see Portela et al. [8]).

Efficiency scores for the standardized model can be calculated as follows.

$$
\begin{equation*}
\varphi_{o}=1-\frac{\sqrt{\sum_{i=1}^{m}\left(x_{i o}^{*}-x_{i o}\right)^{2}+\sum_{k=1}^{s}\left(y_{k o}^{*}-y_{k o}\right)^{2}}}{\sqrt{\sum_{i=1}^{m}{R_{i o}{ }^{2}+\sum_{k=1}^{s} R_{k o}{ }^{2}}^{2}}} \text {, } \tag{3}
\end{equation*}
$$

where $\varphi_{o}$ is efficiency for assessed unit $o$,
$x_{i o}^{*}$ is the target value of $i$-th input projected on the efficiency frontier,
$y_{k o}^{*}$ is the target value of $k$-th output projected on the efficiency frontier,
$R_{k o}=\max _{j}\left\{y_{k j}\right\}-y_{k o}, k=1,2, \ldots, s$,
$R_{i o}=x_{i o}-\min _{j}\left\{x_{i j}\right\}, i=1,2, \ldots, m$.
The main advantage of this model is the ability to project inefficient units on the efficiency frontier with the selected direction and to obtain a most realistic recommendation. This feature is well applicable in our application, because the model provides each unit with its own way to efficiency that respects its improvement potential.

## 3. Data and application

We considered a group of 28 farms of similar characteristics (in the potato growing region). As inputs, we took the ratio of land area designated for growing wheat, barley and the rape. As outputs, we took yield of the afore-mentioned crops in tons per hectar (see Table 1).

| Symbol | Description |
| :---: | :--- |
| $\mathrm{x}_{1}$ | ratio of soil for growing wheat |
| $\mathrm{x}_{2}$ | ratio of soil for barley |
| $\mathrm{x}_{3}$ | ratio of soil for rape |
| $\mathrm{y}_{1}$ | yield per hectare of growing wheat $[\mathrm{t}]$ |
| $\mathrm{y}_{2}$ | yield per hectare barley $[\mathrm{t}]$ |
| $\mathrm{y}_{3}$ | yield per hectare rape $[\mathrm{t}]$ |

## Table 1: Description of inputs and outputs

The first step to successful use of the above-mentioned models is to determine the direction of the potential improvement described by vectors of weights for the WSBM and the directional vector for the GDDM.

For the outputs represented by per-hectare yields, we adjust the weights according to the price level of crop plants produced by particular farmer. Values of per hectare profits are proposed for the input weights. But weights for inputs are established to the contrary to weights for outputs. Consequently for the outputs the biggest emphasis is placed on the crop with the highest price. For the inputs the biggest emphasis is placed on the reduction of the crop with the lowest per hectare profit. In the special case of negative profit of two particular crops and one positive profit, the vector of potential improvement was set to $(0.5 ; 0.5 ; 0)$. This situation occurred for unit 3 and many other units, see Table 2. Likewise this adjustment ensures binding of inputs and outputs which are typical in agriculture.

Input data are presented in Table 2.

|  | Inputs |  |  | Outputs |  |  |  | Inputs |  |  | Outputs |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| j | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{y}_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ | j | $\mathrm{x}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{y}_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ |
| 1 | 0.264 | 0.106 | 0.191 | 6.30 | 5.30 | 3.50 | 15 | 0.307 | 0.156 | 0.086 | 7.56 | 6.29 | 4.21 |
| 2 | 0.235 | 0.237 | 0.150 | 5.29 | 4.11 | 2.49 | 16 | 0.341 | 0.377 | 0.000 | 5.87 | 4.49 | 0.00 |
| 3 | 0.461 | 0.259 | 0.278 | 5.39 | 3.82 | 3.04 | 17 | 0.338 | 0.307 | 0.131 | 5.71 | 4.13 | 3.04 |
| 4 | 0.300 | 0.216 | 0.138 | 3.89 | 3.81 | 2.76 | 18 | 0.315 | 0.241 | 0.082 | 5.25 | 4.65 | 3.49 |
| 5 | 0.288 | 0.036 | 0.099 | 6.43 | 4.82 | 2.80 | 19 | 0.445 | 0.000 | 0.131 | 4.94 | 0.00 | 4.54 |
| 6 | 0.257 | 0.225 | 0.067 | 7.07 | 6.74 | 3.76 | 20 | 0.254 | 0.045 | 0.179 | 4.40 | 2.98 | 2.36 |
| 7 | 0.303 | 0.356 | 0.058 | 5.81 | 4.72 | 3.24 | 21 | 0.370 | 0.075 | 0.063 | 5.52 | 5.53 | 3.46 |
| 8 | 0.323 | 0.141 | 0.039 | 7.80 | 6.71 | 3.60 | 22 | 0.318 | 0.091 | 0.140 | 6.53 | 5.27 | 3.70 |
| 9 | 0.330 | 0.128 | 0.111 | 6.39 | 5.15 | 3.26 | 23 | 0.288 | 0.216 | 0.072 | 6.33 | 5.04 | 3.82 |
| 10 | 0.392 | 0.171 | 0.163 | 5.54 | 3.82 | 3.82 | 24 | 0.379 | 0.098 | 0.183 | 5.79 | 5.63 | 3.64 |
| 11 | 0.353 | 0.231 | 0.076 | 5.33 | 4.65 | 2.89 | 25 | 0.343 | 0.077 | 0.113 | 5.33 | 4.55 | 3.20 |
| 12 | 0.270 | 0.239 | 0.126 | 6.92 | 5.52 | 3.43 | 26 | 0.208 | 0.160 | 0.143 | 5.52 | 4.79 | 3.65 |
| 13 | 0.326 | 0.020 | 0.150 | 5.65 | 5.77 | 3.44 | 27 | 0.231 | 0.246 | 0.155 | 5.55 | 4.28 | 3.64 |
| 14 | 0.264 | 0.106 | 0.191 | 6.30 | 5.30 | 3.50 | 28 | 0.144 | 0.122 | 0.058 | 3.91 | 5.00 | 3.71 |

Table 2: Inputs and outputs

## Determination of weights for evaluation models

|  | Inputs |  |  | Outputs |  |  |  | Inputs |  |  | Outputs |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| j | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{y}_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ | j | $\mathrm{x}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{y}_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ |
| 1 | 0.367 | 0.372 | 0.260 | 0.26 | 0.22 | 0.53 | 15 | 0.448 | 0.052 | 0.500 | 0.26 | 0.21 | 0.53 |
| 2 | 0.478 | 0.457 | 0.065 | 0.23 | 0.24 | 0.53 | 16 | 0.000 | 0.500 | 0.500 | 0.22 | 0.32 | 0.47 |
| 3 | 0.500 | 0.500 | 0.000 | 0.21 | 0.21 | 0.58 | 17 | 0.407 | 0.358 | 0.235 | 0.52 | 0.48 | 0.00 |
| 4 | 0.500 | 0.500 | 0.000 | 0.21 | 0.25 | 0.54 | 18 | 0.248 | 0.500 | 0.252 | 0.24 | 0.25 | 0.51 |
| 5 | 0.500 | 0.500 | 0.000 | 0.24 | 0.20 | 0.56 | 19 | 0.500 | 0.500 | 0.000 | 0.22 | 0.24 | 0.54 |
| 6 | 0.365 | 0.500 | 0.135 | 0.26 | 0.25 | 0.49 | 20 | 0.428 | 0.275 | 0.297 | 0.25 | 0.00 | 0.75 |
| 7 | 0.337 | 0.467 | 0.195 | 0.24 | 0.27 | 0.48 | 21 | 0.471 | 0.500 | 0.029 | 0.21 | 0.29 | 0.50 |
| 8 | 0.442 | 0.417 | 0.141 | 0.24 | 0.25 | 0.51 | 22 | 0.286 | 0.379 | 0.335 | 0.22 | 0.20 | 0.58 |
| 9 | 0.490 | 0.500 | 0.010 | 0.23 | 0.24 | 0.53 | 23 | 0.332 | 0.500 | 0.168 | 0.26 | 0.23 | 0.51 |
| 10 | 0.500 | 0.500 | 0.000 | 0.21 | 0.22 | 0.57 | 24 | 0.120 | 0.500 | 0.380 | 0.25 | 0.24 | 0.51 |
| 11 | 0.014 | 0.500 | 0.486 | 0.25 | 0.22 | 0.53 | 25 | 0.382 | 0.463 | 0.155 | 0.22 | 0.25 | 0.54 |
| 12 | 0.500 | 0.500 | 0.000 | 0.23 | 0.25 | 0.52 | 26 | 0.500 | 0.000 | 0.500 | 0.24 | 0.20 | 0.56 |
| 13 | 0.194 | 0.306 | 0.500 | 0.26 | 0.22 | 0.53 | 27 | 0.500 | 0.500 | 0.000 | 0.22 | 0.26 | 0.52 |
| 14 | 0.367 | 0.372 | 0.260 | 0.23 | 0.24 | 0.53 | 28 | 0.324 | 0.453 | 0.223 | 0.21 | 0.21 | 0.58 |

Table 3: Weight (directional) vectors

## 4. Results

Results for WSBM and GDDM are depicted in Tables 4 and 5. There is clear that the particular model gives different recommendation.

|  | Inputs |  |  | Outputs |  |  |  | Inputs |  |  | Outputs |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| j | $\mathrm{x}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{y}_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ | j | $\mathrm{x}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{y}_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ |
| 1 | 0.261 | 0.103 | 0.088 | 6.30 | 5.65 | 3.50 | 16 | 0.210 | 0.183 | 0.057 | 5.77 | 5.61 | 3.21 |
| 2 | 0.193 | 0.169 | 0.050 | 5.30 | 5.05 | 2.82 | 17 | 0.276 | 0.134 | 0.042 | 6.76 | 6.20 | 3.57 |
| 3 | 0.261 | 0.060 | 0.108 | 5.39 | 5.38 | 3.44 | 19 | 0.223 | 0.026 | 0.091 | 4.41 | 3.98 | 2.38 |
| 4 | 0.165 | 0.081 | 0.066 | 3.89 | 4.36 | 3.03 | 21 | 0.300 | 0.067 | 0.114 | 6.56 | 5.92 | 3.72 |
| 7 | 0.268 | 0.126 | 0.038 | 6.54 | 5.87 | 3.30 | 22 | 0.252 | 0.150 | 0.053 | 6.37 | 6.32 | 3.90 |
| 9 | 0.275 | 0.072 | 0.095 | 6.39 | 5.43 | 3.37 | 23 | 0.359 | 0.033 | 0.135 | 5.89 | 5.63 | 3.67 |
| 10 | 0.289 | 0.068 | 0.127 | 5.54 | 5.96 | 4.03 | 24 | 0.313 | 0.041 | 0.101 | 5.34 | 4.56 | 3.25 |
| 11 | 0.324 | 0.185 | 0.031 | 7.38 | 6.24 | 2.89 | 25 | 0.206 | 0.160 | 0.065 | 5.52 | 5.74 | 3.65 |
| 12 | 0.252 | 0.220 | 0.066 | 6.92 | 6.60 | 3.68 | 26 | 0.203 | 0.176 | 0.062 | 5.55 | 5.88 | 3.70 |
| 14 | 0.304 | 0.156 | 0.083 | 7.56 | 6.99 | 4.21 | 28 | 0.149 | 0.129 | 0.046 | 4.07 | 4.35 | 2.77 |

Table 4: Results for WSBM model for inefficient units

|  | Inputs |  |  | Outputs |  |  |  | Inputs |  |  | Outputs |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| j | $\mathrm{X}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{y}_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ | j | $\mathrm{x}_{1}$ | $\mathrm{X}_{2}$ | $\mathrm{X}_{3}$ | $\mathrm{y}_{1}$ | $\mathrm{y}_{2}$ | $\mathrm{y}_{3}$ |
| 1 | 0.264 | 0.094 | 0.096 | 6.30 | 5.93 | 3.92 | 16 | 0.210 | 0.178 | 0.085 | 5.71 | 7.30 | 5.42 |
| 2 | 0.195 | 0.165 | 0.078 | 5.29 | 6.76 | 5.02 | 17 | 0.313 | 0.137 | 0.038 | 7.56 | 6.50 | 3.49 |
| 3 | 0.311 | 0.019 | 0.143 | 5.39 | 5.50 | 3.28 | 19 | 0.254 | 0.016 | 0.117 | 4.40 | 4.49 | 2.68 |
| 4 | 0.143 | 0.121 | 0.058 | 3.89 | 4.97 | 3.69 | 21 | 0.318 | 0.067 | 0.112 | 7.28 | 6.00 | 3.70 |
| 7 | 0.227 | 0.144 | 0.058 | 5.81 | 6.23 | 4.12 | 22 | 0.243 | 0.168 | 0.072 | 6.33 | 7.16 | 4.92 |
| 9 | 0.297 | 0.047 | 0.111 | 6.39 | 5.39 | 3.26 | 23 | 0.379 | 0.020 | 0.164 | 6.19 | 5.63 | 3.98 |
| 10 | 0.355 | 0.026 | 0.163 | 6.20 | 6.37 | 3.82 | 24 | 0.323 | 0.031 | 0.113 | 6.42 | 4.55 | 3.20 |
| 11 | 0.259 | 0.113 | 0.031 | 6.26 | 5.39 | 2.89 | 25 | 0.208 | 0.160 | 0.073 | 5.52 | 6.67 | 4.78 |
| 12 | 0.255 | 0.216 | 0.103 | 6.92 | 8.85 | 6.57 | 26 | 0.204 | 0.173 | 0.082 | 5.55 | 7.10 | 5.27 |
| 14 | 0.306 | 0.156 | 0.052 | 7.56 | 7.12 | 4.21 | 28 | 0.149 | 0.126 | 0.060 | 4.05 | 5.18 | 3.84 |

Table 5: Results for GDDM model for inefficient units
A comparison for two specific DMUs can be found in Table 6 and 7. Somewhat surprisingly neither model respects the given improvement vector in the obtained recommendations. This situation can be explained the following way: only eight units are efficient and many units are not and thus a significant part of units is not covered by efficiency envelopment. For those units the requested reduction of inputs and extension of outputs can not be fulfilled.

The efficiency scores for the both compared units are shown in tables 6 and 7. For the GDDM was computed score by the formula (3). The ranking of the units according their efficiency is more describing than the efficiency score. Rank of DMUs is not very different for compared units 6 and 7 as well as for the rest of units.

The changes proposed by GDDM for DMU 7 are obviously more considerable than the changes proposed by WSBM. In general we can say that the recommendation of the WSBM is more moderate than the recommendation of the GDDM, the average percentage of the change is $20.6 \%$ for WSBM $(31.2 \%$ - input changes, 10.0 \% output changes) and 25.8 \% for GDDM ( $29.2 \%$ - input changes, $22.3 \%$ output changes). For these reasons, WSBM can be recommended if more moderate or balanced changes are needed.

|  | $x_{1}$ | $x_{2}$ | $x_{3}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ | eficiency | rank |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| Weights / vector components | 0.337 | 0.467 | 0.195 | 0.24 | 0.27 | 0.48 | - | - |
| WSBM | $12 \%$ | $65 \%$ | $35 \%$ | $12 \%$ | $24 \%$ | $2 \%$ | 0.523 | 21 |
| GDDM | $25 \%$ | $60 \%$ | $1 \%$ | $0 \%$ | $32 \%$ | $27 \%$ | 0.404 | 21 |

Table 6: Comparison relative differences between models for unit 7

|  | x 1 | x 2 | x 3 | y 1 | y 2 | y 3 | eficiency | rank |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Weights / vector components | 0.500 | 0.000 | 0.500 | 0.24 | 0.20 | 0.56 | - | - |
| WSBM | $12 \%$ | $28 \%$ | $60 \%$ | $0 \%$ | $37 \%$ | $2 \%$ | 0.569 | 17 |
| GDDM | $12 \%$ | $29 \%$ | $47 \%$ | $0 \%$ | $66 \%$ | $45 \%$ | 0.464 | 19 |

Table 7: Comparison relative differences between models for unit 26

## 5. Conclusion

In this paper we tested two additive DEA models with the aim to find realistic recommendations for agricultural enterprises where classical DEA models fail to respect the particular improvement which takes into account existing results of farming and market conditions. As this projection on the efficiency frontier is generally non-radial, we propose a new method to compute an efficient score too.
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#### Abstract

This paper deals with the application of parametric benchmarking method - Stochastic Frontier Analysis (SFA) in measuring cost efficiency of Slovak banks. The Slovak banking environment has significantly transformed as a result of various economic changes in recent years. Due to these extensive changes banking sector becomes very competitive branch whereby increase the significance of its performance evaluation and its financial conditions monitoring. The efficiency measuring and relative efficiency comparison of banks are crucial questions for analysts as well as for economic policy creators. Having applied Stochastic Frontier Analysis to an unbalanced panel of Slovak banks we focus on cost efficiency estimation over period 2000-2007. In our analysis have been applied two versions of stochastic frontier cost function models. The differences in estimated scores, parameters and ranking of banks are compared across different panel data models.
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## 1. Introduction

Since the beginning of the 1990s, environment of banking sectors in transition countries of Central and Eastern Europe has been significantly influenced by many different regulatory, technological and economic changes. Also in Slovak banking sector has been realized large reorganization for purpose of creation of modern banking system as one assumption of shipshape economy. Due to these extensive changes, the banking industry has become very competitive industry and increases its performance evaluation and its financial conditions monitoring. Over the last years large attention was dedicated to banking sector efficiency measuring especially of transforming countries and its comparison with old EU member states banking sectors. The efficiency measuring and relative efficiency comparison of banks are crucial questions for analysts as well as for economic policy creators.

## 2. Methodology for analyzing banking efficiency

In banking efficiency analysis may be used financial ratios or parametric and nonparametric frontier techniques. Historically, the financial ratios have been the standard technique of banking efficiency measuring and examining of their performance. These traditional ratio measures are attractive because of simplicity of understanding, but they fail to consider the multidimensional input and output process, and are unable to identify the best performers in a group of units. These limitations have led to the development of more complex and adequate tools for the units performance. These tools are based on benchmarking, that is, measuring a unit's efficiency compared with a reference performance (so-called efficient frontier). The frontier analyses are able to identify the best performers and separate them from their inefficient counterparts. Inefficiency can results from technological deficiencies or non-optimal allocation of resources into production. Both technical and allocative inefficiencies are included in cost inefficiency, which is by definition, the deviation from minimum costs to produce a given level of output with given input prices. Some of benchmarking methods can also identify the sources of inefficiency. The efficient frontier (cost or production) is unknown and must be empirically estimated from the real data set by parametric and nonparametric techniques.

Generally, there are two families of methods based on efficient frontier:

- Non-parametric methods, like Data Envelopment Analysis (DEA) or Free Disposal Hull (FDH). These methods originate from operations research and use linear programming to calculate an efficient deterministic frontier against which units are compared. Detail presentation of DEA and FDH models we can find in [6] and [5].
- Parametric methods, like Stochastic Frontier Analysis (SFA), Thick Frontier approach (TFA) and Distribution Free Approach (DFA). Econometric theory is used to estimate pre-specified functional form and inefficiency is modeled as an additional stochastic term. Detail presentation of these models we can find in [13] and [5].

There are many studies dealing with bank efficiency estimation based on efficient frontier however most of them use nonparametric methods especially models of DEA. Because DEA nor other nonparametric approach methods do not enable the separation of the inefficiency effect from the statistical noise we decided to exploit only parametric method, namely SFA and only panel data models will be used due to the fact that they provide information on the same units over several periods that is not possible with cross section data.

## 3. Stochastic Frontier Analysis - parametric benchmarking technique

A frontier cost function defines minimum costs with given output level, input prices and the existing production technology. It is unlikely that all units will operate at the frontier. Failure to attain the cost frontier implies the existence of technical and allocative inefficiency. Different approaches can be used to estimate a frontier cost function with panel data. The main goal of this paper is to compare different models of SFA with respect to the estimated cost function parameters, estimated efficiency scores and ranking of observed units. In SFA models is used econometric theory to estimate pre-specified functional form and inefficiency is modeled as an additional stochastic term.

The stochastic frontier cost function (single Cobb-Douglas form) for panel data can be formulated as:
$\ln C_{i t}=\beta_{0}+\beta_{y} \ln y_{i t}+\sum_{n} \beta_{n} \ln w_{n i t}+v_{i t}+u_{i} \quad i=1,2, \ldots, N$ and $t=1,2, \ldots, T$
where
$C_{i t}$ are observed total costs of the $i$-th unit in year $t$,
$y_{i t}$ is a vector of outputs of the $i$-th unit' in year $t$,
$w_{i t}$ is an input price vector of the $i$-th unit in year $t$,
$u_{i}$ are non negative time-invariant random variables assumed to be half normal distributed

$$
\left(u_{i} \sim \operatorname{iid} \mathrm{~N}^{+}\left(0, \sigma_{u}^{2}\right)\right),
$$

$v_{i t}$ are random variables which are assumed to be normally distributed $\left(v_{i t} \sim \operatorname{iid} \mathrm{~N}\left(0, \sigma_{v}^{2}\right)\right)$.
In this specification the error term is composed of two uncorrelated parts. The first part $u_{i}$ is capturing the effect of inefficiency (including both allocative and technical inefficiencies) and the second part $v_{i t}$ is reflecting effect of statistical noise. This random effect model can be estimated using Maximum Likelihood Estimation (MLE) method or Method of Moments. The next step is to obtain estimates of the cost efficiency of each unit. The problem is to extract the information that $\varepsilon_{i}$ contains on $u_{i}$ (we have estimates of $\varepsilon_{i}=u_{i}+v_{i}$, which obviously contain information on $u_{i}$ ). A solution to the problem is obtained from the conditional distribution of $u_{i}$ given $\varepsilon_{i}$, which contains whatever information $\varepsilon_{i}$ contains concerning $u_{i}$. This procedure is known as JLMS decomposition (for more details see [11]). For separation the inefficiency effect from the statistical noise can be also used an alternative minimum squared error predictor estimator (for more details see [13]). Once the point estimates of $u_{i}$ are obtained, estimates of the cost efficiency of each unit can be obtained by substituting them into equation (2). If the cost frontier is specified as being stochastic, the appropriate measure of cost efficiency becomes:

$$
\begin{equation*}
C E_{i}=\frac{c\left(\mathbf{y}_{i t}, \mathbf{w}_{i t}, \beta\right) \exp \left\{v_{i t}\right\}}{C_{i t}}=\exp \left\{-u_{i}\right\} \quad i=1, \ldots, N \quad t=1, \ldots, T \tag{2}
\end{equation*}
$$

which defines cost efficiency as the ratio of minimum cost attainable in an environment characterized by $\exp \left\{v_{i t}\right\}$ to observed expenditures. The main advantage of the stochastic cost frontier approach is the separation of the inefficiency effect from the statistical noise.

Another random effect model was proposed by Schmidt and Sickles [13] to overcome the problem of specifying a particular distribution for the inefficiency by rewriting equation (1):
$\ln C_{i t}=\beta_{0}+\beta_{y} \ln y_{i t}+\sum_{n} \beta_{n} \ln w_{n i t}+v_{i t}+\alpha_{i}$

$$
\begin{equation*}
i=1,2, \ldots, N \text { and } t=1,2, \ldots, T \tag{3}
\end{equation*}
$$

where $\alpha_{i}=\alpha+u_{i}$ and $\alpha$ is an intercept. Now, the Generalized Least Squares (GLS) method can be used. The estimate of inefficiency component is defined as the distance from the firm specific intercept to the minimal intercept in the sample:
$u_{i}=\alpha_{i}-\min _{i}\left(\alpha_{i}\right)$
Subsequently the estimates of the cost efficiency of each unit can be obtained by substituting (4) into equation (2).

There are no required assumptions about distribution for inefficiency in this model. The remaining restrictive assumption is that two random components must not be correlated with each of the explanatory variables.

Till now we maintained the assumption that cost efficiency is constant through the time. This assumption is a strong one, particularly if the operating environment is competitive, it is hard to accept the notation that the cost efficiency remains constant through many time periods. The longer the panel, the more desirable it is to relax this assumption.

If we allow efficiency changes in time, inefficiency component will consist of two parts, namely crosssection component $\left(u_{i}\right)$ and time component $\left(\beta_{t}\right)$ :
$u_{i t}=u_{i}+\beta_{t}$

$$
\begin{equation*}
i=1, \ldots, N \quad t=1, \ldots, T \tag{5}
\end{equation*}
$$

The time-invariant cost efficiency model given by equation (1) we reformulate as follows: $\ln C_{i t}=\beta_{0 t}+\beta_{y} \ln y_{i t}+\sum_{n} \beta_{n} \ln w_{n i t}+v_{i t}+u_{i t} \quad i=1, \ldots, N \quad t=1, \ldots, T$
where $\beta_{0 t}$ is the cost frontier intercept common to all units in period $t$ and all other variables are as previously defined. There are proposed various approaches to estimated time - varying cost frontier model given by equation (6).

Battese and Coelli [5], [13] presented a model where they model the inefficiency component in (6) according to:
$u_{i t}=\delta \mathbf{z}_{i t}+w_{i t}$
where
$v_{i t} \sim \operatorname{iid} N\left(0, \sigma_{v}^{2}\right)$,
$z_{i t}$ is a vector of variables which may influence the efficiency of unit,
$u_{i t}$ are non-negative random variables which are assumed to account for cost inefficiency and are assumed to be independently distributed as truncations at zero of the $N^{+}\left(\delta \mathbf{z}_{i t}, \sigma_{u}{ }^{2}\right)$ distribution,
$\delta$ is a vector of unknowns parameters to be estimated,
$w_{i t}$ is random variable defined by the truncation of the normal distribution with zero mean and constant variance
$w_{i t} \sim N\left(0, \sigma_{w}^{2}\right)$, since $u_{i t} \geq 0$, the truncation point is $-\delta \mathbf{z}_{i t}$.
In this model the observable environmental variables are to allow directly influence the stochastic component of the cost function. The likelihood function of this model is a generalization of the likelihood function for the conventional model (for more details see [5]).

## 4. Model specification and Data

The above-mentioned models have been applied to an unbalanced panel of 9 (Tatra banka, a.s., Všeobecná úverová banka, a.s., Slovenská sporitelňa, a.s., Dexia banka Slovensko, a.s., OTP banka Slovensko, a.s., Istrobanka, a.s., Poštová banka, a.s., Unibanka, a.s., L’udová banka, a.s) Slovak banks over a period from 2000 to 2007. In order to create homogeneous data set in term of production technologies, we consider only with commercial banks, our data set does not contain specialized banks. The sample includes 66 observations. All data are based on information from the annual reports of the banks.

The first part of analysis was based on the assumption of time invariant cost efficiency. We applied SFA panel data model with time invariant cost efficiency assumption (REM - GLS) and the analysis was based on the estimation of the model given by equation (8).

$$
\begin{gather*}
\ln \left(\frac{C}{P_{F}}\right)_{i t}=\beta_{0}+\beta_{L} \ln \left(\frac{P_{L}}{P_{F}}\right)_{i t}+\beta_{K} \ln \left(\frac{P_{K}}{P_{F}}\right)_{i t}+\beta_{U} \ln U_{i t}+\beta_{V} \ln V_{i t}+\beta_{Z} \ln Z_{i t}+\beta_{T} T+v_{i t}+u_{i} \\
i=1, \ldots, N \quad t=1, \ldots, T \tag{8}
\end{gather*}
$$

In order to estimate the model with time varying cost efficiency (REM - ML) was formulated model given by equation (9):

$$
\begin{gather*}
\ln \left(\frac{C}{P_{F}}\right)_{i t}=\beta_{0}+\beta_{L} \ln \left(\frac{P_{L}}{P_{F}}\right)_{i t}+\beta_{K} \ln \left(\frac{P_{K}}{P_{F}}\right)_{i t}+\beta_{U} \ln U_{i t}+\beta_{V} \ln V_{i t}+\beta_{T} T+v_{i t}+u_{i t} \\
i=1, \ldots, N \quad t=1, \ldots, T \tag{9}
\end{gather*}
$$

where $C$ represents total costs, $P_{K}, P_{L}, P_{F}$ are the prices of capital, labor and funds respectively. Three inputs (physical capital, labor, funds) are used to produce two outputs total loans $U$ and total deposits $V$ and both models include additional variables $Z$ - equity capital and $T$ - trend. $v_{\mathrm{it}}$ is reflecting effect of statistical noise and $u_{\mathrm{i}}$ or $u_{\mathrm{it}}$ are random variables described in equations (4) and (7). The dependent variable, total costs ( $C$ ) is the sum of total expenses, price of capital $\left(P_{K}\right)$ was constructed as the depreciation over fixed assets, price of labor $\left(P_{L}\right)$ was defined as the ratio of personnel expenses over total assets, price of funds $\left(P_{F}\right)$ was defined as the ratio of interest expenses over the sum of deposits. Equity capital $(Z)$ is the amount of bank equity that reflects the size of banking operations. The condition of linear homogeneity in input prices was imposed by dividing total costs and input prices by the price of funds. The traditional Cobb-Douglas cost function has been considered in both models.

In the case of REM GLS model we used Generalized Least Squares method for estimation equation given by (8) and there are no required assumptions about distribution for inefficiency component in this model. In the case of REM MLE model, the cost function in (9) has been estimated by Maximum Likelihood Estimation method and $u_{i t}$ are non-negative random variables which are assumed to account for cost inefficiency and are assumed to be independently distributed as truncations at zero of the $N^{+}\left(\delta Z_{i t}, \sigma_{u}{ }^{2}\right)$ distribution. Having excluded variable $Z$ from the deterministic core of the cost frontier and its including to the inefficiency component ( $u_{i t}=\delta_{0}+\delta_{1} Z_{i t}+w_{i t}$ ) we tried to model heterogeneity in production environment of banks. In both models for separation the inefficiency effect from the statistical noise was used Battese and Coelli point estimator [3]. The final estimates of the parameters both cost frontier models are listed in table 1.

|  | REM GLS |  | REM ML |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Estimate | Standard Error | Estimate | Standard Error |
| constant | $3.0432^{* *}$ | 0.2603 | $1.8369^{* *}$ | 0.4098 |
| $\ln P_{L} / P_{F}$ | $0.0710^{*}$ | 0.0318 | $0.352{ }^{* *}$ | 0.0545 |
| $\ln P_{K} / P_{F}$ | $0.4034{ }^{\text {** }}$ | 0.0389 | $0.0994^{* *}$ | 0.0409 |
| $\ln U$ | 0.0567 | 0.0377 | 0.0577 | 0.0465 |
| $\ln V$ | 0.6809 ** | 0.0343 | $0.9178{ }^{* *}$ | 0.0425 |
| $\ln Z$ | $0.2047{ }^{* *}$ | 0.0404 |  |  |
| T | 0.0088 | 0.0080 | $0.0180^{*}$ | 0.0098 |
| $\delta_{0}$ |  |  | 8.5792 | 8.3307 |
| $\delta_{1}$ |  |  | 0.8556 | 0.8105 |
| $\sigma^{2}$ |  |  | 0.5772 | 0.4768 |
| $\gamma$ |  |  | 0.9883 | 0.0115 |
| $\mathbf{R}^{2}$ | 0.9859 |  |  |  |
| $\log \mathrm{LF}$ |  |  | 37.7088 |  |
| Table 1: Parameters of the Cost Function Source: Self calculations (Eviews5 and Frontier 4.1) <br> * significant at $\alpha=0,05$ <br> ** significant at $\alpha=0,1$ |  |  |  |  |

Table 2 and 3 provide efficiency ranking for the banks and efficiency scores according to REM GLS and REM ML models.

| Bank | REM GLS |
| :--- | ---: |
| Istrobanka, a.s. | $1(1.0000)$ |
| Unibanka, a.s. | $2(0.9865)$ |
| OTP banka, a.s. | $3(0.9674)$ |
| Slovenská sporitel'ňa, a.s. | $4(0.9086)$ |
| Ľudová banka, a.s. | $5(0.9062)$ |
| Všeob. úverová banka, a.s. | $6(0.8986)$ |
| Dexia banka, a.s. | $7(0.8895)$ |
| Poštová banka, a.s. | $8(0.8553)$ |
| Tatra banka, a.s. | $9(0.8497)$ |
| Average | 0.9180 |

Table 2: Efficiency ranking for the banks and efficiency scores - REM GLS model Source: Self calculations

| Banka | $\mathbf{2 0 0 0}$ | $\mathbf{2 0 0 1}$ | $\mathbf{2 0 0 2}$ | $\mathbf{2 0 0 3}$ | $\mathbf{2 0 0 4}$ | $\mathbf{2 0 0 5}$ | $\mathbf{2 0 0 6}$ | $\mathbf{2 0 0 7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Tatra banka, a.s. | $2(0.9336)$ | $7(0.7242)$ | $8(0.7488)$ | $8(0.7468)$ | $9(0.7144)$ | $5(0.9101)$ | $4(0.9319)$ | $3(0.9330)$ |
| Všeob. úverová <br> banka, a.s. | $5(0.9232)$ | $4(0.9180)$ | $6(0.8964)$ | $7(0.9008)$ | $6(0.8919)$ | $2(0.9484)$ | $7(0.8782)$ | $7(0.9115)$ |
| Slovenská <br> sporitel'ňa, a.s. | $1(0.9599)$ | $1(0.9443)$ | $3(0.9460)$ | $3(0.9215)$ | $3(0.9168)$ | $1(0.9705)$ | $5(0.9297)$ | $5(0.9298)$ |
| Dexia banka, a.s. | $6(0.9181)$ | $6(0.9135)$ | $2(0.9586)$ | $1(0.9640)$ | $4(0.9135)$ | $6(0.8913)$ | $3(0.9378)$ | $2(0.9398)$ |
| OTP banka, a.s. |  | $3(0.9216)$ | $4(0.9395)$ | $4(0.9157)$ | $5(0.9023)$ | $7(0.8194)$ | $6(0.8929)$ | $4(0.9329)$ |
| Istrobanka, a.s. | $4(0.9301)$ | $8(0.4601)$ | $1(0.9652)$ | $2(0.9612)$ | $1(0.9334)$ | $4(0.9340)$ | $2(0.9446)$ | $1(0.9544)$ |
| Poštová banka, a.s. | $3(0.9306)$ | $5(0.9155)$ | $5(0.9280)$ | $6(0.9079)$ | $7(0.8433)$ | $9(0.6347)$ | $9(0.6236)$ | $8(0.7468)$ |
| Unibanka, a.s. |  |  |  |  | $2(0.9300)$ | $3(0.9378)$ | $1(0.9815)$ | $6(0.9246)$ |
| Ludová banka, a.s. | $7(0.8822)$ | $2(0.9328)$ | $7(0.8924)$ | $5(0.9145)$ | $8(0.8369)$ | $8(0.7812)$ | $8(0.8754)$ |  |
| Average | 0.9254 | 0.8412 | 0.9094 | 0.9040 | 0.8758 | 0.8697 | 0.8884 | 0.9091 |

Table 3: Efficiency ranking for the banks and efficiency scores - REM ML model
Source: Self calculations

## 5. Conclusion

Table 1 shows that almost all the coefficients are significant and the coefficients are mildly different from one model to another. In addition in model REM ML are listed estimations of $\delta_{0}$ and $\delta_{1}$ by reason of different formulation of $u_{i t}$, in this model we made assumption of time varying inefficiency and variable $Z$ was excluded from the deterministic core of the cost frontier and included to the inefficiency component in order to model heterogeneity in production environment of banks. Non signification of parameter $\delta_{1}$ implies that the equity capital is not variable which might capture heterogeneity in production environment of banks and account for inefficiency.

Tables 2 and 3 provide efficiency estimates and ordering of banks (the estimated efficiency scores are given in brackets). The scores can move between 0 and 1 , where the highest value implies a perfectly efficient bank and the difference from 1 approximates the percentage of the total costs that the bank can potentially save. As the results suggest, the studied banks are on average about $90 \%$ efficient according both models. The individual efficiency estimates are not stable across models by reason of different assumption about inefficiency component. In consequence of relaxation time invariant efficiency assumption we obtained efficiency scores for each observed year in REM ML model. In spite of this advantage and for reason of non signification of $\delta_{1}$ we prefer REM GLS model in our data set.
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#### Abstract

The eigenproblem in extremal algebras, such as max-plus or max-min algebra, is investigated with restriction to circulant matrices. For the max-plus case, an algorithm working in linear time is proposed which computes the dimension of the eigenspace of a given circulant max-plus matrix. For max-min circulant matrices, the structure of the eigenspace is described, in contrast to the fact that the description of the eigenspace structure is not known for general max-min matrices. Keywords: max-min algebra, max-plus algebra, eigenproblem, circulant matrices, eigenvector


## 1 Introduction

Models in many applications use operations of maximum and minimum, together with further arithmetical operations. Such algebras are often referred to as extremal. Max-plus algebra is useful for investigation of discrete events systems and the sequence of states in discrete time corresponds to powers of matrices in max-plus algebra. The eigenvectors of max-plus matrices describe the steady states of the system. The eigenproblem in max-min algebra is important for applications connected with system reliability, or with fuzzy relations. For these reasons, the structure of the eigenspace (the set of all eigenvectors) of a given extremal matrix has been intensively studied by many authors, see e.g. [1-4, 8, 9]. The theoretical results were found and polynomial algorithms were proposed for computing the eigenvalue and eigenvectors of given max-plus or max-min matrices.

For special types of matrices, the computation can often be performed in a simpler way than in the general case, hence the investigation of special cases is important from the computational point of view. In this contribution the eigenproblem for circulant max-plus and max-min matrices is investigated. A square matrix is called circulant, if the input values in every row of the matrix are the same as the values in the previous row, but they are cyclically shifted by one position to the right. In applications, some types of computer nets can be represented by circulant matrix, e.g. tokenring is a simple circulant matrix.

Concerning the max-plus case, an algorithm for computation of the eigenspace dimension is proposed in this paper. The algorithm computes the eigenspace dimension of a given circulant max-plus matrix in linear time, in contrast to the computational complexity in the general case, which is $O\left(n^{3}\right)$. For maxmin circulant matrices, the structure of the eigenspace is completely described. Such description of the eigenspace structure is not known for general max-min matrices.

## 2 Notions and notation

By a max-plus algebra we understand a triple $(\mathcal{R}, \oplus, \otimes)$, where $\mathcal{R}$ is the set of all real numbers and $\oplus, \otimes$ are binary operations on $\mathcal{R}$ defined as

$$
a \oplus b=\max (a, b), \quad a \otimes b=a+b
$$

for all $a, b \in \mathcal{R}$. Similarly, a max-min algebra is a triple $(\mathcal{R}, \oplus, \otimes)$, where $\mathcal{R}$ is the set of all real numbers and $\oplus, \otimes$ are binary operations on $\mathcal{R}$ defined as

$$
a \oplus b=\max (a, b), \quad a \otimes b=\min (a, b)
$$

for all $a, b \in \mathcal{R}$. In max-min algebra, the additive structure of real numbers is neglected, and only the linear ordering on $\mathcal{R}$ is used.

The operations $\oplus, \otimes$ are extended to matrices and vectors in the same way as in conventional linear algebra. Hence, in both types of extremal algebras, the matrix product $A \otimes B$ is defined for matrices $A \in \mathcal{R}^{m \times p}, B \in \mathcal{R}^{p \times n}$ as a matrix $C \in \mathcal{R}^{m \times n}$ by formula

$$
c_{i j}=\bigoplus_{k=1}^{p}\left(a_{i k} \otimes b_{k j}\right)
$$

for $i=1, \ldots m, j=1, \ldots n$. The $k$ th power of a square matrix $A \in \mathcal{R}^{n \times n}$ is denoted by $A^{(k)}$ and defined by recursion on $k=2,3, \ldots$.

$$
A^{(k)}=A \otimes A^{(k-1)}
$$

In this paper we consider a special form of matrices, called circulant matrices. Square matrix $A$ of type $n \times n$ is circulant if

$$
a_{i j}=a_{i^{\prime} j^{\prime}}
$$

whenever

$$
i-i^{\prime} \equiv j-j^{\prime} \quad(\bmod n)
$$

Hence, circulant matrix $A$ is fully determined by its inputs in the first row, denoted as $a_{0}, a_{1}, \ldots, a_{n-1}$ ( $a_{0}$ is the common value of all diagonal inputs, and similarly each $a_{i}$ is the common value of all inputs on a line parallel to the matrix diagonal)

$$
\left(\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & \ldots & a_{n-1} \\
a_{n-1} & a_{0} & a_{1} & \ldots & a_{n-2} \\
a_{n-2} & a_{n-1} & a_{0} & \ldots & a_{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{1} & a_{2} & a_{3} & \ldots & a_{0}
\end{array}\right)
$$

## 3 Eigenproblem in max-plus algebra

The eigenproblem in max-plus algebra is formulated as follows. For given $A \in \mathcal{R}^{n \times n}$, find $\lambda \in \mathcal{R}$ and $x \in \mathcal{R}^{n}$ satisfying

$$
A \otimes x=\lambda \otimes x
$$

The value $\lambda$ and the vector $x$ fulfilling the above equation are called the eigenvalue and the eigenvector of matrix $A$. The set of all eigenvectors is called the eigenspace of $A$. It has been shown in [1] that the eigenvalue of a given max-plus matrix can be efficiently described by considering cycles in specific digraphs.

The associated digraph $D_{A}$ of a matrix $A \in \mathcal{R}^{n \times n}$ is defined as a complete arc-weighted digraph with the node set $V=N=\{1,2, \ldots, n\}$, and with the arc weights $w(i, j)=a_{i j}$ for every $(i, j) \in N \times N$. If $p$ is a path or a cycle in $D_{A}$, of length $r=|p|$, then the weight $w(p)$ is defined as the sum of all weights of the arcs in $p$. If $r>0$, then the mean weight of $p$ is defined as $w(p) / r$. The maximal mean weight of a cycle in $D_{A}$ is denoted by $\lambda(A)$.

Lemma 1. [1] If $A \in \mathcal{R}^{n \times n}$, then $\lambda(A)$ is the unique eigenvalue of $A$.
Eigenvectors of a given max-plus matrix can be found using the following procedure: for any $B \in \mathcal{R}^{n \times n}$ we denote by $\Delta(B)$ the matrix $B \oplus B^{(2)} \oplus \ldots \oplus B^{(n)}$. Further, we denote $A_{\lambda}=-\lambda(A) \otimes A$ (in the formal product of a scalar value $-\lambda(A)$ and a matrix $A$ we have $\left[A_{\lambda}\right]_{i j}=-\lambda(A)+a_{i j}$ for any $\left.(i, j) \in N \times N\right)$. It is shown in [1] that matrix $\Delta\left(A_{\lambda}\right)$ contains at least one column, the diagonal element of which is 0 . Every such a column is an eigenvector (so called: fundamental eigenvector) of the matrix $A$. Moreover, every eigenvector of $A$ can be expressed as a linear combination of fundamental eigenvectors.

Let us denote by $g_{1}, g_{2}, \ldots, g_{n}$ all columns of $\Delta\left(A_{\lambda}\right)$. We shall say that vectors $g_{j}, g_{k}$ are equivalent, if there is $\alpha \in G$ such that $g_{j}=\alpha \otimes g_{k}$. It has been shown in [1] that vectors $g_{j}, g_{k}$ are equivalent if and only if the vertices $j, k$ are contained in a common cycle $c$ with $w(c)=\lambda(A)$ in $D_{A}$. The eigenspace dimension of matrix $A$ is defined as the maximal number of non-equivalent fundamental eigenvectors. In general case, the eigenspace dimension can be found by computing matrix $\Delta\left(A_{\lambda}\right)$ in $O\left(n^{3}\right)$ time. In this section we show that for circulant matrices the eigenspace dimension can be computed in $O(n)$ time.

The eigenproblem for circulant max-plus matrices was studied in [4] and following lemmas were presented.

Lemma 2. [4] If $A$ and $B$ are circulant max-plus matrices of the same type $n \times n$, then $A \otimes B$ is also $a$ circulant matrix of type $n \times n$.

Lemma 3. [4] For a circulant matrix $A$ the eigenvalue $\lambda(A)$ is equal to the maximal value of the elements in the first row of $A$.

Theorem 1. The eigenspace dimension of a given circulant matrix $A$ is equal to the greatest common divisor of all positions of the maximal value $\lambda(A)$ in the first row of matrix $A$ and the size $n$ of $A$.

### 3.1 Proof of Theorem 1

Let $A \in \mathcal{R}^{n \times n}$ be a fixed circulant matrix. Without any loss of generality we can assume that the maximal value in the first row of $A$ is equal to zero. Then $\lambda(A)=0, A_{\lambda}=A$, and any two fundamental eigenvectors $g_{j}, g_{k}$ are equivalent if and only if vertices $j, k$ are contained in a common cycle $c$ with $w(c)=0$ in $D_{A}$. Such a cycle will be called zero-cycle. For reader's convenience, the proof is divided into three cases.

Case 1. In the first case we assume that the maximal value 0 in the first row of matrix $A$ is contained on the position 0 and nowhere else. In other words, $a_{0}=0$ and $a_{i}<0$ for $i=1,2, \ldots, n-1$. Then matrix $A$ contains zeros on the main diagonal and negative values on other positions. Hence, the only zero-arcs in the associated digraph $D_{A}$ are the loops on all vertices, which are also the only zero-cycles. Hence, and all fundamental eigenvectors are pairwise non-equivalent. As a consequence, the eigenspace dimension is $n=\operatorname{gcd}(0, n)$, and the assertion of Theorem 1 in Case 1 is true.

Case 2. In this case we assume that the maximal value 0 in the first row is situated on a single position $p>0$. Then the zero-arcs in the associated digraph $D_{A}$ are exactly the arcs of span $p$, i.e. the arcs connecting every vertex $i$ with vertex $i+p$. Hence, every zero-cycle is composed of arcs of span $p$ and, therefore, the length of every zero-cycle is a multiple of $p$. At the same time, the length of any cycle is a multiple of $n$, and a multiple of the greatest common divisor $d=\operatorname{gcd}(p, n)$, as well. By a wellknown theorem from number theory, every sufficiently large multiple of $d$ can be expressed as a linear combination of numbers $p, n$ with positive coefficients. As a consequence, any two vertices $i, j \in D_{A}$ are contained in a common zero-cycle if and only if $i-j \equiv d(\bmod n)$. By this, there are exactly $d$ classes of eigenvector equivalence. In other words, the eigenspace dimension is equal to $d=\operatorname{gcd}(p, n)$.

Case 3. In fact, the last case is the most general and covers also the cases 1 and 2 . We assume that the maximal value 0 in the first row of $A$ is situated on $k$ positions $p_{1}, p_{2}, \ldots, p_{k}$. Let us denote $d=$ $\operatorname{gcd}\left(p_{1}, p_{2}, \ldots, p_{k}, n\right)$. By similar arguments as in the previous two cases, we get that any two vertices $i, j \in D_{A}$ are contained in a common zero-cycle if and only if $i-j \equiv d(\bmod n)$, i.e. the number of equivalence classes in the eigenspace of $A$ is exactly $d$. By this, the proof of Theorem 1 is complete.

## 4 Eigenproblem in max-min algebra

It is well-known fact that the eigenvalue can be eliminated in the formulation of the eigenproblem in maxmin algebra. Hence, the max-min eigenproblem stands as follows: for given max-min matrix $A \in \mathcal{R}^{n \times n}$, find vector $x \in \mathcal{R}^{n}$ satisfying the equation

$$
A \otimes x=x
$$

The structure of the max-min eigenspace for circulant matrices is described in the following theorem. We use the notation $M(A)=\max \left(a_{0}, a_{1}, \ldots, a_{n-1}\right)$ and $m(A)=\max \left(a_{1}, \ldots, a_{n-1}\right)$, where the row vector $\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)$ is the first row of a given circulant matrix $A$.

Theorem 2. Let matrix $A \in \mathcal{R}^{n \times n}$ be circulant. Then vector $x=\left(x_{1}, x_{2}, \ldots, n\right)$ is a max-min eigenvector of $A$ if one of the following conditions is satisfied
(i) $x_{1}=x_{2}=\ldots=x_{n} \leq M(A)$,
(ii) $m(A) \leq x_{i} \leq M(A)$ for every $i=1,2, \ldots, n$.

### 4.1 Proof of Theorem 2

Let $A \in \mathcal{R}^{n \times n}$ be a given circulant matrix with elements $\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)$ in the first row, let $x=$ $\left(x_{1}, x_{2}, \ldots, n\right) \in \mathcal{R}^{n}$. We shall prove that any of the conditions (i), (ii) is sufficient for the max-min equation $A \otimes x=x$.

Condition (i). Let us assume that the condition $x_{1}=x_{2}=\ldots=x_{n} \leq M(A)$ is satisfied. By definition of $M(A)$, there exists $p \in N_{0}=\{0,1,2, \ldots, n-1\}$ such that $a_{p}=M(A)$. Using cyclic indexation modulo $n$ of elements in $A$, we have for any $i \in N=\{1,2, \ldots, n\}$

$$
(A \otimes x)_{i}=\bigoplus_{k \in N}\left(a_{k-i} \otimes x_{k}\right) \geq a_{p} \otimes x_{p+i}=M(A) \otimes x_{p+i}=x_{i}
$$

On the other hand, we have

$$
(A \otimes x)_{i}=\bigoplus_{k \in N}\left(a_{k-i} \otimes x_{k}\right) \leq \bigoplus_{k \in N}\left(M(A) \otimes x_{k}\right)=\bigoplus_{k \in N} x_{k}=x_{i}
$$

As a consequence, we have the equation $A \otimes x=x$, i.e. $x$ is eigenvector of $A$

Condition (ii). Let us assume that the inequalities $m(A) \leq x_{i} \leq M(A)$ hold true for every $i \in N$. By definition of $m(A)$, there exists $p \neq 0$ such that $a_{p}=m(A)$.

We shall distinguish two cases: (a) $a_{0}=M(A)$, (b) $a_{0}<M(A)=m(A)$. In case (a) we have, for any $i \in N$

$$
\begin{gathered}
(A \otimes x)_{i}=\bigoplus_{k \in N}\left(a_{k-i} \otimes x_{k}\right) \geq a_{0} \otimes x_{i}=M(A) \otimes x_{i}=x_{i} \\
(A \otimes x)_{i}=\bigoplus_{k \in N}\left(a_{k-i} \otimes x_{k}\right)=\left(a_{0} \otimes x_{i}\right) \oplus \bigoplus_{k \in N \backslash\{i\}}\left(a_{k-i} \otimes x_{k}\right) \\
\leq\left(M(A) \otimes x_{i}\right) \oplus \bigoplus_{k \in N \backslash\{i\}}\left(m(A) \otimes x_{k}\right)=x_{i} \oplus m(A)=x_{i}
\end{gathered}
$$

In case (b) we have $M(A)=m(A)$, and condition (ii) reduces to condition (i). Hence, in both cases (a) and (b) the equation $A \otimes x=x$ holds true, i.e. $x$ is eigenvector of $A$.

Note 1. There exist circulant matrices with max-min eigenvectors not satisfying any of conditions in Theorem 2. The paper describing the form of such eigenvectors is in preparation.
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#### Abstract

An iteration method for solving optimization problems with constraints described by a system of (max, $\min$ )-linear equations is proposed. Some theoretical properties of the problems are proved. Some prossibilities of applications of such problems are presented. Keywords. Nonconvex Optimization Methods, (max,min)-linear equations.


## 1 Introduction.

Problems on algebraic structures, in which pairs of operations (max, + ) or (max, min) replace addition and multiplication of the classical linear algebra have appeared in the literature approximately since the sixties of the last century (see e.g. [5], [10]). A systematic theory of such algebraic structures was published probably for the first time in [5]. In these publications among other problems systems of the so called (max, +)- or (max, min)-linear equations with variables on only one side of the equations were investigated. Since operation max replacing addition is no more a group, but only a semigroup operation, it is a substantial difference between solving systems with variables on one side and systems with variables occuring on both sides of the equations. The former systems will be called "one-sided" and the latter systems "two-sided". Special two-sided systems were studied in [4], [5], [8], [10] in connection with the so called (max, +)- or (max, min)-eigenvalue problem. General two-sided (max, + )-linear systems were studied in [2], [3]. Two-sided systems with a more general structure, in which on both sides of the equations residual functions occur were investigated in [6], where a general iteration method for solving such systems was proposed. The method can be applied also to (max, +)- or (max, min)-linear systems. In [7] a polynomial method for finding the maximum solution of the (max, min)-linear system was proposed. Using this method we will propose an iteration method for solving optimization problems with maxseparable objective functions and the set of feasible solutions described by a system of (max, min)-linear equations.

## 2 Notations, Problem Formulation, Theoretical Properties.

Let us introduce the following notations:
$J=\{1, \ldots, n\}, I=\{1, \ldots, m\}, R=(-\infty, \infty), \bar{R}=[-\infty, \infty]$,
$R^{n}=R \times \ldots \times R$ (n-times), similarly $\bar{R}^{n}=\bar{R} \times \ldots \times \bar{R}, x=\left(x_{1}, \ldots, x_{n}\right) \in \bar{R}^{n}, \alpha \wedge \beta \equiv \min \{\alpha, \beta\}$ for any $\alpha, \beta \in \bar{R}$, we set per definition $-\infty \wedge \infty=-\infty, x^{(0)} \equiv(\infty, \ldots, \infty)$,
$a_{i j}, b_{i j} \in \bar{R}, \forall i \in I, j \in J$ are given numbers,

$$
\begin{aligned}
a_{i}(x) \equiv \max _{j \in J}\left(a_{i j} \wedge x_{j}\right) & \text { for all } i \in I, \\
b_{i}(x) \equiv \max _{j \in J}\left(b_{i j} \wedge x_{j}\right) & \text { for all } i \in I,
\end{aligned}
$$

We will consider the following system of (max, min)-linear equations

$$
\begin{equation*}
a_{i}(x)=b_{i}(x) \quad \forall i \in I \tag{1}
\end{equation*}
$$

The set of all solutions of system (1) will be denoted by $M$. We define further sets $M(\bar{x}), M_{i}(\bar{x})$ for any $\bar{x} \in \bar{R}^{n}, i \in I$ as follows:

[^18]\[

$$
\begin{gather*}
M(\bar{x}) \equiv\{x \mid x \in M \& x \leq \bar{x}\}  \tag{2}\\
M_{i}(\bar{x}) \equiv\left\{x \mid a_{i}(x)=b_{i}(x) \& x \leq \bar{x}\right\} \tag{3}
\end{gather*}
$$
\]

Let us note that sets $M(\bar{x}), M_{i}(\bar{x})$ are always nonempty, since e.g. $x(\alpha) \equiv(\alpha, \ldots, \alpha) \in M(\bar{x})$, if $\alpha \leq \min _{(i, j) \in I \times J}\left(a_{i j} \wedge b_{i j} \wedge \bar{x}_{j}\right)$. Let us note further that if $\bar{x}=x^{(0)} \equiv(\infty, \ldots, \infty)$, then evidently $M(\bar{x})=M$, and if $\underline{x}=(-\infty, \ldots,-\infty)$, then $\underline{x} \leq x$ for any $x \in M$.

Definition 1. Let $L \subseteq \bar{R}^{n}, \tilde{x} \in L$. Let the following implication holds: $x \in L \Rightarrow x \leq \tilde{x}$. Then $\tilde{x}$ is called the maximum element of $L$.

Remark 1. The algorithm presented in [7] finds the maximum element of $M(\bar{x})$ for any given $\bar{x}$, i.e. element $x^{\max } \in M(\bar{x})$ such that $x \leq x^{\max } \forall x \in M(\bar{x})$.

In this paper, we will solve the following minimization problem:

$$
\begin{equation*}
f(x) \longrightarrow \min \text { s.t. } x \in M(\underline{x}, \bar{x}) \equiv\{x \mid x \in M \& \underline{x} \leq x \leq \bar{x}\} \tag{4}
\end{equation*}
$$

where $\underline{x}, \bar{x} \in R^{n}$ and the objective function $f(x)=f\left(x_{1}, \ldots, x_{n}\right)$ is defined as follows:

$$
f\left(x_{1}, \ldots, x_{n}\right) \equiv \max \left\{f_{1}\left(x_{1}\right), \ldots, f_{n}\left(x_{n}\right)\right\}
$$

We will assume that $f_{j}\left(x_{j}\right), j \in J$ are continuous strictly increasing functions and $\underline{f} \equiv f(\underline{x}), \bar{f} \equiv f(\bar{x})$. In the next section we will propose an iteration algorithm for solving minimization problem (4).

## 3 Solution Method

Lemma 1. Let $\underline{y} \leq \bar{y}$, let $y^{\max }$ be the maximum element of $\mathrm{M}(\bar{y})$. Then $M(\underline{y}, \bar{y}) \neq \emptyset$ if an only if $\underline{y} \leq y^{\max }$

Proof:
If $\underline{y} \leq y^{\max }$, then $y^{\max } \in M(\underline{y}, \bar{y})$ and thus $M(\underline{y}, \bar{y}) \neq \emptyset$.
If $\underline{y} \not \leq y^{\max }$, then $M(\underline{y}, \bar{y}) \stackrel{\emptyset}{=}$, since any element of $M(\underline{y}, \bar{y})$ would have to satisfy the inequalities $\underline{y} \leq y \leq y^{\max }$, which is under the assumption that $\underline{y} \not \leq y^{\max }$ impossible.

## ALGORITHM

1 Input $\underline{x}, \bar{x}, \epsilon>0, \underline{f}:=f(\underline{x}), \bar{f}:=f(\bar{x})$;
2 Find the maximum element $\tilde{x}$ of $M(\bar{x})$ using the method from [7];
3 If $\underline{x} \not \leq \tilde{x}$, then $M(\underline{x}, \bar{x})=\emptyset$, STOP.
4 解 $:=f(\tilde{x}), f^{(1)}:=\underline{f}+(\bar{f}-\underline{f}) / 2, \bar{x}_{j}^{(1)}:=f_{j}^{-1}\left(f^{(1)}\right) \wedge \tilde{x}_{j} \forall j \in J, \bar{x}^{(1)}:=\left(\bar{x}_{1}^{(1)}, \ldots, \bar{x}_{n}^{(1)}\right)$ (determining the new upper bound);
5 Find the maximum element $\tilde{x}^{(1)}$ of $M\left(\bar{x}^{(1)}\right)$ using the method from [7];
6 If $\underline{x} \leq \tilde{x}^{(1)}$, then set $\tilde{x}:=\tilde{x}^{(1)}$ and go to 8 ;
7 Set $\underline{f}:=f\left(\bar{x}^{(1)}\right)$ (determining new lower bound for $f$ );
8 If $(f(\tilde{x})-\underline{f})>\epsilon$, then go to 4 ;
$9 \tilde{x}$ is the $\epsilon$-approximation of the optimal solution STOP.

## 4 Applications, Numerical Examples.

Example 1. Let us consider a situation, in which transportation means of different size provide transporting goods from in places $i \in I$ to a terminal $T$. The goods are unloaded in $T$ and the transportation means (possibly with other goods uploaded in T ) have to return to $i$. We assume that the connection between $i$ and $T$ is possible only via one of the placies (e.g. cities) $j \in J$ and the capacities of the roads between $i$ and $j$ is equal to $a_{i j}$. We have to join placies $j$ with $T$ by a road with a capacity $x_{j}$ so that the total capacity of the connection between $i$ and $T$ is equal to $a_{i j} \wedge x_{j}$. The transport from $T$ to $i$ is carried out via possibly different places $k \in K$ with capacities between $k$ and $i$ equal to $b_{i k}$. We have to join placies $k$ with $T$ by a road with a capacity $y_{k}$ so that the total capacity of the connection between $T$ and $i$ is equal to $b_{i k} \wedge y_{k}$. We assume that the transportation means can pass only through some roads with
a capacity corresponding to the size of the transportation mean and our task is to choose appropriate capacities $x_{j}, y_{k}$. In order that each of the transportation means may return to $i$, it is natural to require for each $i$ that the maximal attainable capacity of connections between $i$ and $T$ via $j$ is equal to maximal attainable capacity of connections between $T$ and $i$ via $k$. In other words, we have to choose $x_{j}$ and $y_{k}$ in such a way that

$$
\begin{equation*}
\max _{j \in J}\left(a_{i j} \wedge x_{j}\right)=\max _{k \in K}\left(b_{i k} \wedge y_{k}\right) \forall i \in I \tag{5}
\end{equation*}
$$

We see that this problem can be transformed to a system having form (1) (we can namely consider vector $(x, y)$ and introduce coefficients at $y$ on the left hand sides and at $x$ on the right hand sides equal to zero). Note that the model is flexible enough to include different real situations. If for instance the road between $i$ and $j$ does not exist, we set simply $a_{i j}=0$, if the road is a two way road with equal capacity in both directions, we set $b_{i k}=a_{i j}$, if we do not want to connect $j$ with $T$, we set the lower and upper bound on $x_{j}$ equal to 0 . Let us assume further that the choice of $x_{j}, y_{k}$ is connected with penalties $f_{j}\left(x_{j}\right), g_{k}\left(y_{k}\right)$ respectively. The penalties may be connected e.g. with some economic or ecologic requirements (costs, air pollution) so that it is quite natural to accept that $f_{j}, g_{k} \forall j \in J, k \in K$ are continuous strictly increasing functions. The problem consisting in minimizing the maximum penalty under the constraints given by (5) and some lower and upper bounds on $x, y$ can be easily transformed to an optimization problem having form (4).

Example 2. Let us consider the following optimization problem:
Minimize $f(x) \equiv \max \left(2 x_{1}, 3 x_{2}, x_{3}\right)$ subject to

$$
\begin{gathered}
\max \left(4 \wedge x_{1}, 5 \wedge x_{2}, 0 \wedge x_{3}\right)=\max \left(0 \wedge x_{1}, 4 \wedge x_{2}, 5 \wedge x_{3}\right), \\
\underline{x} \leq x \leq \bar{x}
\end{gathered}
$$

where $\underline{x}=(5,3,4), \bar{x}=(6,6,6)$.
We proceed in accordance with the AGORITHM as follows:

```
\(\underline{x}=(5,3,4), \bar{x}=(6,6,6), \underline{f}:=10, \bar{f}:=18, \epsilon=1 ;\)
\(\tilde{x}=\bar{x}=(6,6,6) ;\)
\(\underline{x} \leq \tilde{x} ;\)
\(\bar{f}:=f(\tilde{x})=18, f^{(1)}:=10+(18-10) / 2=14, \bar{x}^{(1)}:=(6,14 / 3,6) ;\)
\(\tilde{x}=(6,14 / 3,14 / 3) ;\)
\(\underline{x} \leq \tilde{x} ;\)
\(f(\tilde{x})-\underline{f}=14-10=4>\epsilon=1 ;\)
\(\bar{f}:=f(\tilde{x})=14, f^{(1)}=10+(14-10) / 2=12, \bar{x}^{(1)}:=(6,4,14 / 3) ;\)
\(\tilde{x}=(6,4,4)\)
\(\underline{x} \leq \tilde{x} ;\)
\(f(\tilde{x})-\underline{f}=12-10=2>\epsilon=1 ;\)
\(\bar{f}:=f(\tilde{x})=12, f^{(1)}:=10+(12-10) / 2=11 ;\)
\(\tilde{x}=(11 / 2,11 / 3,4) ;\)
\(\underline{x} \leq \tilde{x} ;\)
\(f(\tilde{x})-\underline{f}=11-10=1=\epsilon=1 ;\)
\(\tilde{x}\) is the \(\epsilon\)-optimal solution, STOP;
```

Example 3. Let us consider the following optimization problem:
Minimize $f(x) \equiv \max \left(2 x_{1}, 3 x_{2}, x_{3}\right)$ subject to

$$
\begin{gathered}
\max \left(4 \wedge x_{1}, 5 \wedge x_{2}, 0 \wedge x_{3}\right)=\max \left(0 \wedge x_{1}, 4 \wedge x_{2}, 5 \wedge x_{3}\right), \\
\underline{x} \leq x \leq \bar{x},
\end{gathered}
$$

where $\underline{x}=(5,3,5), \bar{x}=(6,6,6)$.
We proceed in accordance with the AGORITHM as follows:

| 1 | $\underline{x}=(5,3,5), \bar{x}=(6,6,6), \underline{f}:=10, \bar{f}:=18, \epsilon=1 ;$ |
| :--- | :--- |
| 2 | $\tilde{x}=\bar{x}=(6,6,6) ;$ |
| 3 | $\underline{x} \leq \tilde{x} ;$ |
| 4 | $\bar{f}:=f(\tilde{x})=18, f^{(1)}:=10+(18-10) / 2=14, \bar{x}^{(1)}:=(6,14 / 3,6) ;$ |

```
\(5 \tilde{x}=(6,14 / 3,14 / 3)\);
\(6 \underline{x} \nless \tilde{x}\);
\(7 f:=f\left(\bar{x}^{(1)}\right)=14, \tilde{x}:=\bar{y}\), go to 4 ;
\(4 \bar{f}:=f(\tilde{x})=18, f^{(1)}:=14+(18-14) / 2=16, \bar{x}^{(1)}:=(6,16 / 3,6)\);
\(5 \tilde{x}=(6,16 / 3,5)\);
\(6 \underline{x} \leq \tilde{x}^{(1)}, \tilde{x}:=\tilde{x}^{(1)}=(6,16 / 3,5)\);
\(8 f(\tilde{x})-\underline{f}=16-14=2>\epsilon\);
\(4 \bar{f}:=f(\tilde{x})=16, f^{(1)}:=14+(16-14) / 2=15, \bar{x}^{(1)}:=(6,5,5)\);
\(\tilde{x}=(6,5,5)\);
\({ }^{6} \underline{x} \leq \tilde{x}\);
\(f(\tilde{x})-\underline{f}=15-14=1=\epsilon ;\)
\(\tilde{x}\) is the \(\epsilon\)-optimal solution, STOP;
```
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#### Abstract

Correct determination of probability of default (PD) of particular financial subjects plays a necessary role in lot of crucial financial fields such are risk management, requests for loans, determination of rating and particularly for pricing of credit derivatives. Among the most widely used models to forecast a company's default, is a class of statistical models, generally known as credit-scoring models. In this paper a possibility of determination of financial institution's PD according to the linear discriminant analysis (one of the categories of credit-scoring models) is discussed. The main part of the paper is devoted to the estimation of the score via discriminant function and to the direct determination of the probability of default associated with the individual companies analyzed. Further we introduce index, which is possible to use to measure the success of a model. Linear discriminant analysis is applied and verified on sample of 14 financial institutions. There are also discussed restrictions of introduced model a possibilities of its improvement in the paper.


Keywords. Probability of default, linear discriminant analysis, economic indicators of financial institutions, Wilk's Lambda.

## 1. Introduction

Estimating the borrower's risk level, namely the probability of default, by assigning a different PD to each borrower is now widely employed in many banks. The false estimation of PD led to unreasonable rating, incorrect pricing of financial instruments and thereby it was one of the causes of the financial crisis. One of the possibilities how to estimate the probability of default is to use so-called credit-scoring models. Although the techniques underlying these models were devised in the 1930s by authors such as Fischer [5] and Durand [4], the decisive boost to the development and spread of these models came in the 1960s, with studies by Beaver [3], Altman [1] and others. Presently it is tendency to analyze and to simulate the time series of the particular variables by means of Lévy processes [7] as it could by helpful to better predictor ability of the models.

The goal of the paper is the application and verification of usage possibility of linear discriminant analysis which is one of the credit-scoring models. Within this method we arrange a model for determination of probability of default of financial institutions.

In the theoretical part of the paper we expand in more detail the linear discriminant analysis at first. This part also involves the way of calculation of PD and the possibility of measuring the success rate of a model. There will be introduced a sample of 14 financial institutions, that are to be divided in healthy companies and default ones, including their financial indicators in the next part. Further we will apply the linear discriminant analysis on the chosen sample of the banks and determine the particular PDs. In conclusion we will discuss the results and also the restrictions and the drawbacks of the model.

## 2. Review of credit-scoring models

There are a lot of models to estimate the probability of default in financial world. Among the most widely used ones are models, generally known as credit-scoring models. These are multivariate models which use the main financial indicators of a company as input, attributing a weight to each of them that reflects its relative importance in forecasting default. We can group these models into three categories: a) linear discriminant analysis; b) regression models; c) inductive models. Linear discriminant analysis (will be presented in more detail bellow) is based on the estimation of the discriminant function which make it possible to discriminate between healthy companies and abnormal ones. In regression models (linear, logit and probit) we identify the variables that lead to the default of company, and their weights, with a simple linear regression. Both above mentioned models are based on a deductive approach designed to explain the economic causes of default. By contrast, inductive models (neural networks, genetic algorithm) follow a purely empirical inductive. These
models are often "black-boxes", which can be used to generate results rapidly, but whose logic may not be fully understood. We will be concerned with linear discriminant analysis in more detail in the next part of the paper.

## 3. Linear discriminant analysis

Basically, discriminant analysis is a classification technique which uses data obtained from a sample of companies to draw a boundary that separates the group of reliable ones from the group of insolvent ones. This means (how we mentioned above) to find the discriminant function. To do that we have to initially identify the variables, which typically are economic and financial indicators taken from financial statements. Afterwards the discriminant function estimates so-called $z$-score, which is a linear combination of the chosen independent variables. For $i$-th company and $n$ independent variables, the score will be calculated as follows:

$$
\begin{equation*}
z_{i}=\sum_{j=1}^{n} \gamma_{j} x_{i, j} \tag{1}
\end{equation*}
$$

The coefficients $\gamma_{j}$ of this linear combination are chosen as to obtain a score $z$ which discriminates abnormal and healthy companies. The value $z$ must be obtained in such a way that it maximizes the distance between centroids (means of $z_{A}$ and $z_{B}$ ) of the two groups of healthy and insolvent companies. The vector of gamma coefficients is calculated as follows:

$$
\begin{equation*}
\gamma=\Sigma^{-1}\left(x_{A}-x_{B}\right) \tag{2}
\end{equation*}
$$

where $x_{A}$ and $x_{B}$ are vectors containing the mean values of the $n$ independent variables for the group of healthy companies and the group of insolvent ones. $\Sigma$ is the matrix of variances and covariances between the $n$ independent variables and can be estimated as the "average" $\Sigma$ of the matrixes of variances and covariances for each group of companies, weighted by the number companies $\left(n_{A}, n_{B}\right)$ present in each group:

$$
\Sigma=\frac{n_{A}-1}{n_{A}+n_{B}-2} \Sigma_{A}+\frac{n_{B}-1}{n_{A}+n_{B}-2} \Sigma_{B}
$$

A very important task is to identify the indicators which will be used to estimate the model. In this paper the selection of discriminant variables will follow the stepwise method. It means the initially including all the variables in the list and subsequently removing those with lower discriminating power.

In the following it is necessary to estimate so-called cut-off point $(\alpha)$, which facilitates us to distinguish between relatively healthy companies and too risk ones. We can do that in the following way:

$$
\begin{equation*}
\alpha=\frac{1}{2} \gamma^{\prime}\left(x_{A}+x_{B}\right) . \tag{3}
\end{equation*}
$$

### 3.1. The estimation of the probability of default

Discriminant analysis can be used to produce a direct estimate of the probability of default. It can by shown (Altman 1981), that if the independent variables are distributed according to a multivariate normal distribution, the company's probability of default is given by:

$$
\begin{equation*}
P D=p\left(B \mid x_{i}\right)=\frac{1}{1+\frac{1-\pi_{B}}{\pi_{B}} e^{z_{i}-\alpha}}, \tag{4}
\end{equation*}
$$

where $z_{i}$ and $\alpha$ are quantities defined in (1) and (3) and $\pi_{B}$ represents the prior probability of default, which depends on the general characteristic of the market. ${ }^{1}$

### 3.2. Wilk's Lambda

Wilk's Lambda is a widely used index to measure the success rate of a model. It is given by

$$
\begin{equation*}
\Lambda=\frac{\sum_{i \in A}\left(z_{i}-z_{A}\right)^{2}+\sum_{i \in B}\left(z_{i}-z_{B}\right)^{2}}{\sum_{i=1}^{n}\left(z_{i}-\bar{z}\right)^{2}} \tag{5}
\end{equation*}
$$

where $\bar{z}$ represents the mean of $z_{i}$ in the entire sample of healthy and insolvent companies. If the scores for the individual companies from particular group are very similar to one another, the numerator (as will the entire Wilk's Lambda) will be close to zero and the model is very effective. However, if the two centroids are very similar to one another, the sum of the within deviances will be close to the total deviance, and the ratio will be close to 1 .

## 4. Data description

In our paper we will work with sample of 14 financial institutions. As a first step we had to divide this sample of banks into two groups - the healthy companies and the abnormal (or defaulted) ones. Defaulted companies can be defined in a variety of ways. In this paper the defaulted banks are thought the financial institutions which have gone into liquidation or undergone financial restructuring processes (e.g. take-over by another company or by government). The samples of the financial institutions for both of these groups were chosen randomly pursuant to the publicly available information. As a second step we identified the financial indicators from financial statements. Table 1 and table 2 show the chosen financial indicators for both groups of companies including their mean values. ${ }^{2}$ All indicators were calculated from data in year 2007.

|  | $\begin{gathered} x_{1}: \\ T A \end{gathered}$ | $\begin{aligned} & x_{2}: \\ & L T A \end{aligned}$ | $\begin{aligned} & x_{3}: \\ & E Q \end{aligned}$ | $\begin{gathered} x_{4}: \\ \text { YAEA } \end{gathered}$ | $\begin{aligned} & x_{5}: \\ & \text { CIBL } \end{aligned}$ | $\begin{aligned} & x_{6}: \\ & \text { NIM } \end{aligned}$ | $\begin{gathered} x_{7}: \\ \text { ROAA } \end{gathered}$ | $\begin{gathered} x_{8}: \\ \text { ROAE } \end{gathered}$ | $\begin{aligned} & x_{g}: \\ & \text { IE II } \end{aligned}$ | $\begin{gathered} X_{10}: \\ C I R \end{gathered}$ | $\begin{gathered} x_{11}: \\ \text { PE OI } \end{gathered}$ | $\begin{gathered} x_{12}: \\ E Q T A \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bank of America | 1715746 | 14,355 | 146803 | 7,16\% | 4,32\% | 34433 | 0,87\% | 14,25\% | 60,56\% | 75,41\% | 15,73\% | 8,56\% |
| JPMorgan Chase | 1562147 | 14,262 | 123221 | 10,31\% | 4,28\% | 26406 | 0,98\% | 18,51\% | 63,01\% | 74,50\% | 19,50\% | 7,89\% |
| M\&T Bank | 64876 | 11,08 | 6485 | 7,49\% | 3,53\% | 1850 | 1,01\% | 14,87\% | 47,81\% | 74,21\% | 20,28\% | 10,00\% |
| National City | 150374 | 11,921 | 13408 | 8,03\% | 4,16\% | 4396 | 0,21\% | 2,77\% | 52,14\% | 85,61\% | 21,88\% | 8,92\% |
| PNC Bank | 138920 | 11,842 | 14854 | 8,78\% | 3,45\% | 2915 | 1,06\% | 14,10\% | 52,72\% | 75,80\% | 21,49\% | 10,69\% |
| SunTrust Bank | 179574 | 12,098 | 18053 | 8,20\% | 4,03\% | 4720 | 0,91\% | 12,46\% | 52,97\% | 78,35\% | 20,57\% | 10,05\% |
| Wells Fargo \& Comp. | 575442 | 13,263 | 47628 | 9,27\% | 3,88\% | 19142 | 1,40\% | 24,41\% | 40,38\% | 69,09\% | 24,94\% | 8,28\% |
| Zionsbancorporation | 52947 | 10,877 | 5293 | 7,99\% | 3,56\% | 1882 | 0,93\% | 13,92\% | 41,28\% | 75,42\% | 22,12\% | 10,00\% |
| Mean values: | 555003 | 12,46 | 46968 | 8,40\% | 3,90\% | 11968 | 0,92\% | 14,41\% | 51,36\% | 76,05\% | 20,81\% | 9,30\% |

Table 1: Financial indicators of healthy companies

|  | $\begin{gathered} x_{1}: \\ T A \end{gathered}$ | $\begin{aligned} & x_{2}: \\ & L T A \end{aligned}$ | $\begin{gathered} x_{3}: \\ E Q \end{gathered}$ | YAEA | $\begin{aligned} & x_{5}: \\ & \text { CIBL } \end{aligned}$ | $\begin{aligned} & X_{6}: \\ & \text { NIM } \end{aligned}$ | ROAA | ROAE | $\begin{aligned} & x_{g}: \\ & \text { IE II } \end{aligned}$ | $\begin{gathered} x_{10}: \\ C I R \end{gathered}$ | $\begin{gathered} x_{11}: \\ \text { PE OI } \end{gathered}$ | $\begin{gathered} X_{12}: \\ E Q T A \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Wachovia | 782896 | 13,571 | 76872 | 8,87\% | 4,02\% | 18130 | 0,81\% | 11,41\% | 57,07\% | 79,10\% | 21,95\% | 9,82\% |
| Merrill Lynch | 1020050 | 13,835 | 31932 | 59,98\% | 13,02\% | 5549 | -0,76\% | -35,81\% | 90,26\% | 120,47\% | 25,37\% | 3,13\% |
| The Bear Stearns | 395362 | 12,888 | 11793 | 13,27\% | 3,38\% | 1350 | 0,06\% | 1,64\% | 88,32\% | 98,81\% | 21,21\% | 2,98\% |
| Lehman Brothers | 691063 | 13,446 | 22490 | 20,25\% | 9,32\% | 1947 | 0,61\% | 26,74\% | 95,33\% | 89,81\% | 16,09\% | 3,25\% |
| Landsbanki | 43692 | 10,685 | 2629 | 7,93\% | 5,84\% | 772 | 1,31\% | 24,76\% | 73,27\% | 93,98\% | 17,25\% | 6,02\% |
| Glitnir banki | 42140 | 10,649 | 2429 | 7,41\% | 5,88\% | 558 | 0,94\% | 19,93\% | 79,18\% | 100,36\% | 24,57\% | 5,76\% |
| Mean values: | 495867 | 12,51 | 24691 | 19,62\% | 6,91\% | 4718 | 0,50\% | 8,11\% | 80,57\% | 97,09\% | 21,07\% | 5,16\% |

Table 2: Financial indicators of default companies

## 5. Application and results

Application process will be divided into next steps:
i. According to (2) we will estimate particular weights of the variables and subsequently remove those with lower discriminating power.

[^19]ii. We will write down the discriminant function and estimate z -score for every company.
iii. We will calculate cut-off point $(\alpha)$ and estimate PDs according to (3) and (4).
iv. By way of Wilk's Lambda, equation (5), we will measure the success rate of a model.
v. We will discuss the results and restrictions of the model.

The vector $\gamma$ (weights of financial indicators) is according to (2) estimated as follows:

$$
\gamma=\left\{\begin{array}{llllllllllll}
0 & -0,8 & 0 & -6,2 & 0 & 0,0002 & -18 & 0 & 0 & 0 & 12 & 0
\end{array}\right\} .
$$

Here we can see that only 5 indicators with the most significant discriminating power remained. Now we can plug this vector in equation (1) and we get the general discriminant function for estimating z -score:

$$
z_{i}=-0,8 x_{2, i}-6,2 x_{4, i}+0,0002 x_{6, i}-18 x_{7, i}+12 x_{11, i},
$$

where $x_{2}$ is indicator LTA, $x_{4}$ YAEA, $x_{6}$ NIM, $x_{7}$ ROAA, $x_{11}$ PE OI.
Now we can calculate the $z$-score for every particular company. The results are shown in table 3 . After calculation of the cut-off point $(\alpha), \alpha=-6,987$, we can directly estimate the probability of default for analyzed companies according to (4). The results are shown in table 3 again.

| Non - default companies | $\boldsymbol{z}_{\boldsymbol{i}}$ | $\boldsymbol{P D}$ | Default companies | $\boldsymbol{z}_{\boldsymbol{i}}$ | $\boldsymbol{P D}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Bank of America | $-4,436$ | $5,6 \%$ | Wachovia | $-5,811$ | $18,9 \%$ |
| JPMorgan Chase | $-5,426$ | $13,7 \%$ | Merrill Lynch | $-10,537$ | $96,3 \%$ |
| M\&T Bank | $-6,656$ | $35,2 \%$ | The Bear Stearns | $-8,251$ | $72,8 \%$ |
| National City | $-6,601$ | $34,0 \%$ | Lehman Brothers | $-9,762$ | $92,4 \%$ |
| PNC Bank | $-7,027$ | $44,1 \%$ | Landsbanki | $-6,975$ | $42,8 \%$ |
| SunTrust Bank | $-6,987$ | $43,1 \%$ | Glitnir banki | $-5,976$ | $21,6 \%$ |
| Wells Fargo \& Company | $-5,159$ | $10,8 \%$ |  |  |  |
| Zionsbancorporation | $-6,278$ | $\mathbf{2 7 , 1 \%}$ |  |  |  |
| Mean values: | $\mathbf{- 6 , 0 7 1}$ | $\mathbf{2 6 , 7 \%}$ | Mean values: | $\mathbf{- 7 , 8 8 5}$ | $\mathbf{5 7 , 5 \%}$ |

Table 3: Z-score and PD
As we can see from results in table 3, our model is not very effective. The two groups are rather clustered around their respective centroids (equal to $-6,071$ for healthy companies and $-7,885$ for default ones), however, they are not perfectly separate, as some healthy companies have relative low scores, and especially some default companies (Wachovia and Glitnir banki) have relative high ones, which leads to the too low PD.

As we mentioned in the theoretical part, model efficiency can be also measured through the use of Wilk's Lambda. So by means of (5) we can measure the success rate of the model as

$$
1-\Lambda=1-\frac{\sum_{i \in A}\left(z_{i}-z_{A}\right)^{2}+\sum_{i \in B}\left(z_{i}-z_{B}\right)^{2}}{\sum_{i=1}^{n}\left(z_{i}-\bar{z}\right)^{2}}=1-\frac{6,34+19,46}{37,09}=30,42 \% .
$$

How we can see from equation above, the deviance in the group of default companies is relative high, hence the success rate of the model is low. So what can we do to improve the model? Generally, when we use the credit-scoring models to estimate the PD of the particular company, we have to pay attention to some problems. First problem relates to the insufficient amount of the companies in the sample. Great numbers of observations are needed to obtain robust results. From this point of view the sample of 14 institutions is too low to guarantee model with sufficient accuracy. The second problem is associated with the definition of the default company. The definition used to break down the estimation sample obviously affects the results of the model. A third problem is due to the fact that credit-scoring models ignore numerous qualitative factors, which can be highly significant in determining the insolvency of a company (such as company's reputation, the stage of the economic cycle, the quality of the management etc.). And last but not least we have to observe that success of the model is given by characteristic of the financial markets.

## 6. Conclusion

We applied and verified the possibility of usage of linear discriminant analysis in determination of PD of financial institutions in the paper. First we introduced theoretical background of credit-scoring models, particularly linear discriminant analysis, including the way of measuring the success rate of a model. In the next part of the paper we applied this method on a sample of 14 financial institutions and so we developed the model for forecasting a financial company's default. Next we estimated the PD of these financial institutions and success rate of the model. However, we faced some serious restrictions of the model, which caused that its efficiency was by no means perfect. First limit was amount of companies in the sample. It would be advisable to work with much more larger samples in order to estimate the model with sufficient accuracy. Next problems were associated with the definition of the default company and with ignore qualitative factors of companies. Elimination of these restrictions and usage of the Lévy processes to simulation of the particular financial indicators will be part of the next research.
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## Appendix A

| Indicator | Description of Indicator | Indicator's group |
| :---: | :---: | :---: |
| TA | Total assets (\$, mln) | Size |
| LTA | Logarithm of total assets | Size |
| EQ | Shareholders' Equity (\$, min) | Size |
| YAEA | Interest Income / Average Interest Earning Assets (\%) | Profitability |
| CIBL | Interest Expense / Average Interest Bearing Liabilities (\%) | Profitability |
| NIM | Net Interest Margin | Profitability |
| ROAA | Return on Average Assets (\%) | Profitability |
| ROAE | Return on Average Equity (\%) | Profitability |
| IE II | Interest Expense / Interest Income (\%) | Profitability |
| CIR | Cost to Income Ratio (\%) | Efficiency |
| PE OI | Personnel Expenses / Operating Income (\%) | Efficiency |
| EQ TA | Shareholders' Equity / Total Assets (\%) | Capital adequacy |

Appendix A: Description of financial indicators
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#### Abstract

Extended abstract. This paper analyzes the effects of national monetary policy in countries of the Visegrad Group V4 comprising the Czech Republic, Hungary, Poland and Slovakia. We investigate these effects using VAR and the structural VAR (SVAR) models. The empirical analysis covers the period 1999Q1-2009Q1. The variables included in the VAR (SVAR) model can be divided into two groups. The first group of exogenous variables contains the GDP and the consumer price index of the euro area and the EURIBOR nominal interest rate. The second group of endogenous domestic variables comprises the output gap, the consumer price index, the three-month interbank interest rate and the nominal NAC/EUR exchange rate. We analyze whether tightening of monetary policy leads to a fall in the output gap and prices using impulse response functions and we also investigate the behavior (persistence) of national monetary policy shocks on economy in the individual countries of the Visegrad countries.


Keywords. Visegrad countries, monetary policy, VAR, structural VAR, quarterly data.

## 1. Introduction

This paper is a follow-up paper focused on effects of monetary policy on the economy in Central and Eastern European countries. Our interest lies on features of national monetary policy of countries Visegrad Group 4. We investigate reactions of inflation and output on domestic interest rate shock and from this point of view we deal with each country separately. The motivation for this paper also arises from the future adhesion of Visegrad Group $4^{2}$ to the euro area and thus there exists the interest in possible differences in monetary policy transmition mechanisms see [2]. The paper is concentrated on the the Czech Republic, Hungary, Poland and Slovakia.

## The questions to be answered:

- Empirical verification of appropriate model from the group of Vector autoregression model (VAR) and structural VAR to fullfill the objective of the paper.
- Whether monetary policy impulses have different affects on economic activity in countries of the Visegrad Group V4.

In Section 2 we briefly summarize VAR and structural VAR (SVAR) methodology. We would like to investigate the effects of national monetary policy using vector approach to time series modeling according to economic theory. In Section 3 we provide a description of the construction VAR or SVAR models for V4 countries including time series analysis of 3 exogenous and also 4 endogenous time series, specification tests, models estimation, diagnostic checking of estimated models and identifying the relevant innovations and monetary policy impulses in four countries. Final Section is pursued to the summary of the empirical results and addressing of the questions above mentioned.

## 2. Methodology

The vector approach to time series modeling uses economic theory to model the relationship among the variables of interest. Unfortunately, economic theory is often not rich enough to provide a dynamic specification that identifies all of these relationships. Furthermore, estimation and inference are complicated by the fact that endogenous variables may appear on both the left and right sides of equations. These problems lead to

[^20]alternative, non-structural approaches to modeling the relationship among several variables. This part of our paper shortly describes the estimation and analysis of vector autoregression (VAR) and structural vector autoregression (SVAR).

A structural form of the VAR model see [4] for an ( $k \times 1$ ) vector of endogenous variables $y_{t}$ is given by:

$$
\begin{equation*}
A y_{t}=A_{1} y_{t-1}+\ldots+A_{p} y_{t-p}+B_{0} x_{t}+B_{0} x_{t-1}+\cdots+B_{p} x_{t-p}+\varepsilon_{t}, \text { for } t=1,2, \ldots, T \tag{E1}
\end{equation*}
$$

where $x_{t}$ is an ( $\left.\begin{array}{lll}n & x & 1\end{array}\right)$ vector of exogenous variables, $\varepsilon_{t}$ is an ( $k \times l$ ) vector of serially uncorrelated errors distributed independently of $x_{t}$ with a zero mean and a constant possitive definite variance-covariance matrix $\Omega=\left(\omega_{i j}\right)$. For given values of $y_{t}$ and $x_{t}$ the above dynamic system is stable if all the roots of the determinantal equation
$\left|A-A_{1} \lambda-A_{2} \lambda^{2}-\cdots-A_{p} \lambda^{p}\right|=0$
lie strictly outside the unite circle. This stability condition ensures the existence of long-run relationships between $y_{t}$ and $x_{t}$, which will be cointegrating when one or more elements of $x_{t}$ are integrated (i.e. they contain unit roots).

The reduced form of the VAR model (E1), which expresses the endogenous variables in terms of the predetermined and exogenous variables, is given by:
$y_{t}=\Phi_{1} y_{t-1}+\cdots+\Phi_{p} y_{t-p}+\Psi_{0} x_{t}+\Psi_{1} x_{t-1}+\cdots+\Psi_{p} x_{t-p}+u_{t}$,
where $\Phi_{1}=A^{-1} A_{i}, \quad \Psi_{i}=A^{-1} B_{i}, u_{t}=A^{-1} \varepsilon_{t}$.
One of the main features of the traditional macromodels was their dynamic multipliers, which measured the effect of a shock to an exogenous variable, e.g. a policy change, or shock to one of the structural errors $\varepsilon_{t}$ on the expected future values of the endogenous variables. The standard approach to deriving impulse response functions is to start form the moving average representaions of the final form. Structural VAR (SVAR) estimation is to obtain non-recursive orthogonalization of the error terms for impulse analysis.

## 3. Estimation and results a VAR model for the Czech Republic, Hungary, Poland and Slovakia

In this part, we describe the construction of a quarterly SVAR model of the Czech Republic, Slovakia, Poland and Hungary using above mentioned techniques. The SVAR models will be estimated over the period Q1'1998 - Q1'2009. This is a sample of data which is relatively reliable.

### 3.1. Data

A vector $x_{t}$ of 3 exogenous variables comprising 3 variables: lgdp_emu is measured as the natural logarithm of GDP EMU ( $2000=100$ ); lcpi_emu is the logarithm of the CPI EMU $(2000=100)$; ir3m_eu is the 3 M_Euribor. $y_{t}$ is a vector of 4 endogenous variables: outputgap_ $x x$ is measured as the logarithm of GDP_xx $(2000=100)$ from its trend (estimated by the HP filter) and multiplied by 100 ; lcpi_ $x x$ is the logarithm of the CPI for each country; $i r 3 m \_x x$ are the domestic nominal interest rate for $C Z, H U, P O$ and $S K$. We notice $x x$ as a country, where $x x$ is $\boldsymbol{C Z}$ for the Czech Republic, $\boldsymbol{H} \boldsymbol{U}$ for Hungary, $\boldsymbol{P O}$ for Poland and $\boldsymbol{S K}$ for Slovakia. The last lexr_xx variable is natural logarithm of the bilateral exchange rate NAC/EUR.

| Country | Stacionarity test (ADF, PP, KPSS) |  |  |  | Lag structure <br> Wald test for equation |  |  |  | Lag structure LR test |  |  | model |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | outputgap | lcpi | ir3m | lexr | 1 | 2 | 3 | 4 | AIC | SC | HQ |  |
| CZ | $\mathrm{I}(0)$ | I(1) | $\mathrm{I}(0)$ | I(1) | 1 | 2 | 4 | 0 | 4 | 1 | 4 | $\operatorname{VAR}(4)$ |
| HU | $\mathrm{I}(0)$ | $\mathrm{I}(1)$ | $\mathrm{I}(0)$ | $\mathrm{I}(0)$ | 1 | 4 | 1 | 0 | 1 | 1 | 1 | VAR(4) |
| PO | $\mathrm{I}(0)$ | I(1) | I(1) | I(1) | 0 | 4 | 4 | 0 | 4 | 1 | 4 | $\operatorname{VAR}(4)$ |
| SK | $\mathrm{I}(0)$ | $\mathrm{I}(0)$ | $\mathrm{I}(0)$ | $\mathrm{I}(1)$ | 4 | 1 | 1 | 0 | 1 | 1 | 1 | $\operatorname{VAR}(4)$ |
| EU | $l g d p \_$emu $I(1)$ | I(1) | I(1) | - | - | - | - | - | - | - | - | - |

Table 1: Stacionarity and lag structure tests for $\mathrm{CZ}, \mathrm{HU}, \mathrm{PO}, \mathrm{SK}$
It is important that the variables used in the empirical analysis were tested for presence of a unit root. We choose the Augmented Dickey-Fuller (ADF), Phillips-Peron (PP) and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests. The results of these tests for all above mentioned variables are described in the Table 1. We can conclude that all outpugap_ $x x$ variables are stationary at $5 \%$ level of significance and also ir3m_xx with the
exception of PO. lcpi_xx and lexr_xx variables can be reasonably argued to be $\mathrm{I}(1)$ with the exception of logarithm of the exchange rate for Hungary and the consumer price index for Slovakia. We also provide these unit roots tests for all exogenous variables and one can see in the last row of the Table 1 that these time series are integrated $\mathrm{I}(1)$.

### 3.2. Specification and specification tests

In this part we describe the estimation and testing of the core VAR (SVAR) model for analysing the effects of national monetary policy in countries of the Visegrad Group V4. To derive the monetary policy shocks we estimate the $\operatorname{VAR}(4)$ model for each the Visegrad Group country:

$$
\begin{equation*}
A y_{t}=A_{1} y_{t-1}+\ldots+A_{p} y_{t-4}+B_{0} x_{t}+\varepsilon_{t} \tag{E3}
\end{equation*}
$$

 variables are ordered in according to the assumption that the monetary authorities choose: the interest rate taking into account the current level of prices and ouput (see [10]). We choose for our VAR model outputgapxx variable instead the logarithm of GDP that was discussed in papers [1] and [5] for monthly data from 1998:1 to 2006:5.

We have applied Wald test and also LR test with three criteria AIC, SC and HQ to set a lag structure of our VAR models. The results are shown in Table 1. The Wald test conducted for each equation recomends lag of four quartals. LR test results according to AIC and HQ recommends the order 4 with the exception of Slovakia, while SC criterion suggests 1 lagged differences to include into our VAR model. We have choosen to go with four lagged differences i.e. it seems to be valid to use the $\operatorname{VAR}(4)$ model for each country. We also made this decision based on the residual autocorrelations. However this lag sturcture of our VAR(4) model influences the degrees of freedom in the estimated models.

Diagnostic cheking is also an important stage of our VAR or SVAR modelling. We provide particularly AR roots test for stacionary VAR processes, tests for residual serial correlation and also the multivariate extensions of the Jarque-Bera residual normality test.

There are many of the tests for model adequacy. We apply AR roots graphs and tables with AR roots and modulus for detecting stationary VAR processes (see Figure 1). The estimated VAR is stable (stationary) if all roots have modulus less than one and lie inside the unit circle. The Figure 1 reports that the 16 AR roots of the VAR(4) system are in the unit cirle for all countries exluding Slovakia (0.43-1.0007), where two roots are outside the unit cirle. For this reason we do not analyse further VAR model for Slovakia, but the important results are reported. The results of all 16 modulus for the Czech Republic are inside of the interval, in the concrete range of $0.14-0.98$, for Hungary modulus are $0.59-0.94$ and for Poland modulus are $0.44-0.89$. If modulus of highest root is next to one there should be cointegrating relations between endogenous variables. To conclude this part of our analysis, the VAR(4) models for Hungary, Poland and the Czech Republic are stable because the highest modulus lies inside the unit circle and that means VAR is stationary. Thus, the results for $\mathrm{CZ}, \mathrm{HU}$ and PO allow to continue estimating SVAR model or cointegrating SVAR.

Next, all models are estimated as structural VAR (SVAR) model using AB-model in [9], which is defined as follows in a reduced form:

$$
\begin{equation*}
y_{t}=\Phi(L) y_{t-p}+\Psi(L) x_{t}+u_{t}, \tag{E4}
\end{equation*}
$$

$u_{t}=A^{-1} B e_{t}, \quad e_{t} \sim i . i . d\left(0, I_{k}\right)$, where $I_{k}$ is identity matrix, $k$ is the number of variables, $A$ and $B$ are $(k x k)$ matrices to be estimated:

$$
A=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{E5}\\
a_{21} & 1 & 0 & 0 \\
a_{31} & 0 & 1 & a_{34} \\
a_{41} & a_{42} & a_{43} & 1
\end{array}\right] \quad B=\left[\begin{array}{cccc}
b_{11} & 0 & 0 & 0 \\
0 & b_{22} & 0 & 0 \\
0 & 0 & b_{33} & 0 \\
0 & 0 & 0 & b_{44}
\end{array}\right]
$$

A matrix $A$ represent that the monetary authorities: do not consider contemporaneous prices while deciding on the monetary policy ( $a_{32}=0$ ); are likely to react to contemporaneous output ( $a_{31}$, i.e an excess demand pressure indicator) and also exchange rate shocks ( $a_{34}$ ), which is a reasonable assumption for small open economies (see [5]).


Figure 1: The inverse roots of the AR characteristic polynominal

| model | AR roots | Autocorrelation tests |  | Normality J_B test | $\boldsymbol{R}_{a d j}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Correlograms | LM test (lag) |  |  |
| CZ SVAR(4) | ok | ok | 1., 3. | no no no no | 0,888 $0,9940,9930,984$ |
| SK SVAR(4) | NO | $\begin{gathered} \text { cpi-cpi(-2) } \\ \text { ir3m-ir3m(-2) } \end{gathered}$ | ok | ok no no no | 0,242 0,993 0,937 0,973 |
| PO SVAR(4) | ok | ok | ok | no no no no | 0,760 0,998 $0,9940,843$ |
| HU SVAR(4) | ok | ok | ok | no no no no | 0,613 0,998 0,907 0,451 |

Table 2: Selected specification tests
The next specification tests include presence of residual autocorrelation using the pairwise crosscorrelograms for the estimated residuals in the $\operatorname{SVAR}(4)$ and also using autocorrelation LM test. It appears residual autororrelations is statistically significant fit order 1 and also order 3 for the Czech Republic (see Table 2). Next tests are for residual normality. Reports of the multivariate extensions of the Jarque-Bera residual normality test, which compares the third and fourth moments of the residuals to those from the normal distribution, are shown in the Table 2 . We analyse VAR residual and we reject normality distribution for all residuals with the exception of 1st ouputgap-equation for the Slovak Republic. Non-normality of residuals is caused by issue relating to the kurtosis.

### 3.3. Identification of the shocks

Impulse responses are an important tool to discover relations between the variables in a SVAR and also tool for analysis of policy effectiveness. VARs can be reduced form models and strutural restriction are required to identify the relevant innovations and impulse responses. We deal with structural restriction relevant for VARs with integrated variables. Our general modelling strategy is to specify and estimate reduced form of the VARs model and then focus on the structural parameters and resulting structural impulse responses. We also consider
both types of restrictions - the so-called AB model (see (E5)). In this case, a simultaneous equations system is formulated for the errors of the reduced form model rather than the observable variables directly. Thereby model accounts for shift from specifying direct relations for the observable variables to formulate relations for innovations. The impulse response functions of the SVAR(4) models with four endogenous variables for the Czech Republic, Hungary and Poland are shown in, respectively, Graphs $1-3$.

From the graphs $1-3$ one can conclude that effects of all the shocks gradually vanish although with differing intensity. This signals stability and stationarity of SVAR(4) models. However the effects of the shocks are limited as to their size and significance. The issue of the significance of responses to shocks is apparent also in other studies in this area.

According to the graph 1 commenting the Czech Republic we can not confirm that tightening of monetary policy influences real economic activity and the exchange rate which should than pass through to inflation. The behaviour of exchange rate confirms the observed evidence that after increasing inflation markets expect increase of interest rates by the central bank and the exchange rate appreciates.


Graph 1: Estimated orthogonalized responses to error impulse for the SVAR model - CZ
The graph 2 confirms the existence of price puzzle in Poland which would indicate $\operatorname{SVAR}(4)$ misspecification in terms of ommiting monetary policy relevant variable according to [12]. The behaviour of exchange rate response on interest rate shock is in line with so-called delayed overshooting [3]. The exchange rate appreciates 3 Q after interest rate shock and some effect persists into to the second year after shock. Unfortunately the results do not confirm effect of interest rate shock on output gap. The reason would be due to data, especially ex-post revised output gap which could be not relevant as real-time output gap in the moment of monetary policy decision.

The graph 3 reports the similar results regarding the response of real economic activity and inflation to monetary policy in Hungary as in Poland. However we find different behaviour in the exchange rate. The exchange rate respond in a manner of immediate depreciation after monetary policy tightening and which is absorbed aftewards. But this effect is subdued.

Response to Cholesky One S.D. Innovations $\pm 2$ S.E.


Graph 2: Estimated orthogonalized responses to error impulse for the SVAR model - PO


Graph 3: Estimated orthogonalized responses to error impulse for the SVAR model - HU

## 4. Conlusions

In this paper we have investigated whether monetary policy impulses (interest rate shock) have effects on the output gap and consumer prices in four countries of the Visegrad Group V4. The empirical analysis covers the period 1999Q1-2009Q1 and we can sumarize obtained results into answers at the beginning of paper predefined two questions:

- Empirical results provide evidence that approximately half of all endogenous variables are nonstationary, integrated of the order one $\mathrm{I}(1)$ and the second half of variables is stationary. Stability tests of VAR (4) model recommend to investigate structural model $\operatorname{SVAR}(4)$ and further deal with the existence of cointegration relations according to the results of cointegration tests (2 cointegrations relations for the Czech Republic, 3 for Poland and 1 for Hungary). $R_{a d j}^{2}$ of SVAR (4) models ranges $0,451-0,998$ without equations of Slovakia. Diagnostic tests have prooved in almost all cases non-normality of residuals, especially from the point of the kurtosis problem.
- Monetary policy tightening according to our results do not influence the output gap. We have found the price puzzle for Poland and Hungary. Further, the behaviour and responses of exchange rates on shocks differ across countries substantially.
Sugestions for further research
- To consider using real-time output gap instead of ex-post revised HDP (output gap).
- To consider including of the comodity price index as a proxy of supply side (with respect to degree of freedom issue).
- To investigate long run relations between variables, thus go for deep analysis of cointegration relations where relevant.
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# EFFECTS OF SCHEDULED VERSUS UNEXPECTED NEWS IN INTRADAY PRICE MOVEMENTS: THE EVIDENCE FROM NEW EUROPEAN STOCK MARKETS ${ }^{1}$ 
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#### Abstract

The goal of this paper is to study real time behavior on three emerging EU stock markets-in the Czech Republic, Hungary, and Poland-taking into account interactions with developed markets and the influence of macroeconomic news originating in the EU and in the U.S. We characterize the price discovery in these three emerging EU stock markets by employing high-frequency five-minute intraday data on stock market index returns and four classes of EU and U.S. macroeconomic announcements during 2004-2007. We account for the difference of each announcement from its market expectation and we jointly model the volatility of the returns accounting for intra-day movements and day-of-the-week effects. Our findings show that real-time interactions on the new EU markets are strongly determined by matured stock markets as well as the macroeconomic news originating thereby. In general, differences in results across markets are driven by differences in key market participants, mostly by the presence of foreign investors. Our findings yield insights into the process of the development of new European capital markets and stock market integration in the EU.
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## 1. Introduction, Motivation and Related Literature

Developments in emerging capital markets have long been characterized by less developed financial institutions and higher returns associated with higher volatility. While higher volatility is still present to a large extent [34], since the late 1990s the development of institutions in these markets attracted a large number of foreign institutional investors from developed countries who begun to consider emerging markets as a risksharing domain. ${ }^{2}$ In addition, financial globalization brought emerging markets under the increasing influence of spillovers from developed markets, that themselves demonstrate degree of dependency [8], as well as impact of economic information flows. General consensus in the literature is that macroeconomic announcements have significant effects on financial markets, both in terms of asset returns and their volatility, but their impact, specifically on volatility, is generally ambiguous [5]. While the effect of macroeconomic news is quite well documented in developed markets, emerging counterparts are lagging behind and new markets in Europe are still under-researched. At the same time the presence of foreign institutional investors from developed markets in new European markets is heavy. [7] document that financial liberalizations that open emerging capital markets to foreign investors are associated with significant increases in real economic growth and [47] persuasively shows that competition and financial openness are beneficial for stock market development. Hence, knowing how new European markets process economic information is important from a development perspective.

We approach our analysis by using the data in an intra-day frequency in order to capture information flowing from developed markets and to illustrate its power on price formation in emerging markets. Modern research draws attention to the use of intraday data that are able to reveal the effect of macroeconomic announcements on stock market movements [11, 42, 32, 20, 48]. In our paper we contribute to the related literature in several ways. Most of the literature targets the developed capital markets in the U.S. and Europe, while European emerging markets are still under-researched. Therefore we investigate new EU members: the Czech Republic, Hungary, and Poland. Further, as an extension to the above literature, we use stock price data based on 5 -minute intervals

[^21]to provide more robust estimates of public information on stock returns in the new EU markets, which is not covered in the literature. ${ }^{3}$

## 2. Data and Methodology

We analyze the price discovery on the new EU stock markets and concentrate on the stock exchanges in Budapest, Prague, and Warsaw in particular. These markets are the largest European emerging markets in terms of market capitalization as well as the extent of liquidity [17].

We analyze the impact of macroeconomic announcements by employing an augmented version of the generalized autoregressive conditional heteroskedasticity (GARCH) model [10]. This approach allows us to assess the impact of news on stock returns and assess market volatility, as well as to account for the fact that errors from the mean equation are heteroskedastic. We deviate from the standard sequencing and introduce our data prior to describing the model since a description of the news announcements is needed to better describe our model. ${ }^{4}$

### 2.1. Data Set: Stocks and News

We constructed our dataset from intraday data on three emerging EU markets recorded by Bloomberg. Stock exchange index quotes ( $I_{i, t}$ ) for market $i$ are available in five-minute intervals at time $t$ (ticks) for the stock markets in Budapest (BUX), Prague (PX-50), and Warsaw (WIG-20). In addition to these markets we also employ data from the Frankfurt stock exchange (the German DAX index) and the U.S. Dow Jones Industrial Average of 30 stocks index. Based on these quotes we construct a five-minute stock market index return $R_{i, t}\left(R_{i, t}\right.$ $\left.=\ln \left(I_{i, t} / I_{i, t-1}\right)\right)$ for each market $i$ from time $t$-1 to time $t$. The time period of our data starts on 1 June 2004 at 9:00 and ends on 30 December 2007 at 16:30 Central European Daylight Time (CEDT). The beginning of our sample intentionally starts after the entry of the four countries to the European Union in May 2004. After accounting for weekends and public holidays, the time span gives the following numbers of trading days for each of the three new EU markets: 878 (Budapest), 880 (Prague), and 879 (Warsaw).

The Budapest index BUX consists of 16 titles, with four forming the bulk of the index ( $91.5 \%$ ). The Prague index (PX-50) consists of 13 titles and $82.7 \%$ of it is formed by four titles. The Warsaw index WIG-20 contains 20 titles and five titles form a majority ( $64.0 \%$ ). None of the companies that are included in the three indices are exposed to foreign economic conditions in a different way in terms of reporting activities as they are all obliged to report under international accounting standards. The energy, banking and telecom industries dominate all three indices and specifically the banking industry is represented in similar proportions in each of the three markets. The index composition is then to a large extent representative of each country's economy without any strong concentration in a specific industry. If there is any bias towards banking, the index composition hints that at least it is consistent across the three countries. In the same spirit all three countries exhibit a similarly consistent trading pattern with respect to the U.S. and the old EU-15.

Further, we compiled an extensive data set on 15 different macroeconomic announcements (news) that are divided into four categories. These are announcements on prices, real economy (GDP, current account, production, sales, trade balance, unemployment, etc.), monetary policy (monetary aggregate and interest rate), and economic confidence (consumer and industry confidence, business climate, etc.).

The macroeconomic announcements we employ are surveyed by Bloomberg and Reuters with a clearly defined calendar and timing of the news releases; as publication schedules of the releases is publicly available we do not report it for the sake of space.

We analyze the effect of the news from its excess impact perspective. Because markets form expectations about scheduled important news, it is not the news itself that matters but its difference from what the market expects it to be (market consensus). The news deviation, or its excess, has then an impending impact on stock prices. Following this logic, we construct a data set of announcements. There is news associated with indicator $i$ in the form of various macroeconomic releases or announcements that are known ahead of time to materialize on specific dates $t{ }^{5}$. The extent of such news is not known but expectations on the market form a forecast. The excess impact news announcement is then defined as a deviation of the news from the market expectation formed earlier. Further, announcements are often reported in different units and therefore they are standardized to allow their meaningful comparison (see e.g. [4]). Formally, the excess impact news variable is labeled as $x n_{i t}$ and defined as $\left(s n_{i t}-\mathrm{E}_{t-1}\left[s n_{i t}\right]\right) / \sigma_{i}$, where $s n_{i t}$ stands for the value or extent of the scheduled announcement $i$ at

[^22]time $t$ and $\mathrm{E}_{t-1}\left[s n_{i t}\right]$ is the value of the announcement for time $t$ expected by the market at time $t-1$, and $\sigma_{i}$ is the sample standard deviation of the announcement $i$. The standardization does not affect the properties of the coefficients' estimates as the sample standard deviation $\sigma_{i}$ is constant for any announcement indicator $i$.

From a practical perspective, we consider the immediate effect of each new announcement at the time of its release and account for its impact for 5 minutes as extension of the interval does not yield an improvement because the impact of the scheduled announcements dissipates very quickly.

### 2.2. Estimation Methodology

We employ the augmented generalized autoregressive conditional heteroskedasticity (GARCH) model [10] to empirically test for the effect of macroeconomic announcements on stocks and to assess stock market volatility. We augment the mean specification by parameters to account for the effect of macroeconomic news in the form of deviations of scheduled releases from market expectations and the effects of spillovers from neighboring emerging markets as well as two major developed markets (Germany and the U.S.). The volatility equation is augmented by a set of dummy variables to capture intraday and daily effects. Thus, our model effectively captures the effect of news and market spillovers on stock returns and the effect of trading patterns on stock volatility. The baseline model is specified in the following form:

$$
\begin{align*}
R_{i, t}^{E} & =\sum_{y=2004}^{2007} \lambda_{y}+\sum_{k \in\{E U, U S\}} \sum_{j=1}^{p} \pi_{k} R_{k, t-j}^{M}+\sum_{i=1}^{2} \sum_{j=1}^{q} \gamma_{i} R_{i, t-j}^{E}+\sum_{j=1}^{n} \sum_{l=1}^{3} \delta_{l, j} x n_{E U}^{j}+\sum_{j=1}^{n} \sum_{l=1}^{3} \kappa_{l, j} x n_{U S}^{j}+\varepsilon_{t}  \tag{1}\\
h_{i, t} & =\omega+\sum_{m=1}^{r} \alpha_{m} \varepsilon_{t-m}^{2}+\sum_{m=1}^{s} \beta_{m} h_{i, t-m}+\sum_{\tau \in T} \mu_{\tau} D_{\tau}+\sum_{d=1}^{4} \psi_{d} W_{d} . \tag{2}
\end{align*}
$$

The variables in the mean equation (1) are coded as follows. Our dependent variable $R_{i, t}^{E}$ is the return on a specific emerging $(E)$ market stock index $i$ (Budapest, Prague, Warsaw) at time $t$. The parameter $R_{k, t-j}^{M}$ is the lagged return on a specific mature and developed $(M)$ stock market index in the European Union $(E U)$ and the United States $(U S)$. As a proxy for the Eurozone we employ the German DAX index from the Frankfurt stock exchange and for the U.S.A. we employ the Dow Jones Industrial Average of 30 stocks index. ${ }^{6}$ Coefficients $\pi_{k}$ capture the effects of market spillovers from the two developed markets. The parameter $R_{i, t-j}^{E}$ is the lagged return on a specific emerging market stock index other than that employed as a dependent variable and coefficients $\gamma_{i}$ capture the effects of spillovers from emerging markets (e.g., in the case of the Prague index being the dependent variable, lagged indices from Budapest and Warsaw are right-hand side variables). Coefficients $\lambda$ represent a set of year-specific dummy variables that provide information on stock index returns in a specific year during the period 2004-2007.

## 3. Results and concluding remarks

Despite varied effects inferred from estimates we can draw some generalizations specific to all three countries. The effects of other stock markets are dominated by spillovers from Frankfurt stock exchange while reaction to the New York market is smaller. The findings are sensible given the ongoing process of European integration that also affects financial markets and the narrow time window during which trading at the U.S. and European markets overlap. Spillovers from the neighboring markets are smaller or comparable in cumulative magnitudes to the effect of New York. Among them the Budapest stock market produces the strongest spillover effects, followed by Prague, and the smallest effect is from Warsaw.

The general finding is that the three markets are not efficient in the sense of efficient market theory because numerous significant coefficients associated with the impact of the news testify that news is not absorbed by the market immediately and reflected instantaneously in prices. Announcements originating in the Eurozone exhibit more effects than U.S. news. In terms of specific news, EU current account, consumer confidence and PMI affect all three markets while U.S. prices are the only news of the same reach. The volatility of the returns is accounted for at the beginning and end of the trading session and it declines dramatically during the rest of the day. The differences in the extent of volatility at the three markets should be credited to differences in trading hours on these markets.

The effects of macroeconomic announcements need more detail to summarize. Among the four classes of macroeconomic announcements, monetary news has virtually no impact on stock returns. The reason might rest in the relative detachment of monetary policy figures from stock market developments. [48] claim that the "detachment" of monetary policy expectations and asset prices from incoming economic news is partly related to

[^23]the difficulties associated with measuring the surprise component of that news. Since we account for the surprise component our findings show that the detachment might be due to the low value stock markets place on monetary announcements.

Prices on the other hand affect all three markets, mostly in a very intuitive manner: worse (better) than expected results bring negative (positive) effects on stock returns. This result upholds the market's ability to effectively incorporate inflation into stock prices. The interesting trait in the price effect findings is the dominating influence of U.S. prices while the Eurozone announcements pass nearly unnoticed. The possible and sensible explanation might be credited to the well-mapped expectations of the European Central Bank's operations that in the integrating Europe pose little challenge to financial market assessment.

The real economy class of announcements offers varied results from which the news on the EU current account stand out as it affects all three markets in the same manner without exception: better-than-expected results prompt a positive reaction and worse-than-expected results prompt a negative one. This finding should be paired with the heavy dependency of the three economies on foreign trade with other EU countries, the presence of EU firms in these markets, the similarity of supply and demand shocks [22], and a relatively high degree of business cycle correlation [23] between the old and new EU members. Needless to say that the most important companies present in the new EU economies as owners or co-owners of the major local firms and banks are also often quoted on the local stock markets. Other real economy announcements are limited in their reach to one or two markets. Industrial production influences Prague and Warsaw, while announcements on trade balance and unemployment are echoed in Prague and Budapest. Announcements on factory orders and retail sales do not provoke any market reactions. Real economy announcements originating in the U.S. bring only scarce evidence of their effects on stock returns. Many announcements are simply not available during the Europe-U.S.A. trading window. The Prague stock market is not affected by U.S. news at all while Budapest and Warsaw are only sparingly.

Finally, business climate and confidence announcements provide valuable insights to the previous categories. Practically no effect of the U.S. survey announcements has been found in any of the three markets and the effect of those originating in the Eurozone is limited. Only the news on consumer confidence and the Purchasing Manager's Index (PMI) impact all three markets in an intuitive manner common to developed markets: a worse-than-expected outcome provokes a negative effect on stock returns and better-than-expected results prompt a positive one. All the above results thus validate the excess impact approach that highly reduces difficulties in measuring "news" correctly.

News affects the volatility of the stock return indices in a similar manner but specific features vary across the three markets. The volatility of the Prague index is affected by the past announcements most but in no market is the effect destabilizing. The Budapest index exhibits the highest persistence of volatility. The volatility of the Warsaw index shows the slowest convergence to the steady state. In terms of the intra-day features the Budapest market exhibits the highest volatility at the beginning and end of the trading sessions while Prague records the lowest volatility during the two periods. Volatility declines dramatically on the three markets during the rest of the trading day and its extent is comparable across the markets. All three markets also show a decrease in volatility by the middle of the business week.

Our findings show that real-time interactions on the new EU markets are strongly determined by matured stock markets as well as the macroeconomic news originating thereby. The differences in results across the three markets seem to be driven by differences in the composition and origin of the key market participants. The discovered detailed effects are complemented by a characterization of market volatility. Our findings yield insights into the process of the development of new European capital markets and stock market integration in the EU. As these new markets become more mature and globally integrated they become more important for the real economy of specific countries. Information flows related to developed economies, their ups and downs, were shown to affect emerging European capital markets, whose developments then affect the real economy. This is because smaller emerging markets are quite sensitive to changes in the economic situation in developed markets as well as to changes in perceptions that are conveyed via macroeconomic news. As the recent financial problems unfold globally, we can expect increases in sensitivity to the information flows reaching emerging markets and the need to understand them better.
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#### Abstract

The aim of this paper is to describe and apply advanced approaches for calculation of operational risk in line with the Loss Distribution Approach. At first, classical statistical distributions for modeling the number of losses and their severities are described together with special techniques how to aggregate these distributions together in order to get the probability distribution of the total loss. Then an extreme value theory is presented for cases when empirical loss data have a heavier right tail in comparison with standard probability distributions. In the application part both concepts (classical and extreme value theory) of the Loss distribution approach are applied on operational risk loss databases of Czech financial institution. Obtained results have shown the importance of the application of extreme value theory in the field of operational risk modeling.
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## 1. Introduction

This paper deals with the calculation of the operational risk according to an advanced method under the Basel 2 called Loss distribution approach ("LDA"). The aim of the paper is to describe the standard LDA and its extended version with the Extreme value theory and apply both concepts on an operational risk events database of a financial institution.

First part of the paper contains a short presentation of the main idea of LDA followed by a description of its standard version which is afterwards extended through an application of Extreme value theory (Peak over threshold). Second part deals with a description of the application of both concepts on an operational risk loss database of a financial institution. Obtained results of both concepts are compared. Conclusion summarizes important findings for practical implementation of LDA within financial institutions.

## 2. Loss Distribution Approach ("LDA")

Following subchapters contain a short presentation of the main idea of LDA followed by a description of its standard version which is afterwards extended through an application of Extreme value theory (Peak over threshold).

### 2.1. Main idea and goal of the LDA

LDA belongs to a statistical bottom-up approach for the calculation of the operational risk loss and is based on the same idea as the Collective model commonly used in the insurance modeling (see for example Daykin, 1996). The idea is that the total operational risk loss is a simple sum of individual operational risk losses whereas the number of losses and the severity of each individual loss are random variables.

The goal of LDA is to get the probability distribution of the total loss for a given time period and calculate risk measures like expected loss, operational Value-at-risk and unexpected loss (see figure 1). The operational Value-at-risk (VAR) corresponds to the value of the total loss for a given significance level $p$ according to the following formula

$$
\begin{equation*}
V A R_{p}=F_{L}^{-1}(1-p) \tag{1}
\end{equation*}
$$

where $F_{L}^{-1}$ denotes the inverse function of the distribution function of the total loss. Expected loss (EL) is given by the mean of the total loss and unexpected loss (UL) can be expressed as

$$
\begin{equation*}
U L=V A R_{p}-E L \tag{2}
\end{equation*}
$$



Figure 1 Example of the probability distribution of the total operational risk loss

### 2.2. Standard LDA

The total loss $L$ of a given business line $i$ and event type $j$ for a given time period is given by the following formula

$$
\begin{equation*}
L(i, j)=\sum_{n=1}^{N(i, j)} S_{n}(i, j) \tag{3}
\end{equation*}
$$

where $N(i, j)$ represents the number of risk events and $S(i, j)$ stands for severity (financial impact) of a single event. In case that we assume the independence between the number of losses and their severities and between each individual severities as well then the distribution function of the total loss $F_{L}$ corresponds to the following formula (for more convenience indices $i$ and $j$ are excluded)

$$
F_{L}(x)=\left\{\begin{array}{cl}
p(0)+\sum_{n=1}^{\infty} p_{N}(n) F_{S} n^{* *}(x) & \begin{array}{l}
x>0 \\
p_{N}(0)
\end{array}  \tag{4}\\
\text { for } & x=0,
\end{array}\right.
$$

where $p_{N}$ represents the density function of $N(i, j), F_{S}$ stands for the distribution function of $S(i, j)$ and $F_{S}^{n^{*}}$ means n-fold convolution of $F_{S}$ with itself. The amount of the capital (TC) that a financial institution should have in order to cover the operational risk is usually given by

$$
\begin{equation*}
T C=\sum_{i} \sum_{j}(E L+U L)_{i, j} \tag{5}
\end{equation*}
$$

for a significance level of $0,1 \%$ and a time period of one year.
The application of LDA consists of operational risk loss data collecting, building a model for the number of losses (frequency model), building a model for the financial impact of a single loss event (severity model) and aggregation of the respective frequency and severity models (details about each step of LDA application can be found for example in Panjer, 2006 or Cruz, 2002).

## Operational risk loss data colleting

The goal of the operational risk events data collecting is to build up and maintain a database about the operational risk events of the whole financial institution at every level of business units. The data structure differs around institutions and is based on its modeling and managing needs.

## Frequency and severity model

Building a model for the number of losses and a model for the financial impact of a single loss consist of choosing an arbitrary probability distribution, estimating its parameters, performing goodness of fit tests and repeating this algorithm until the appropriate distribution is found. For frequency model is usually used Poisson or Binomial distribution. In case of severity models mostly lognormal, gamma or Weibull distribution is applied, i.e., we generally assume a particular representative of broad Lévy models family, (for details of large set of probability distribution see Panjer, 2006).

## Aggregation of frequency and severity model

The aggregation of the model for the number of losses and the model for the severity of a single event is usually done via Monte Carlo simulation or Panjer recursion method. Unfortunately there is no analytical solution for the distribution function of the total loss (4) because of problematic calculations of convolutions.

Monte Carlo simulation (see e.g. Tichý, 2008) is based on generation of a large number of total loss scenarios. At first a discrete random variable is generated which represents the number of losses for a given time period. Afterwards a respective number of trials of a continuous random variable is generated. These trials represent the financial impact of every individual loss and their sum is one scenario of the total loss. This algorithm is repeated many times in order to get the probability distribution of the total loss.

Panjer recursion method is the second most frequently used method for the aggregation of frequency and severity model and represents an analytical approximation of the total loss $F_{L}$. If the chosen probability distribution for modeling the number of losses $p_{N}$ is a member of the group ( $a, b, 0$ ) then it satisfies the following equation

$$
\begin{equation*}
p_{N}(n)=\left(a+\frac{b}{n}\right) p_{N}(n-1) \text { for } n>1 \tag{6}
\end{equation*}
$$

and then the density function of the total loss $f_{L}$ can be expressed with the following formula

$$
\begin{equation*}
f_{L}(i)=\frac{1}{\left(1-a \times f_{s}(0)\right)}\left(\sum_{k=1}^{i}\left(a+\frac{b \times k}{i}\right) f_{s}(k) f_{L}(i-k)\right) \tag{7}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
f_{L}(0)=p_{N}(0)+\sum_{n=1}^{\infty} p_{N}(n) f_{s}^{* n}(0) \tag{8}
\end{equation*}
$$

where $f$ stands for the density function of the chosen probability distribution for the severity model. The coefficients $a$ and $b$ depends on the chosen probability distribution of $p_{N}$ and can be found for example in Panjer, 2006. The distribution function of the total loss can be then expressed with the following formula

$$
\begin{equation*}
F_{L}=F(i \cdot C)=\sum_{j=0}^{i} f_{L}(j) \tag{9}
\end{equation*}
$$

where $C$ represents a given monetary unit of the financial impact of a single loss (the application of the Panjer recursion formula requires a discretization of the continuous severity model - for details of mid point discretization method see Daykin, 1996).

### 2.3. LDA with Extreme value theory

The empirical operational risk loss data for some event types have a right heavy tail of the probability distribution. Because of this fact, it is useful to implement Extreme value theory (especially the version called Peak over threshold - POT) in LDA framework.

According to respective theorem that was stated by Pickans (1975), Balkema and de Haan (1974), the conditional probability distribution of a single loss above a high threshold can be very well approximated by generalized Pareto distribution (for details of the Peak over Threshold approach to EVT see for example Panjer, 2006).

The application of LDA together with the Peak over threshold methodology consists of same steps as the application of standard LDA. But this time the building of a model for the severity of a single event is a little bit more complicated and consists of the following steps:

1) determination of threshold,
2) building a model for the severity of a single loss that don't exceed the defined threshold,
3) building a model for the severity of a single loss that is higher than defined threshold.

There are several techniques to determine an appropriate threshold, for example a graphic representation of a mean excess loss function (round about the selected threshold should be linear with the positive slope), an expert opinion or a given percentile. Determination of the threshold is a trade-off between its sufficiently high value and enough data for the parameter estimation of the generalized Pareto distribution.

Steps for building a model for the severity of a single loss that don't exceed the defined threshold are the same as in the case of standard LDA. Model for losses above the defined threshold consists of the utilization of generalized Pareto distribution according to the above defined theorem. For details of application of Extreme value theory see for example Panjer, 2006 or Cruz, 2002.

## 3. Application of LDA on operational risk loss database

Following subchapters contain a description of an application of LDA framework within a financial institution. At first standard LDA according to the subchapter 1.2 is applied. Then an application of LDA with the Peak over threshold methodology is presented. Afterwards both concepts and their result are compared.

### 3.1. Operational risk loss database

The calculation of the operational risk was done with the use of operational risk loss database containing 186 cases of external frauds from retail banking. The figure 2 shows the empirical probability function obtained from the mentioned database.

Empirical probability function


Figure 2 Empirical probability function of the database

### 3.2. Model for the number of losses

In order to model the number of losses the Poisson distribution with the parameter $\lambda$ amounting to 47 was used (average number of loss events per year). Goodness of fit tests between the chosen Poisson distribution and the empirical data was not performed because of the short data series.

### 3.3. Severity model of a single loss

The model for the severity of a single loss within standard LDA was done for lognormal, gamma and Weibull distribution. Results of the parameter estimation are presented in the Table 1 (for further calculations the results of the maximum likelihood estimation are used).

| Distribution Parameters | Maximum Likelihood Estimation | Method of Moments |
| :--- | :---: | :---: |
| Lognormal distribution $-\mu$ | 12,28 | 12,17 |
| Lognormal distribution $-\sigma$ | 0,75 | 0,91 |
| Gamma distribution $-\alpha$ | 1,76 | 0,79 |
| Gamma distribution $-\beta$ | 165858 | 370333 |
| Weibull distribution -K | 1,20 | 1,62 |
| Weibull distribution $-\lambda$ | 313827 | 306078 |

Table 1 Results of the parameter estimation within severity models of standard LDA

The analytical goodness of fit tests Kolgomorov-Smirnov and Anderson-Darling were calculated on the confidence level of 5\%. The following figures display the results of the graphical goodness of fit tests QQ Plots. According to the results of the goodness of fit tests can be stated that none of the analyzed probability
distribution is suitable for the modeling of the right tail of the distribution of financial impact of a single loss. Because of poor results of the goodness of fit tests LDA with the Extreme value theory was also applied.


Figure 3 QQ Plots for severity models of standard LDA
As the first step within LDA framework with the Peak over threshold methodology a threshold has to be determined. For this purpose a graphical representation of the mean excess loss function was used. The threshold should be set in the area where the mean excess loss function is approximately linear with the positive slope (determination of the threshold is a trade-off between its sufficiently high value and enough data for the parameter estimation of the generalized Pareto distribution). The threshold was set out at 650000 CZK (see figure 4).


Figure 4 Empirical mean excess loss function
Severity models for losses that don't exceed the stated threshold were done for the same distribution as in the previous case (lognormal, gamma and Weibull). Results of the parameter estimation are presented in the Table 2 (for further calculations results of the maximum likelihood estimation are used).

| Lognormal distribution | Maximum Likelihood Estimation | Method of Moments |
| :--- | :---: | :---: |
| Lognormal distribution $-\mu$ | 12,17 | 12,21 |
| Lognormal distribution $-\sigma$ | 0,62 | 0,50 |
| Gamma distribution $-\alpha$ | 3,14 | 3,47 |
| Gamma distribution $-\beta$ | 72442 | 65582 |
| Weibull distribution -K | 1,96 | 2,00 |
| Weibull distribution $-\lambda$ | 257327 | 256950 |

Table 2 Results of the parameter estimation within the severity models of LDA with the POT

The analytical goodness of fit tests Kolgomorov-Smirnov and Anderson-Darling were calculated on the confidence level of $5 \%$. The following figures display the results of graphical goodness of fit tests QQ Plots. According to both type of goodness of fit test can be stated that the results are much better in this case compared to the previous standard LDA where all data was used. It is obvious that the performed database split according to the threshold of 650000 leads to better severity models for losses not higher than 650000 .


Figure 5 QQ Plots for severity models of LDA with the Peak over threshold methodology

The empirical data above the stated threshold (11 records) was used for the parameter estimation of the generalized Pareto distribution. The result is shown in the Table 3.

| Generalized Pareto distribution | Value |
| :--- | :---: |
| Parameter $-\sigma$ | 599258 |
| Parameter $-\xi$ | 0,1 |

Table 3 Result of the parameter estimation of Generalized Pareto distribution

The next figure 6 displays the goodness of fit test QQ Plot for the generalized Pareto distribution. According to the performed QQ Plot can be stated that the generalized Pareto distribution describes the right tail of the empirical data very well (this was not the case for the standard LDA).

Q-Q Plot
Generalized Pareto distirbution


Figure 6 QQ Plots for the generalized Pareto distribution

### 3.4. Aggregation of the model for the number of losses and the severity model

In the case of standard LDA the Poisson distribution was aggregated with the gamma distribution with the use of the Panjer recursion formula (7). Discretization of the gamma distribution was done according to the mid point method with the money unit $C$ amounting to 35000 .

In the case of LDA with the Peak over threshold methodology the Poisson distribution was aggregated with the gamma distribution respectively the generalized Pareto distribution via Monte Carlo simulation with 500000 scenarios of the total loss. Obtained distributions are displayed in the figure 7.


Figure 7 Distributions of the total operational risk loss

### 3.5. Results

From the distribution of the total operational risk loss were derived usual risk measures like operational Value-at-risk, expected and unexpected loss for different significance levels. Results are presented in the Table 4. The difference between both approaches is increasing with the higher percentiles of the distribution which is in line with the expectations because of the Extreme value theory. The amount of the capital for covering operational risk loss from analyzed business line and event type is equal to 24.8 million for LDA with the Peak over threshold (sum of expected and unexpected loss for significance level of $0.1 \%$ ) and is higher by $23 \%$ in comparison with standard LDA.

| Risk measure | Standard LDA | LDA with Peak over <br> threshold | Absolute <br> difference | Relative <br> difference |
| :--- | :---: | :---: | :---: | :---: |
| Expected loss | 12413826 | 12689234 | 275408 | $+2 \%$ |
| Value-at-Risk $(\mathrm{p}=5 \%)$ | 16275000 | 17962998 | 1687998 | $+10 \%$ |
| Value-at-Risk $(\mathrm{p}=1 \%)$ | 18060000 | 20854899 | 2794899 | $+15 \%$ |
| Value-at-Risk $(\mathrm{p}=0,1 \%)$ | 20230000 | 24812373 | 4582373 | $+23 \%$ |
| Unexpected loss $(\mathrm{p}=0,1 \%)$ | 7816174 | 12123139 | 4306965 | $+55 \%$ |

Table 4 Obtained risk measures for the standard LDA and LDA with the POT methodology

Obtained results have proven that the Extreme value theory (in this case the version called Peak over threshold) plays an import role in the calculation of the operational risk loss when the empirical data have a heavier right tail compared to classical distribution functions.

## 4. Conclusion

This paper deals with the quantification of the operational risk according to the standard LDA framework and its extended version with the Extreme value theory. First part of the paper consists of a description of both concepts which are afterwards applied on the database of a financial institution.

According to the obtained results can be stated that the empirical operational risk data have a heavy right tail of the distribution and because of this fact plays the Extreme value theory important role in the measurement of operational risk. Difference between the capital requirement in case of the application of standard LDA and LDA with the Extreme Value Theory (Peak over Threshold) has been 23\%.
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#### Abstract

In our contribution, we estimate the output gap that is consistent with a fully specified DSGE model. The output gap is defined in this framework as a deviation of actual output from its flexible-price equilibrium level. The flexible-price equilibrium corresponds to the state of the economy with more efficient allocation. These estimates are thus useful indicators for monetary policy. Our output gap illustrates Czech business cycles which are rather different to other estimates (e.g. HP filter). This result may be typical for economies in transition. Moreover, our results for the Czech economy show that the turning points in the gaps are accompanied by government changes. Keywords. Output gap, DSGE models, Bayesian estimation.


## 1 Introduction

There are various methods and models to estimate the potential output and output gap. One way is to use pure statistical estimates (e.g. HP filter). Such an approach lacks of economic content. Production function method estimates an aggregate production function with equilibrium inputs. "More economic" approaches estimate potential output within the framework of the Phillips curve. These models exploit reduced-form equations and the resulting output gaps are non-accelerating inflation measure. In our contribution, we estimate the output gap (using Bayesian techniques) that is consistent with a fully specified DSGE model. The output gap is defined in this framework as a deviation of actual output from its flexible-price equilibrium level. The flexible-price equilibrium corresponds to the state of the economy with more efficient allocation. These estimates are thus useful indicators for monetary policy.

Our contribution is structured as follows. The next section provides a simple variant of the New Keynesian DSGE model which is used for our analysis. Section 3 explains used data and estimation techniques. In Section 4, our baseline estimation results are presented and robustness of our analysis is checked. Section 5 concludes this contribution.

## 2 The model

The model is a simple variant of the standard New Keynesian (NK) DSGE model used by Hirose and Naganuma [4]. The model consists of optimizing households and monopolistic firms facing price stickiness. Monetary policy follows an interest-rate feedback rule. All real variables are detrended by a non-stationary trend component of the productivity process $\bar{A}_{t}$ with the constant growth rate $\gamma^{*}$. This assumption guarantees stationarity of the model. We will present only the main equations and log-linearized version of the model. Derivation of first-order conditions and details to the log-linearization of corresponding equations are provided by Herber [3]. For further references and extensions of basic NK DSGE model see Galí [2].

### 2.1 The representative household

The representative household is infinitely lived. Its utility is derived from composite consumption good $C_{t}$, real money balances $M_{t} / P_{t}$ and leisure $1-N_{t}$. We assume a consumption habit formation. The household maximize the following expected utility function:

$$
\begin{equation*}
E_{t} \sum_{i=0}^{\infty} \beta^{i} D_{t+i}\left[\frac{1}{1-\tau}\left(\frac{C_{t+i}}{C_{t+i-1}^{h}}\right)^{1-\tau}+\frac{\mu}{1-b}\left(\frac{M_{t+i}}{P_{t+1}}\right)^{1-b}-\chi \frac{N_{t+i}^{1+\eta}}{1+\eta}\right] \tag{1}
\end{equation*}
$$

where $D_{i}$ is a preference shock, $C_{t-1}^{h}$ represents habit stock with the habit persistence parameter $0<h<$ 1.Parameter $\beta$ is the discount factor $(0<\beta<1), \tau^{-1}>0$ is the intertemporal elasticity of substitution, $b^{-1}>0$ is elasticity of substitution between consumption and real money balances and $\eta^{-1}>0$ is elasticity of substitution between consumption and labor. Parameters $\mu>0$ and $\chi>0$ are scale factors.

Given the aggregate price index, we have following budget constraint:

$$
\begin{equation*}
C_{t}+\frac{M_{t}}{P_{t}}+\frac{B_{t}}{P_{t}}=\frac{W_{t}}{P_{t}} N_{t}+\frac{M_{t-1}}{P_{t}}+R_{t-1} \frac{B_{t-1}}{P_{t}}+\Pi_{t} \tag{2}
\end{equation*}
$$

where $B_{t}$ are nominal government bonds with nominal interest rate $R_{t}, W_{t} / P_{t}$ is the real wage and $\Pi_{t}$ is real profits of the firms (households are the owners).

### 2.2 The firms

The final (composite) consumption good $Y_{t}$ is produced using differentiated intermediate goods $Y_{t}(j)$, $k \in[0,1]$ which are produced by monopolistic firms. Final good is produced (aggregated) using following technology (CES index):

$$
\begin{equation*}
Y_{t}=\left(\int_{0}^{1} Y_{t}(j)^{\frac{\lambda_{t}-1}{\lambda_{t}}} \mathrm{~d} j\right)^{\frac{\lambda_{t}}{\lambda_{t}-1}}, \tag{3}
\end{equation*}
$$

where $\lambda_{t}>0$ is time-varying elasticity of demand for each intermediate good $Y_{t}(j)$. The cost minimization problem of the final good producer gives the demand function for good $j$ and aggregate price index:

$$
\begin{equation*}
Y_{t}(j)=\left(\frac{P_{t}(j)}{P_{t}}\right)^{-\lambda_{t}} Y_{t} \quad P_{t}=\left(\int_{0}^{1} P_{t}(j)^{1-\lambda_{t}} \mathrm{~d} j\right)^{\frac{1}{\lambda_{t}-1}} \tag{4}
\end{equation*}
$$

Each monopolistic firm faces demand curve 4 . We assume a linear production function

$$
\begin{equation*}
Y_{t}(j)=A_{t} N_{t}(j) \tag{5}
\end{equation*}
$$

where $A_{t}$ is exogenous productivity shock and $N_{t}(j)$ is labor input. Each firm minimizes its total costs $T C_{t}$ which are expressed as a product of real wages $\frac{W_{t}}{P_{t}}$ and total hours worked $N_{t}=\frac{Y_{t}}{A_{t}}$ :

$$
\begin{equation*}
T C_{t}=\frac{W_{t}}{P_{t}} \frac{Y_{t}}{A_{t}} \tag{6}
\end{equation*}
$$

Real marginal cost $\Phi_{t}$ must satisfy the condition

$$
\begin{equation*}
\Phi_{t}=\frac{\partial T C_{t}}{\partial Y_{t}}=\frac{W_{t} / P_{t}}{A_{t}} \tag{7}
\end{equation*}
$$

The firms have an opportunity to change their prices in a given period with probability $1-\omega$ (see Calvo [1]). Each firm $j$ chooses the price $P_{t}(j)$ to maximize expected discounted profits

$$
\begin{equation*}
E_{t} \sum_{i=0}^{\infty} \omega^{i} Q_{t, t+i}\left[\left(\frac{P_{t}(j)}{P_{t+i}}\right) Y_{t+i}(j)-\Phi_{t+i} Y_{t+i}(j)\right] \tag{8}
\end{equation*}
$$

where $Q_{t, t+i}=\beta^{i} \frac{U_{C, t+i}^{*} / C_{t+i}}{U_{C, t}^{*} / C_{t}}$ is the discount factor. Equilibrium condition $C_{t}(j)=Y_{t}(j)$ holds.

### 2.3 Flexible-price equilibrium and monetary policy

We consider the case where all of the firms adjust their prices every period. The flexible prices setting is characterize when $\omega=0$, optimal price $P_{t}^{*}=P_{t}$ and markup $Z_{t}=\bar{Z}$. The definition of real marginal cost in (7) implies:

$$
\begin{equation*}
\frac{W_{t}}{P_{t}}=\frac{A_{t}}{\bar{Z}} \tag{9}
\end{equation*}
$$

This relationship is combined with the first order conditions of the households and equilibrium conditions of the whole economy. We may thus define optimal consumption, hours worked and flexible-price equilibrium output with the superscript $f$. The output gap is defined as:

$$
\begin{equation*}
g a p_{t}=y_{t}-y_{t}^{f}, \tag{10}
\end{equation*}
$$

where $y_{t}$ is a $\log$ of the actual output and $y_{t}^{f}$ is a $\log$ of the flexible-price equilibrium output. The gap measures the percentage deviation of the actual output from its flexible-price equilibrium.

The model is closed by specifying a monetary policy rule. We use the standard Taylor-type rule which links the nominal interest rate with the movement of inflation and the output gap from its target levels. Equilibrium dynamics is forced by demand shock $d_{t}$, cost shock $z_{t}$ and productivity shock $a_{t}$. These shocks follow the stationary $A R(1)$ processes.

### 2.4 Log-linearized equations

Our system consists from following log-linearized equations:

$$
\begin{align*}
u_{C, t}^{*}-y_{t} & =E_{t} u_{C, t+1}^{*}-E_{t} y_{t+1}+r_{t}-E_{t} \pi_{t+1}  \tag{11}\\
w_{t}-p_{t} & =d_{t}+\eta n_{t}-u_{C, t}^{*}+y_{t}  \tag{12}\\
u_{C, t}^{*} & =\frac{1}{1-\beta h}\left[(1-\tau)\left(\left(1+\beta h^{2}\right) y_{t}-h y_{t-1}-\beta h E_{t} y_{t+1}\right)\right. \\
& \left.+d_{t}-\beta h E_{t} d_{t+1}\right]  \tag{13}\\
\pi_{t} & =\beta E_{t} \pi_{t+1}+\frac{(1-\beta \omega)(1-\omega)}{\omega} \varphi_{t}+\frac{1-\omega}{\omega}\left(z_{t}-\beta \omega E_{t} z_{t+1}\right)  \tag{14}\\
y_{t}^{f} & =a_{t}+\frac{1}{1+\eta} u_{c, t}^{* f}-\frac{1}{1+\eta} d_{t}  \tag{15}\\
u_{C, t}^{* f} & =\frac{1}{1-\beta h}\left[(1-\tau)\left(\left(1+\beta h^{2}\right) y_{t}^{f}-h y_{t-1}^{f}-\beta h E_{t} y_{t+1}^{f}\right)\right. \\
& \left.+d_{t}-\beta h E_{t} d_{t+1}\right]  \tag{16}\\
r_{t} & =\rho_{r} r_{t-1}+\left(1-\rho_{r}\right)\left[\psi_{\pi} \pi_{t}+\psi_{y}\left(y_{t}-y_{t}^{f}\right)\right]+\epsilon_{r, t}  \tag{17}\\
d_{t} & =\rho_{d} d_{t-1}+\epsilon_{d, t}  \tag{18}\\
z_{t} & =\rho_{z} z_{t-1}+\epsilon_{z, t}  \tag{19}\\
a_{t} & =\rho_{a} a_{t-1}+\epsilon_{a, t} \tag{20}
\end{align*}
$$

Lower case letters are logarithms of the corresponding upper cases. We have seven equations for endogenous variables and three equations which describe exogenous processes. The system includes four shocks $\epsilon_{r, t}, \epsilon_{d, t}, \epsilon_{z, t}$ a $\epsilon_{a, t}$. Previous equations may be read as follows: Equation (11) is a New Keynesian IS curve (Euler equation for the consumption). Equation (12) represents labor supply curve of the households. Equation (13) express marginal utility of consumption. Equation (14) is a New Keynesian Phillips curve. Equation (15) defines potential output. Equation (16) reflects marginal utility of consumption in the case of flexible-price framework. Equation (17) is a modified Taylor rule. Equation (18) is the $A R(1)$ process of demand shock. Equation (19) is the $A R(1)$ process of cost shock. Equation (20) is the $A R(1)$ process of productivity shock.

We will use the log-linearized versions of both production function and real marginal costs:

$$
\begin{align*}
y_{t} & =a_{t}+n_{t},  \tag{21}\\
\varphi_{t} & =w_{t}-p_{t}-a_{t} . \tag{22}
\end{align*}
$$

We estimate 15 parameters. These parameters are described in the Table 1.

## 3 Estimation

We use Bayesian techniques (Random-Walk metropolis Hasting algorithm) and Kalman filter algorithm in order to estimate both the parameters and unobserved potential output. The model is thus identified by using the Dynare toolbox for Matlab [5]. We use quarterly seasonally adjusted macroeconomic data of the Czech Republic from the second quarter 1996 to the fourth quarter 2008. Observable variables are quarter-on-quarter productivity growth, inflation and nominal interest rate. Productivity is obtained from the output growth of real GDP divided by the labor force. The inflation rate is based on CPI and interest rate is the 3M PRIBOR. Inflation and nominal interest rate are annualized. One of the alternative models uses data of the inflation target. The variables in the model are expressed as deviation from their steady-states. We have added measurement equations that relate the model variables to the data (instead of prefiltering the observed data):

$$
\begin{align*}
Y_{t}^{o b s} & =\gamma^{s s}+y_{t}-y_{t-1}  \tag{23}\\
\Pi_{t}^{\text {obs }} & =\pi^{s s}+4 \pi_{t}  \tag{24}\\
R_{t}^{\text {obs }} & =r r^{s s}+\pi^{s s}+4 r_{t} \tag{25}
\end{align*}
$$

Table 1. Parameters

| Parameter | Description | Range | Density |
| :---: | :--- | :---: | :---: |
| $\tau^{-1}$ | Intertemporal elasticity in consumption | $\mathbb{R}^{+}$ | Gamma |
| $\beta$ | Discount factor | $(0,1)$ | Beta |
| $h$ | Habit persistence | $(0,1)$ | Beta |
| $\eta^{-1}$ | Elasticity of substitution between labor and consumption | $\mathbb{R}^{+}$ | Gamma |
| $\omega$ | The share of non-optimizing firms | $[0,1]$ | Beta |
| $\psi_{\pi}$ | Elasticity of the interest rate with respect to inflation | $\mathbb{R}^{+}$ | Gamma |
| $\psi_{y}$ | Elasticity of the interest rate with respect to output gap | $\mathbb{R}^{+}$ | Gamma |
| $\rho_{r}$ | Interest rate smoothness | $[0,1)$ | Beta |
| $\rho_{d}$ | Persistence in the demand shock | $[0,1)$ | Beta |
| $\rho_{z}$ | Persistence in the supply shock | $[0,1)$ | Beta |
| $\rho_{a}$ | Persistence in the productivity shock | $[0,1)$ | Beta |
| $\sigma_{r}$ | Standard deviation of the monetary shock | $\mathbb{R}^{+}$ | Inv. Gam. |
| $\sigma_{d}$ | Standard deviation of the demand shock | $\mathbb{R}^{+}$ | Inv. Gam. |
| $\sigma_{z}$ | Standard deviation of the supply shock | $\mathbb{R}^{+}$ | Inv. Gam. |
| $\sigma_{a}$ | Standard deviation of the productivity shock | $\mathbb{R}^{+}$ | Inv. Gam. |

where $\gamma^{s s}$ is equilibrium growth rate of a non stationary technology shock, $\pi^{s s}$ is annualized inflation at the steady-state and $r r^{s s}$ is real interest rate at the steady-state.

Priors are presented in the Table 2. They are mostly in line with the estimates of similar estimates for the Czech Republic (see Musil and Vašíček [6] or Remo and Vašíček [7]). Prior hyperparameters of $\pi^{s s}$ and $r r^{s s}$ are obtained from the historical averages of inflation and real interest rate.

## 4 Results

Table 2 reports posterior distributions of the structural parameters. The posterior mean of the parameter $\tau$ is 2.31 , intertemporal elasticity of substitution $\tau^{-1}$ is thus 0.43 . Households prefer actual consumption to future consumption. The parameter $h$ is 0.97 , i.e.past consumption plays crucial role in current decisions. The parameter $\eta$ is 1.54 . Elasticity for labor supply is therefore 0.65 . This low elasticity is typical for the Czech labor market because of low flexibility of the labor force. Price rigidity is related to the parameter $\omega$. The mean value 0.8 means that only $20 \%$ of firms change their price every quarter. The mean contract duration is thus five quarters. The reaction function of the Czech National Bank is based

Table 2. Estimates - parameters and shocks

| Parameter | Prior mean | Prior s.d. Post. mean | $90 \%$ HPDI |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau$ | 1.10 | 0.50 | 2.3128 | 1.5128 | 3.0692 |
| $h$ | 0.80 | 0.10 | 0.9661 | 0.9317 | 0.9982 |
| $\eta$ | 1.50 | 0.30 | 1.5442 | 1.0440 | 2.0247 |
| $\omega$ | 0.60 | 0.20 | 0.7944 | 0.7163 | 0.8774 |
| $\psi_{\pi}$ | 1.50 | 0.30 | 1.3157 | 0.9985 | 1.5823 |
| $\psi_{y}$ | 0.30 | 0.15 | 0.2706 | 0.0627 | 0.4794 |
| $\rho_{r}$ | 0.65 | 0.25 | 0.7290 | 0.6603 | 0.7990 |
| $\rho_{d}$ | 0.50 | 0.25 | 0.8308 | 0.7253 | 0.9414 |
| $\rho_{z}$ | 0.50 | 0.25 | 0.5724 | 0.2029 | 0.9779 |
| $\rho_{a}$ | 0.70 | 0.25 | 0.9336 | 0.8790 | 0.9953 |
| $\gamma^{s s}$ | 0.50 | 0.30 | 0.6725 | 0.5067 | 0.8467 |
| $\pi^{s s}$ | 3.50 | 0.50 | 3.6368 | 2.8588 | 4.3909 |
| $r r^{s s}$ | 1.80 | 0.30 | 1.7559 | 1.2991 | 2.1924 |
| $\sigma_{r}$ | 0.30 | $\infty$ | 0.3355 | 0.2771 | 0.3946 |
| $\sigma_{d}$ | 0.50 | $\infty$ | 1.0901 | 0.4321 | 1.7915 |
| $\sigma_{z}$ | 0.50 | $\infty$ | 0.4230 | 0.1050 | 0.9410 |
| $\sigma_{a}$ | 0.80 | $\infty$ | 1.4366 | 0.8301 | 2.0816 |

on the parameters $\rho_{r}, \psi_{\pi}$ a $\psi_{y}$. Interest rate rule may be written as

$$
\begin{equation*}
r_{t}=0.73 r_{t-1}+0.36 \pi_{t}+0.07 g a p_{t}+\epsilon_{r, t} . \tag{26}
\end{equation*}
$$

The smoothing parameter is relative high and plays the most important role in monetary decisions. Central bank places five times less weight on the output gap relative to inflation variations. The autoregressive coefficients for the shocks represent persistency of the shocks.

Figure 1 plots the posterior mean of smoothed estimate of the output gap and its $90 \%$ confidence intervals. This trajectory may be compared with the gap obtained using Hodrick-Prescott filter. Using


Fig. 1. Output gap and confidence intervals
U.S. data we were able to replicate the original results presented by Hirose and Naganuma [4] which are similar compared with other commonly used estimates. Our output gap, on the other hand, illustrates Czech business cycles which are rather different to the estimate using HP filter.

Our approach shows the potential of the economy with flexible-prices that would prevail in the absence of cost shocks. We may present alternative estimates which measures output gap as the deviation of the actual output from its equilibrium (trend) level. In this case, the dynamics of the gap should be in accordance with HP filter estimates. This may be shown on the Figure 2. Resulting trajectories differ in levels because our data are detrended by steady-state growth rate of a technology shock (parameter $\gamma_{s s}$ ). As argued by Woodford [8], an optimal monetary policy replicates flexible-price equilibrium, which can


Fig. 2. Actual output gap and potential output gap
be the best outcome of the economy where government offsets monopolistics distortions by appropriate transfers. The output gap that is defined here should be a useful measure for monetary policy makers
(from a welfare perspective). Monetary policy is able to stabilize inflation and welfare of the households (approximated by the output gap). These goals are conformable with each other.

New Keynesian approach to the output gap offers relevant economic background compared to the "traditional" estimates. Output gap is linked to real marginal costs which influence inflation within the Phillips curve framework. There is a strong relationship between output gap and inflation which may be used by monetary authority.

What says our output gap in the Figure 1? Its trajectory indicates the existence of rigid prices in the Czech economy. On the one hand, these rigidities have damped impact of recession in the period since 1997 and 2001 (positive output gap). On the other hand they restrain economic growth in the periods of the booms (negative output gap since 2005). Our results for the Czech economy show that the turning points in the gaps are accompanied by government changes (1998, 2002 and 2006).

### 4.1 Prior sensitivity and model alternatives

Our results may be influenced by the choice of prior hyperparameters. We have specified two alternative prior sets based on tight and loose prior. Our choice concerns following parameters: $\tau, h, \eta, \omega, \psi_{\pi}, \psi_{y}$, $\gamma^{s s}, \pi^{s s}$ and $r r^{s s}$. In the case of "tight prior" the prior standard deviation equals a half of the base one. In the case of "loose prior" the standard deviations has been doubled. As expected, for most of the parameters, deviations of the posterior estimates from the prior means were remarkable under the loose prior. The tight prior leads the posterior estimates close to the prior. Figure 3 depicts the corresponding


Fig. 3. Output gaps - prior sensitivity
estimates of the output gap. We can see that the output gap is similar to the gap under the loose prior at the beginning of the period and to the gap under loose prior in the second half of the period. The output gap under the tight prior exhibits smaller volatility due to the smaller values of $h$ and $\omega$. The dynamic of all trajectories is almost the same within the whole period. Our baseline estimate may be taken as a relevant "compromise" estimate. For further discussion regarding sensitivity analysis see Herber [3].

We have made three alternative specifications of the model which may be more appropriate to describe the Czech economy. The first model (Model 1) assumes time-varying steady-state growth rate of technology shocks:

$$
\begin{equation*}
\gamma_{t}^{s s}=\gamma_{t-1}^{s s}+\epsilon_{\gamma, t}, \quad \epsilon_{\gamma, t} \sim N\left(0, \sigma_{\gamma}^{2}\right) \tag{27}
\end{equation*}
$$

The second model (Model 2) assumes time-varying steady-state inflation:

$$
\begin{equation*}
\pi_{t}^{s s}=\pi_{t-1}^{s s}+\epsilon_{\pi, t}, \quad \epsilon_{\pi, t} \sim N\left(0, \sigma_{\pi}^{2}\right) \tag{28}
\end{equation*}
$$

This assumption affects the dynamic of nominal interest rate that should be rewritten as follows:

$$
\begin{equation*}
R_{t}^{o b s}=r r^{s s}+\pi_{t+1}^{s s}+4 r_{t} \tag{29}
\end{equation*}
$$

The last model (Model 3) takes into account inflation targeting. Inflation gap will be defined as the difference between actual inflation and its target level

$$
\begin{equation*}
\Pi_{t}^{\text {obs }}-\Pi_{t}^{\text {target }}=4 \pi_{t} . \tag{30}
\end{equation*}
$$

Nominal interest rate is thus determined by

$$
\begin{equation*}
R_{t}^{o b s}=r^{s s}+4 r_{t}, \tag{31}
\end{equation*}
$$

where the parameter $r^{s s}$ is annualized steady-state nominal interest rate. The relevant prior is based on historical averages.

The results are not sensitive to the changes in measurement equations. Obtained output gaps (see Fig. 4) have similar dynamics in comparison with the basic model. They differ only in levels of the gaps and in the confidence intervals which are larger. Interesting results are offered by Model 3 which takes into account inflation targeting. Central bank was not able to achieve its inflation target at the beginning of the period of inflation targeting. This fact leads to higher volatility of the inflation gap in our model. The Phillips curve and the dynamics of the real marginal costs are the mechanisms through which the volatility of the output gap increases. For more detailed discussion about our alternative models (including the trajectories of time-varying steady-state values) see Herber [3].


Fig. 4. Output gaps - alternative models

## 5 Conclusion

In our contribution, we estimated the output gap which is consistent with the fully specified DSGE model. This gap is a useful measure for welfare of the economy. The output gap is a plausible indicator for monetary policy. Structural parameters may provide an economic interpretation for movements of the estimated output gap. Using U.S. data we were able to replicate the original results presented by Hirose and Naganuma [4] which are similar compared with other commonly used estimates. Our output gap, on the other hand, illustrates Czech business cycles which are rather different to other estimates (e.g. HP filter). This result may be typical for economies in transition. Rigidities in the Czech economy have damped the fall of economy in the periods of recession but they have hindered the potential growth in the periods of booms. Moreover, our results for the Czech economy show that the turning points in the gaps are accompanied by government changes.
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#### Abstract

This paper deals with empirical analysis of international trade between Visegrad countries and EU15 during past two decades. The goal of the paper is to find out if the growth in export is of intensive or extensive type. We follow methodology of Kehoe and Ruhl (2002) and use detailed trade statistics on the value of trade flows by commodity according to Standard International Trade Classification (SITC) codes. We find out that the goods that were traded the least in the benchmark year account for disproportionate share in trade after liberalization and reduction of trade barriers. The most significant increase was found in Hungary. The set of goods which accounted for only ten percent of trade in 1993 accounts for about forty percent of trade following the liberalization. Similar patterns were identified also in other Visegrad countries. The countries thus began to export goods that they had not been previously trading. This is growth on the extensive margin and it should be reflected in models of international trade.
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## 1. Introduction

This paper analyses international trade between Visegrad countries and EU-15. The goal of the paper is to find out if the growth in export is of intensive or extensive type. We follow methodology of Kehoe and Ruhl (2002) and use detailed trade statistics on the value of trade flows by commodity according to Standard International Trade Classification (SITC). The results show that the goods that were traded the least in the benchmark year account for disproportionate share in trade after liberalization and reduction of trade barriers. In other words the countries began to export goods that they had not been previously trading. This is growth on the extensive margin and should be reflected in models of international trade and also in decisions of policymakers that usually focuses only on supporting of traditional export industries.

The rest of the paper is organized as follows. Section 2 briefly describes data used for analysis and section 3 focuses on measures of extensive margin growth. The results are presented and discussed in Section 4. The stress is put on analysis of Hungary and the Czech Republic. Section 5 deals with sensitivity analysis of the measure of extensive margin and its influence on results. Final section concludes with prospects for further research.

## 2. Data

The data are obtained from OECD database. The measure is annual flow values of exports of particular country into EU-15. The data are disaggregated by commodities according to four-digit Standard International Trade Classification (SITC), revision 2. The data are quoted in thousands of U.S. dollars, however we are interested in relative quantities and thus the units are not important. The data sample for each country is determined by availability of data. The data sample starts in 1992 for Hungary and Poland, in 1993 for the Czech Republic and in 1997 for Slovakia. The last available period is 2006 for all countries. It must be mentioned that the process of trade liberalization was gradual and in some cases already started before period that we study. However, main reduction of trade barriers happened before accessions of Visegrad countries to European Union in 2004 which is covered in our analysis.

## 3. Measures of the extensive margin

For each country's exports into EU15, the SITC codes are ordered by their value of trade in the first three years of the sample. ${ }^{2}$ Then the cumulative sets of the ordered codes are constructed. Every set includes one-tenth of

[^24]total export. The first set starts with the smallest codes ${ }^{3}$ and other codes are added to this set until the sum of their values reaches one-tenth of total export value. The next set is formed in similar way by summing the remaining smallest codes until the value of the set reaches one-tenth of total trade. This procedure produces ten sets of codes where each set represents one-tenth of total trade. The first set consists of the "least-traded" commodities - they have the smallest export value. Subsequent set contains less codes then the previous set as the (relative) trade value of the codes increases. Since the set comprises exactly one-tenth of total export, some codes are split into two sets. Therefore the number of codes in the set need not be integer number.

Given this partitioning of the SITC codes, two measures of export growth are considered. First measure corresponds to change in each set's share of trade over the sample period, second measure focuses on the time evolution of the least-traded set of codes with the aim to capture timing of the export growth of these goods.

The first measure is constructed by calculating the share of total exports for each of the ten sets of codes in the last year of the sample period. The interpretation of this measure is as follows. If the growth in trade is driven only by proportional increase in the value of goods already traded, each set of codes would retain its one-tenth share in trade. On the other hand, if the trade liberalization leads only to trade of goods that were previously untraded, the first set of codes would gain trade share, while share of other set would decline. The first case is intensive margin, the second case is extensive margin in trade growth.

The second measure uses the same partition of SITC codes but looks only on the share of least-traded goods in total export. This share is calculated for each year of the sample period. If the lowering of trade barriers leads to trade of goods not previously traded, there should be an increase in the share of trade accounted for by this set of goods. This measure should show the timing of any change it the trade of new goods. If an increase in the share of exports coincides with the implementation of trade reforms, we can think of it as an evidence of the link between trade liberalization and growth in the extensive margin.

## 4. Results

Overall results indicate significant export growth on the extensive margin for all Visegrad countries. Table 1 shows the end of sample export shares of the least-traded goods. The most significant increase in the extensive margin is observed in Hungary. Least-traded goods comprise $41 \%$ of the total export share in 2006. This is more than four times its original trade share. The shares of least-traded goods in Poland and the Czech Republic account for 29 and 27 percent, respectively, which is also quite high. The share in Slovakia is only $19 \%$ but this fact is probably influenced by shorter sample.

| Country | Benchmark year | Share of least-traded goods |
| :--- | :---: | :---: |
| Czech Republic | 1993 | 0,27 |
| Hungary | 1992 | 0,41 |
| Poland | 1992 | 0,29 |
| Slovakia | 1997 | 0,19 |

Table 1: Share of export value in 2006: least-traded goods in benchmark year
The most evident example of extensive margin growth is Hungary. Graph 1 shows the decomposition of trade into individual sets of goods for this country. The set of least-traded goods that account for $41 \%$ trade share in 2006 includes 564 SITC codes. Given the detailed structure of the measure, we can find that the most significant increase in trade share has code " 7132 : Internal combustion piston engines for propelling vehicles" - more than 10 \% -- followed by code " 7643 : Radiotelegraphic \& radiotelephonic transmitters" with nearly $6 \%$ increase.

[^25]

Graph 1: Composition of Exports: Hungary into EU 15
Trade growth in Hungary also shows interesting timing. Graph 2 plots the trade share of the least-traded goods over the sample period for all countries. In case of Hungary (dashed line), there is abrupt and large increase in the trade share between years 1996 and 1997 - from $10 \%$ up to $30 \%$. What are possible causes of such change?


Graph 2: Time evolution of least traded goods: Hungary
Hungary's Trade Association Agreement with the EU became effective in February of 1994 and provided for an asymmetrical liberalization of trade over the next 5 years. The agreement immediately removed EU duties on
$70 \%$ of Hungary's industrial exports to the EU and lifted quotas on $60 \%$ of its total exports. ${ }^{4}$ However, there is not any change in trade share following this event. The argument that some time is needed for setup of production and managing export probably does not hold. We should see (at least gradual) increase in least-traded share in the first or second year after liberalization, not abrupt jump in the third year. In sum, this event does not coincide with our measure showed in Graph 2. Probably one of the most important developments influencing trade between the EU and Hungary has been the so-called Pan-European Cumulation System (PECS). This system comprises a set of EU bilateral agreements, which aims to harmonize standards and rules-of-origin laws between the EU, EFTA, CEFTA, and other countries. The Government of Hungary joined the PECS in December 1996, with an effective date of July 1, 1997. Increase in the least-traded share surprisingly coincides with implementation of this system. ${ }^{5}$

Graph 3 shows trade decomposition in the Czech Republic. The set of least-traded goods includes 535 codes and comprise $27 \%$ of export share in 2006. There are not many single codes (among least-traded goods) that would achieve large share over the analyzed period. ${ }^{6}$ However, it is worth to note that goods in two last deciles (mosttraded goods) account for more than proportional increase in their sets. No wonder that these sets include codes "7810: Passenger motor cars for transport of pass. \& goods" and „7849: Other parts \& accessories of motor vehicles" - traditional branches of Czech industry. ${ }^{7}$


Graph 3: Composition of Exports: Czech Republic into EU 15
For time evolution of least-traded goods in the Czech Republic we look again on Graph 2. Compared to Hungary there is not such sudden increase of the share. Regarding trade liberalization, the free trade agreement between EFTA and Czechoslovakia was arranged on 1 July $1992 .{ }^{8}$ EFTA states abolished the customs and quantity limits unilaterally as the agreement came into force. Since we have data from 1993, the effect of this liberalization is partly distorted. However, we can see two waves (accruals) in the share of least-traded goods: one from 1995 to 1998 and the second from 2000 to 2004. But it is hard to find some concrete causes. The Czech Republic also joined the PECS, but this event does not have such important effect as in Hungary. Why the evolution in the Czech Republic and Hungary is so different deserves further study.

Detailed analysis of the composition of exports in Poland and Slovakia can be found in Hloušek (2009). Regarding time evolution of least-traded goods, development in Poland is quite similar to the Czech Republic.

[^26]Comparison with Slovakia is difficult due to shorter data sample but the extensive margin growth is also considerable.

## 5. Sensitivity analysis

This section focuses on sensitivity analysis of our empirical measures. First, we check how the results depend on the choice of cutoff level. Table 2 reports the extensive margin growth rates for 5\%, 10\% and 20\% cutoffs. Each column shows percentage growth rate of the least traded goods between benchmark year and year 2006. All countries exhibit the same pattern. If we consider smaller cutoff, the least-traded goods grow more. It again support the idea, that goods with very small trade shares drive the extensive margin growth and our measure that uses $10 \%$ cutoff can even underestimate size of the extensive margin growth. The measure calculated with $20 \%$ cutoff shows smaller growth and it is roughly one half of the measure using $10 \%$ cutoff. Even if larger cutoff makes the set of least-traded goods quite big, the increase is still significant.

|  |  | Cutoff |  |  |
| :--- | :---: | ---: | ---: | ---: |
| Country | Benchmark year | $\mathbf{5 \%}$ | $\mathbf{1 0 \%}$ | $\mathbf{2 0 \%}$ |
| Czech Republic | 1993 | 267,4 | 172,4 | 84,5 |
| Hungary | 1992 | 560,4 | 312,0 | 157,4 |
| Poland | 1992 | 281,0 | 193,2 | 92,1 |
| Slovakia | 1997 | 151,2 | 94,5 | 32,7 |
|  |  |  |  |  |

Table 2: Results under different cutoff values
Second sensitivity check deals with ordering of the goods at the beginning of the sample period. Primary analysis made in the paper used the average of export value in first three years. The goods were then ordered according to this measure and the first year was chosen to calculate the deciles. Alternative way is to order the goods according to their value in the first year. The least-traded goods thus contain little different set of codes (usually more of them). The results of this procedure are reported in Table 3. The extensive margin growth is higher for all countries and thus our analysis understated the importance of this growth. ${ }^{9}$ The largest difference is for Slovakia. Contrary to previous measure, the least-traded goods now comprise $36 \%$ of total export value. It is even more than in Poland and the Czech Republic. Detailed analysis reveals that code ,7611: Television receivers, color" is responsible for this change. ${ }^{10}$ Time evolution of least-traded goods for Visegrad states using alternative ordering is shown in Graph 4. What is different? We see that the share is growing already from the beginning - there is no initial decrease in first years that was present in Figure 2. Main trends are very similar for all countries except of Slovakia. Here, the share of least-traded goods exhibits rapid growth from 2002 that finally overtook the share in other countries, as discussed above.

| Country | Benchmark year | Share of least-traded goods |
| :--- | :---: | :---: |
| Czech Republic | 1993 | 0,32 |
| Hungary | 1992 | 0,44 |
| Poland | 1992 | 0,33 |
| Slovakia | 1997 | 0,36 |

Table 3: Share of export value in 2006: least-traded goods in benchmark year
To summarize it, using smaller cutoff implies more significant extensive margin growth. Similarly, ordering of the goods according to the first year export value (instead of the average of three years) increases the importance of new goods margin in international trade.

[^27]

Graph 4: Time evolution of least traded goods:Visgrad countries

## 6. Conclusion

This paper analysed international trade between Visegrad countries and EU15. Results show that there is clear evidence of extensive margin in trade growth. Countries are exporting goods that they had not been previously trading. It is sometimes hard to find if trade liberalization was the main cause of this change because reduction of trade barriers was gradual. This issue deserves more attention. The implications for economic theory are clearcut. International trade models should focus on modeling of the extensive margin. The modified Ricardian model used in Kehoe and Ruhl (2002) is one of the examples. Calibration of this model using data on intraindustry trade is topic for further research.
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#### Abstract

There exist many approaches to the estimation of probability distribution function. A general principal is to reduce a noise (more precisely, a white noise) in data by means of e.g. stochastic processes, kernel regressions, integral transforms, wavelet transforms, or even fuzzy filters. Without applying such a method the data set would be deformed by a noise so that the resulting interpretation might be problematic or, what would be worse, misleading. Moreover, a construction of valuable models from such data is also complicated. In this paper we propose and apply a relatively new and more or less simple approach to filter a noise from data - the fuzzy transform (F-transform) originally introduced in Perfilieva [6]. More particularly, we will introduce a filter using the direct and inverse F-transform and show that the filtered data have a smaller noise, i.e., the variance of the random variable describing a filtered data noise is smaller than the variance of the random variable expressing an original data noise. Finally, the proposed filter is illustrated with the aim to estimate the probability distribution function of financial market returns. Keywords. Fuzzy transform, probability distribution, financial returns.


## 1 Introduction

Without loss of generality we can say that any economic variable or, more correctly - its state (e.g. the price), follows a stochastic process, i.e. it moves randomly in time. In order to describe such a randomness, a suitable probability distribution can be used. Doing that, either characteristic function, or cumulative distribution function, or density function can be used. Since the data are generally observable only in a discrete time, some approach of statistical inference must be applied in order to get a continuous function, e.g., a density function, and remove a white noise from the data.

A basic principal is to reduce a white noise in data by means of e.g. stochastic processes, kernel regressions, integral transforms, wavelet transforms, or even fuzzy filters, see e.g. [1-4] for more details. For example, a relatively new approach of smoothing by fuzzy filters utilizes a discrete fuzzy-transform, which is based on fuzzy partitioning of the universe into fuzzy subsets.

The aim of this paper is to introduce the fuzzy transform and develop a filter based on it that would allow us efficient smoothing of probability distribution of financial market returns.

We proceed as follows. The intention of the following two sections is to set the preliminaries for stochastic processes and probability distribution estimation (Section 2) and fuzzy transform (Section 3). Next, the filter to smooth the probability distribution function is introduced (Section 4). Finally, the proposed model is applied in order to estimate a smooth distribution function of financial data (Section 5).

## 2 Probability density estimation for financial data

Assume a time series of financial data $\left\{x_{t} \mid t=1, \ldots, T\right\}$. A general model for $x_{t}$ can look as follows:

$$
\begin{equation*}
x_{t}=f\left(x_{t-1}\right)+\varepsilon_{t}, \tag{1}
\end{equation*}
$$

where $f\left(x_{t-1}\right)$ can be any function (linear, non-linear) of preceding values $x_{1}, \ldots, x_{t-1}$ or simply a given constant and $\varepsilon_{t}$ describes a white noise, i.e., $\varepsilon_{t}$ is a value of random variable with zero mean and no autocorrelation.

Further, assume that $\left\{x_{t} \mid t=1, \ldots, T\right\}$ is a set of values of a continuous random variable $X$. To make a deeper analysis of data we are often interested in the unknown probability density function of

[^28]the random variable $X$. In practice, we usually use some of methods for a probability density function estimation. Perhaps, the simplest method how to approximate the probability density function (shortly PDF) is a method called a histogram. Let the suitable interval be divided in $M$ mutually disjoint bins $B_{j}$ of binwidth $h$ covering the considered interval. The PDF is then given by
\[

$$
\begin{equation*}
\hat{f}_{h}(x)=\frac{1}{T h} \sum_{t=1}^{T} \sum_{j=1}^{M} I\left(x_{t} \in B_{j}\right) I\left(x \in B_{j}\right), \tag{2}
\end{equation*}
$$

\]

where $T$ is the length of the series of data and $I(\cdot)$ is an indicator function

$$
I(A)=\left\{\begin{array}{l}
1, \text { if } A \text { holds }  \tag{3}\\
0, \text { otherwise }
\end{array}\right.
$$

It is easy to see that the histogram appears to be strongly dependent on $h$ and the PDF is neither smooth nor continuous. Therefore, the most standard approach how to smooth empirical observations of random variable is to apply a Parzen windows estimator based on a kernel function $K(y)$ :

$$
\begin{equation*}
\hat{f}(x)=\frac{1}{T} \sum_{t=1}^{T} \frac{1}{h} K\left(\frac{x_{t}-x}{h}\right), \tag{4}
\end{equation*}
$$

where $h$ is a bandwith parameter for the window size description. A natural choice for kernel function $K(y)$ is the Gaussian kernel or any kernel from the symmetric Beta family. Note that this approach is a special case of the Kernel regression (see [1]). For a comparative study of various probability density estimation methods as well as references to the substantial literature we refer to [5].

## 3 Discrete F-transform

In this section, we will describe the direct discrete fuzzy transform (shortly, F-transform). The key idea on which the F-transform is based is a fuzzy partition of the universe into fuzzy subsets (factors, clusters, granules etc.). A fuzzy partition may be understood as a system of neighborhoods of some chosen nodes. A sufficient representation of a function we may consider its average values over fuzzy subsets from the partition. Then, a function can be associated with a mapping from a set of fuzzy subsets to the set of thus obtained average function values. We take an interval [a, b] as a universe. That is, all (real-valued) functions considered in this section have this interval as a common domain. The fuzzy partition of the universe is given by fuzzy subsets of the universe [a, b] (determined by their membership functions) which must have properties described in the following definition.
Definition 1 ([6]). Let $x_{1}<\cdots<x_{n}$ be fixed nodes within $[a, b]$, such that $x_{1}=a, x_{n}=b$ and $n \geq 2$. We say that fuzzy sets $A_{1}, \ldots, A_{n}$, identified with their membership functions $A_{1}(x), \ldots, A_{n}(x)$ defined on $[a, b]$, form a fuzzy partition of $[a, b]$ if they fulfill the following conditions for $k=1, \ldots, n$ :
(1) $A_{k}:[a, b] \rightarrow[0,1], A_{k}\left(x_{k}\right)=1$;
(2) $A_{k}(x)=0$ if $x \notin\left(x_{k-1}, x_{k+1}\right)$ where for the uniformity of denotation, we put $x_{0}=a$ and $x_{n+1}=b$;
(3) $A_{k}(x)$ is continuous;
(4) $A_{k}(x), k=2, \ldots, n$, strictly increases on $\left[x_{k-1}, x_{k}\right]$ and $A_{k}(x), k=1, \ldots, n-1$, strictly decreases on $\left[x_{k}, x_{k+1}\right]$;
(5) for all $x \in[a, b]$

$$
\begin{equation*}
\sum_{k=1}^{n} A_{k}(x)=1 \tag{5}
\end{equation*}
$$

The fuzzy sets $A_{1}, \ldots, A_{n}$ are called basic functions.
A set of basic functions which form a fuzzy partition of $[a, b]$ will be denoted by $\mathcal{A}_{a}^{b}$ or simply $\mathcal{A}$, when we need not to consider a concrete interval $[a, b]$.

Let $\mathcal{A}_{a}^{b}=\left\{A_{1}, \ldots, A_{n}\right\}$ be a set of basic functions. We say that $\mathcal{A}_{a}^{b}$ defines a uniform fuzzy partition of $[a, b]$, if $x_{i+1}-x_{i}=h$ for any $i=1, \ldots, n-1$, where $h>0$ is a constant, and there is a symmetric fuzzy set ${ }^{1} A:[-h, h] \rightarrow[0,1]$ such that $A(x)=A_{i}\left(x_{i}-x\right)$ for any $x \in[a, b]$ and $i=1, \ldots, n$. Obviously, $A(0)=1$. Since all basic functions may be determined from a one fuzzy set, the uniform fuzzy partitions seem to be very profitable from the practical point of view. Let us show two examples of uniform fuzzy partitions.

[^29]Example 1. Let $A, B:[-h, h] \rightarrow[0,1]$ be fuzzy sets defined as follows:

$$
A(x)=\left\{\begin{array}{l}
\frac{h+x}{h}, x \in[-h, 0], \\
\frac{h-x}{h}, x \in[0, h], \\
0, \text { otherwise },
\end{array} \quad B(x)= \begin{cases}0.5\left(\cos \frac{\pi}{h}\left(x-x_{i}\right)+1\right), & x \in[-h, h], \\
0, & \text { otherwise } .\end{cases}\right.
$$

If $x_{1}<\cdots<x_{n}$ are nodes within $[a, b]$ such that $x_{1}=a, x_{n}=b$ and $x_{i}=x_{1}+(i-1) h$, then $\mathcal{A}_{a}^{b}=\left\{A_{i} \mid A(x)=A_{i}\left(x_{i}-x\right), i=1, \ldots, n\right\}$ and $\mathcal{B}_{a}^{b}=\left\{B_{i} \mid B(x)=B_{i}\left(x_{i}-x\right), i=1, \ldots, n\right\}$ define a triangle and a cosine uniform fuzzy partition of $[a, b]$, respectively. On fig. 1 we can see the triangle and cosine uniform fuzzy partitions of the interval $[2,7]$ for $h=0.5$.


Fig. 1. Triangle and cosine uniform fuzzy partitions

The following lemma shows a useful property holding for the uniform fuzzy partitions.
Lemma 1. Let $\mathcal{A}_{a}^{b}$ be a uniform partition of $[a, b]$ such that $n \geq 3$. Then

$$
\begin{align*}
\int_{a}^{b} A_{1}(x) d x=\int_{a}^{b} A_{n}(x) d x & =\frac{h}{2}  \tag{6}\\
\int_{a}^{b} A_{i}(x) d x & =h \tag{7}
\end{align*}
$$

for any $i=2, \ldots, n-1$.
Proof. See [6].
Now, we can introduce the definition of the discrete fuzzy transform (shortly discrete F-transform) which assigns, using basic functions, to a discrete function $f$ a vector of real numbers representing the discrete function $f$. Let $x_{1}, \ldots, x_{l} \in[a, b]$ be nodes and $\mathcal{A}_{a}^{b}$ be a set of basic functions. We say that the set of nodes $x_{1}, \ldots, x_{l}$ is sufficiently dense with respect to $\mathcal{A}_{a}^{b}$, if for each $A_{k} \in \mathcal{A}_{a}^{b}$ there is a node $x_{j}$ such that $A_{k}\left(x_{j}\right)>0$.
Definition 2 ([6]). Let a function $f$ be given at nodes $x_{1}, \ldots, x_{l} \in[a, b]$ and $\mathcal{A}_{a}^{b}=\left\{A_{1}, \ldots, A_{n}\right\}$, $n<l$, be basic functions which form a fuzzy partition of $[a, b]$. We say that the n-tuple of real numbers $\left[F_{\mathcal{A}_{a}^{b}, 1}, \ldots, F_{\mathcal{A}_{a}^{b}, n}\right]$ is the discrete F-transform of $f$ with respect to $\mathcal{A}_{a}^{b}$ if

$$
\begin{equation*}
F_{\mathcal{A}_{a}^{b}, k}=\frac{\sum_{j=1}^{l} f\left(x_{j}\right) A_{k}\left(x_{j}\right)}{\sum_{j=1}^{l} A_{k}\left(x_{j}\right)} \tag{8}
\end{equation*}
$$

For more information about the discrete $F$-transform we refer to [6].

## 4 FT-smoothing filters

In the following part, we will propose a smoothing filter which is based on the discrete F-transform. Let $\mathbb{R}$ denote the set of all real numbers and $X$ be a subset of $\mathbb{R}$. We say that a function $f: X \rightarrow \mathbb{R}$ is discrete, if $X$ is a finite set. Let $\mathcal{A}_{a}^{b}$ be a set of basic functions which form a fuzzy partition of $[a, b]$. We denote $\mathcal{D}_{\mathcal{A}_{a}^{b}}$ the set of all discrete functions $f$ such that $\min (\operatorname{Dom}(f))=a$ and $\max (\operatorname{Dom}(f))=b$, $\operatorname{Dom}(f)$ is sufficiently dense with respect to $\mathcal{A}_{a}^{b}$ and $\left|\mathcal{A}_{a}^{b}\right|<|\operatorname{Dom}(f)|$. Obviously, the set $\mathcal{D}_{\mathcal{A}_{a}^{b}}$ contains all functions on which the discrete F-transform may be applied. Finally, let $\mathcal{C}([a, b])$ denote the set of all continuous functions.

Definition 3. Let $\mathcal{A}_{a}^{b}=\left\{A_{1}, \ldots, A_{n}\right\}$ be a set of basic functions. An FT-smoothing filter determined by $\mathcal{A}_{a}^{b}$ is a mapping $\mathcal{F}_{\mathcal{A}_{a}^{b}}: \mathcal{D}_{\mathcal{A}_{a}^{b}} \rightarrow \mathcal{C}([a, b])$ defined by

$$
\begin{equation*}
\mathcal{F}_{\mathcal{A}_{a}^{b}}(f)(x)=\sum_{k=1}^{n} F_{\mathcal{A}_{a}^{b}, k} A_{k}(x) \tag{9}
\end{equation*}
$$

for any $x \in[a, b]$, where $F_{\mathcal{A}_{a}^{b}, k}, k=1, \ldots, n$, are the components of the discrete F-transform.
Remark 1. One can check easily that the linear combination of continuous functions is a continuous function. Hence, our definition is correct and $\mathcal{F}_{\mathcal{A}_{a}^{b}}$ is really a mapping to the set of all continuous functions.

Remark 2. Let us note that our definition of FT-smoothing filter is the inverse F-transform for the continuous case. For the discrete case the resulted function of the inverse F-transform is again a discrete function, more precisely, if $f$ is a discrete function with $\operatorname{Dom}(f)=\left\{x_{1}, \ldots, x_{l}\right\}$, then

$$
\begin{equation*}
f_{F_{\mathcal{A}_{a}^{b}}}\left(x_{i}\right)=\mathcal{F}_{\mathcal{A}_{a}^{b}}(f)\left(x_{i}\right) \tag{10}
\end{equation*}
$$

defines the discrete function which is the inverse F-transform of $f$ in the sense of Definition 5 in [6].
Now, we may ask, if the mapping $\mathcal{F}_{\mathcal{A}_{a}^{b}}$ may be considered as a smoothing filter, that means, if it reduces the white noise of the original discrete functions. To give an answer we will investigate the properties of random functions expressing the original functions, where a white noise is supposed. First, however, let us recall a definition of random function. Let $(\Omega, \mathcal{G}, P)$ be a probability space. A function $f: X \times \Omega \rightarrow \mathbb{R}$ is called a random function, if $\{\omega \mid f(x, \omega) \leq y\} \in \mathcal{G}$ holds for any $y \in \mathbb{R}$ and $x \in X$. Obviously, $f$ is a random function if and only if $f(x)$ is a random variable. We say that a random function $f: X \times \Omega \rightarrow \mathbb{R}$ is discrete, if $X$ is a finite set. Now, suppose that

$$
\begin{equation*}
g(x)=f(x)+\varepsilon(x) \tag{11}
\end{equation*}
$$

is a discrete random function such that $f$ is a discrete function and $\varepsilon$ is a discrete random function describing the white noise such that
(i) $\varepsilon(x)$ is a random variable with the probability distribution $N\left(0, \sigma^{2}\right)$ for any $x \in \operatorname{Dom}(f)$,
(ii) $\varepsilon(x), \varepsilon(y)$ are independent random variable for any $x, y \in \operatorname{Dom}(f)$ with $x \neq y$.

Let us note that $f$ is often an unknown discrete function and $g$ is a discrete random function with the probability distribution $N\left(f(x), \sigma^{2}\right)$ for each $g(x)$. Now, we may consider $\mathcal{F}_{\mathcal{A}_{a}^{b}}$ as a smoothing filter, if the variance of the probability distribution of $\mathcal{F}_{\mathcal{A}_{a}^{b}}(g)(x)$ is smaller than the variance of the probability distribution of the random variable $g(x)$ for any $x \in \operatorname{Dom}(g)$ and $g \in \mathcal{D}$. In another words, the function after applying an $F T$-smoothing filter has no such outliers that can deform it as the original one.
Theorem 1. Let $g(x)=f(x)+\varepsilon(x)$ be a discrete random function from (11) such that $\varepsilon(x)$ is a random variable satisfying (i) and (ii), $\mathcal{F}_{\mathcal{A}_{a}^{b}}$ be an FT-smoothing filter determined by $\mathcal{A}_{a}^{b}$ and $f \in \mathcal{D}_{\mathcal{A}}$. Then

$$
\begin{equation*}
\mathcal{F}_{\mathcal{A}_{a}^{b}}(g)(x)=\mathcal{F}_{\mathcal{A}_{a}^{b}}(f)(x)+\mathcal{F}_{\mathcal{A}_{a}^{b}}(\varepsilon)(x) \tag{12}
\end{equation*}
$$

is a random function defined on $[a, b]$ such that $\operatorname{Var}\left[\mathcal{F}_{\mathcal{A}_{a}^{b}}(\varepsilon)(x)\right] \leq \sigma^{2}$ for any $x \in[a, b]$.
Proof. Let $g(x)=f(x)+\varepsilon(x)$ be a discrete random function such that $\varepsilon$ satisfies (i) and (ii), $\operatorname{Dom}(g)=$ $\left\{x_{1}, \ldots, x_{l}\right\}, \mathcal{F}_{\mathcal{A}_{a}^{b}}$ be an $F T$-smoothing filter determined by $\mathcal{A}_{a}^{b}=\left\{A_{1}, \ldots, A_{n}\right\}$ and $f \in \mathcal{D}_{\mathcal{A}_{a}^{b}}$. First, we will describe the components $G_{\mathcal{A}_{a}^{b}, k}, k=1, \ldots, n$, of the direct F-transform. It is easy to see that $G_{\mathcal{A}_{a}^{b}, k}$, $k=1, \ldots, n$, are random variables. In fact, we can write

$$
G_{\mathcal{A}_{a}^{b}, k}=\frac{\sum_{i=1}^{l}\left(f\left(x_{i}\right)+\varepsilon\left(x_{i}\right)\right) A_{k}\left(x_{i}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right)}=\frac{\sum_{i=1}^{l} f\left(x_{i}\right) A_{k}\left(x_{i}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right)}+\frac{\sum_{i=1}^{l} \varepsilon\left(x_{i}\right) A_{k}\left(x_{i}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right)}=F_{\mathcal{A}_{a}^{b}, k}+\mathcal{E}_{\mathcal{A}_{a}^{b}, k},
$$

where $F_{\mathcal{A}_{a}^{b}, k}$ and $\mathcal{E}_{\mathcal{A}_{a}^{b}, k}$ are the $k$-th component of F-transform, where clearly $\mathcal{E}_{\mathcal{A}_{a}^{b}, k}$ is a random variable. Hence, $G_{\mathcal{A}_{a}^{b}, k}^{a}$ is a random variable. Further, the expected value of the random variable $\mathcal{E}_{\mathcal{A}_{a}^{b}, k}$ is 0 for any $k=1, \ldots, n$, since

$$
\mathrm{E}\left[\mathcal{E}_{\mathcal{A}_{a}^{b}, k}\right]=\mathrm{E}\left[\frac{\sum_{i=1}^{l} \varepsilon\left(x_{i}\right) A_{k}\left(x_{i}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right)}\right]=\frac{\sum_{i=1}^{l} E\left[\varepsilon\left(x_{i}\right)\right] A_{k}\left(x_{i}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right)}=\frac{\sum_{i=1}^{l} 0 \cdot A_{k}\left(x_{i}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right)}=0,
$$

where we use the well-known equality $\mathrm{E}\left[a_{1} X_{1}+\cdots+a_{n} X_{n}\right]=a_{1} \mathrm{E}\left[X_{1}\right]+\cdots+a_{n} \mathrm{E}\left[X_{n}\right]$ for any real number $a_{1}, \ldots, a_{n}$ and random variable $X_{1}, \ldots, X_{n}$. For the covariance of $\mathcal{E}_{\mathcal{A}_{a}^{b}, k}$ and $\mathcal{E}_{\mathcal{A}_{a}^{b}, k^{\prime}}$ we have

$$
\begin{gathered}
\mathrm{E}\left[\left(\mathcal{E}_{\mathcal{A}_{a}^{b}, k}-0\right)\left(\mathcal{E}_{\mathcal{A}_{a}^{b}, k^{\prime}}-0\right)\right]=\mathrm{E}\left[\mathcal{E}_{\mathcal{A}_{a}^{b}, k} \mathcal{E}_{\mathcal{A}_{a}^{b}, k^{\prime}}\right]=\mathrm{E}\left[\frac{\sum_{i=1}^{l} \sum_{j=1}^{l} \varepsilon\left(x_{i}\right) \varepsilon\left(x_{j}\right) A_{k}\left(x_{i}\right) A_{k^{\prime}}\left(x_{j}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right) \sum_{j=1}^{l} A_{k^{\prime}}\left(x_{j}\right)}\right]= \\
\frac{\sum_{i=1}^{l} \sum_{j=1}^{l} \mathrm{E}\left[\varepsilon\left(x_{i}\right) \varepsilon\left(x_{j}\right)\right] A_{k}\left(x_{i}\right) A_{k^{\prime}}\left(x_{j}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right) \sum_{j=1}^{l} A_{k^{\prime}}\left(x_{j}\right)}=\frac{\sum_{i=1}^{l} \mathrm{E}\left[\varepsilon\left(x_{i}\right)^{2}\right] A_{k}\left(x_{i}\right) A_{k^{\prime}}\left(x_{i}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right) \sum_{j=1}^{l} A_{k^{\prime}}\left(x_{j}\right)}= \\
\frac{\sum_{i=1}^{l} A_{k}\left(x_{i}\right) A_{k^{\prime}}\left(x_{j}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right) \sum_{j=1}^{l} A_{k^{\prime}}\left(x_{j}\right)} \sigma^{2}
\end{gathered}
$$

where the independence of random variables $\varepsilon\left(x_{1}\right), \ldots, \varepsilon\left(x_{l}\right)$ is applied, i.e., $\mathrm{E}\left[\varepsilon\left(x_{i}\right) \varepsilon\left(x_{j}\right)\right]=0$ for $i \neq j$. We can see that the random variables $\mathcal{E}_{\mathcal{A}_{a}^{b}, 1}, \ldots, \mathcal{E}_{\mathcal{A}_{a}^{b}, n}$ are not mutually independent in general. Put

$$
\begin{equation*}
a_{k k^{\prime}}=\frac{\sum_{i=1}^{l} A_{k}\left(x_{i}\right) A_{k^{\prime}}\left(x_{i}\right)}{\sum_{i=1}^{l} A_{k}\left(x_{i}\right) \sum_{j=1}^{l} A_{k^{\prime}}\left(x_{i}\right)} . \tag{13}
\end{equation*}
$$

It is easy to see that $a_{k k^{\prime}} \leq 1$ and thus the covariance of $\mathcal{E}_{\mathcal{A}_{a}^{b}, k}$ and $\mathcal{E}_{\mathcal{A}_{a}^{b}, k^{\prime}}$ (i.e. $\sigma_{k k^{\prime}}=a_{k k^{\prime}} \sigma^{2}$ ) is smaller than or equal to $\sigma^{2}$. Now, let us apply the FT-smoothing filter $\mathcal{F}_{\mathcal{A}_{a}^{b}}$ to $g$, i.e.,

$$
\begin{aligned}
& \mathcal{F}_{\mathcal{A}_{a}^{b}}(g)(x)=\sum_{k=1}^{n} G_{\mathcal{A}_{a}^{b}, k} A_{k}(x)=\sum_{k=1}^{n}\left(F_{\mathcal{A}_{a}^{b}, k}+\mathcal{E}_{\mathcal{A}_{a}^{b}, k}\right) A_{k}(x)= \\
& \sum_{k=1}^{n} F_{\mathcal{A}_{a}^{b}, k} A_{k}(x)+\sum_{k=1}^{n} \mathcal{E}_{\mathcal{A}_{a}^{b}, k} A_{k}(x)=\mathcal{F}_{\mathcal{A}_{a}^{b}}(f)(x)+\mathcal{F}_{\mathcal{A}_{a}^{b}}(\varepsilon)(x)
\end{aligned}
$$

Since $\mathcal{E}_{\mathcal{A}_{a}^{b}, k}, k=1, \ldots, n$ is a random variable, then $\mathcal{F}_{\mathcal{A}_{a}^{b}}(e)(x)$ is also a random variable for any $x \in[a, b]$ and $\mathcal{F}_{\mathcal{A}_{a}^{b}}(g)(x)$ is a random function. Further, it is easy to prove (analogously as in the previous part) that $E\left(\mathcal{F}_{\mathcal{A}_{a}^{b}}(\varepsilon)(x)\right]=0$ for any $x \in[a, b]$. For the variance of $\mathcal{F}_{\mathcal{A}_{a}^{b}}(\varepsilon)(x)$ we can write

$$
\begin{gathered}
\operatorname{Var}\left[\mathcal{F}_{\mathcal{A}_{a}^{b}}(\varepsilon)(x)\right]=\mathrm{E}\left[\left(\mathcal{F}_{\mathcal{A}_{a}^{b}}(\varepsilon)(x)\right)^{2}\right]=\mathrm{E}\left[\left(\sum_{k=1}^{n} \mathcal{E}_{\mathcal{A}_{a}^{b}, k} A_{k}(x)\right)^{2}\right]=\mathrm{E}\left[\sum_{k=1}^{n} \sum_{k^{\prime}=1}^{n} \mathcal{E}_{\mathcal{A}_{a}^{b}, k} A_{k}(x) \mathcal{E}_{\mathcal{A}_{a}^{b}, k^{\prime}} A_{k^{\prime}}(x)\right]= \\
\sum_{k=1}^{n} \sum_{k^{\prime}=1}^{n} \mathrm{E}\left[\mathcal{E}_{\mathcal{A}_{a}^{b}, k} \mathcal{E}_{\mathcal{A}_{a}^{b}, k^{\prime}}\right] A_{k}(x) A_{k^{\prime}}(x)=\sum_{k=1}^{n} \sum_{k^{\prime}=1}^{n} a_{k k^{\prime}} \sigma^{2} A_{k}(x) A_{k^{\prime}}(x)= \\
\left(\sum_{k=1}^{n} \sum_{k^{\prime}=1}^{n} a_{k k^{\prime}} A_{k}(x) A_{k^{\prime}}(x)\right) \sigma^{2} \leq\left(\sum_{k=1}^{n} \sum_{k^{\prime}=1}^{n} A_{k}(x) A_{k^{\prime}}(x)\right) \sigma^{2}=\left(\sum_{k=1}^{n} A_{k}(x)\right)^{2} \sigma^{2}=\sigma^{2},
\end{gathered}
$$

since $\sum_{k=1}^{n} A_{k}(x)=1$ (see the presumptions on the basic functions).
Remark 3. As we proved the components $\mathcal{E}_{\mathcal{A}_{a}^{b}, 1}, \ldots, \mathcal{E}_{\mathcal{A}_{a}^{b}, n}$ are mutually dependent in general. Note that this fact is a natural consequence of the procedure to obtain a smooth shape of the resulted function.

## 5 Illustrative example

As in similar studies, a data set of continuous financial returns (ie. a natural logarithm of discretely observed prices) is considered here. We choose continuous financial returns since they are (relatively) scale-free and since their statistical properties allow us easy handling. Thus, the data set consist of 2017 daily returns of CZK/EUR exchange rate over last eight years.

Now, we can use the FT-smoothing filter to estimate the unknown PDF as follows. First, we create a discrete function $\left\{\left(x_{i}, f\left(x_{i}\right)\right) \mid i=1, \ldots, M\right\}$, where $x_{i}$ are the centers of bins and

$$
\begin{equation*}
f\left(x_{i}\right)=\frac{1}{T} \sum_{t=1}^{T} I\left(x_{t} \in B_{i}\right) . \tag{14}
\end{equation*}
$$

Further, we apply FT-smoothing filter determined by a uniform fuzzy partition on the discrete function $f\left(x_{i}\right)$. On the left side of Fig. 2 we can see the smooth functions $\mathcal{F}_{\mathcal{A}_{a}^{b}}(f)(x)$ for the triangle and cosine uniform fuzzy partitions. Since the integral is not equal to 1 , then, according to Lemma 1 , the normalization is defined by

$$
\begin{equation*}
\widehat{\mathcal{F}_{\mathcal{A}_{a}^{b}}(f)(x)}=\frac{\mathcal{F}_{\mathcal{A}_{a}^{b}}(f)(x)}{\frac{h}{2}\left(F_{\mathcal{A}_{a}^{b}, 1}+F_{\mathcal{A}_{a}^{b}, n}\right)+h \sum_{i=2}^{n-1} F_{\mathcal{A}_{a}^{b}, i}} . \tag{15}
\end{equation*}
$$

The PDF estimation for the financial returns can be seen on the right side of Fig. 2.


Fig. 2. FT-smoothing of PDF for financial returns based on a triangle and fuzzy partition

## 6 Conclusions

In this paper we have proposed an alternative approach to density function estimation. The application on financial market returns was presented. The approach based of discrete fuzzy-transform filtering can be of great value for financial modeling and forecasting. The future research should be devoted to comparison of the efficiency for various data, as well as the time costs of this method as compared to more standard approaches.
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#### Abstract

We are motivated by the following feature of equilibria of infinitely countably repeated partnership games with discounting of future payoffs: the expected output is not maximized after some nonterminal histories that occur with a positive probability in equilibrium. This raises the question whether subordinating the partners to a non-working principal (i.e. transforming the partnership into a corporation) can change the outcome. We give an example of a game between the principal and two agents (former partners) in which the answer to the above question is affirmative. A weakly renegotiation-proof public equilibrium is the solution concept that we apply. It results from the application of Farrell's and Maskin's concept of a weakly renegotiation-proof equilibrium to a perfect public equilibrium. We show that for discount factors close enough to one the game has a weakly renegotiation-proof public equilibrium with the following properties: the sum of players' equilibrium payoffs equals the maximal sum of their feasible payoffs and the expected output is maximized after each non-terminal history that occurs with a positive probability in equilibrium and the agents choose their actions after it. Thus, the equilibrium payoff vector is strictly Pareto efficient with respect to the set of all feasible payoff vectors in the repeated game.


Keywords. Repeated game, principal-agent game with two agents, perfect public equilibrium, weakly renegotiation-proof equilibrium, maximal expected output.

## 1. Introduction

Equilibria of infinitely countably repeated partnership games (of two partners) with discounting of future payoffs have an undesirable property. The expected output is not maximized after some non-terminal histories that occur with a positive probability in equilibrium. (This holds unless the stage game has a strategy profile that maximizes the expected output and at most one partner can increase his stage game payoff by a unilateral deviation).

A perfect public equilibrium (henceforth PPE), which the authors of [2] analyze, is the best known type of equilibrium in these games. Nevertheless, sequential equilibria, in which players' actions can depend on their private histories, also suffer from the above mentioned shortcoming. Kandori's result [3] is not relevant here because it is formulated for games with at least four players.

This undesirable property of equilibria stems from their two features resulting from the fact that the partnership game is a game with two-sided moral hazard. First, as the identity of a deviator cannot be established, a punishment has to harm both partners. Thus, continuation equilibrium payoff vectors in subgames, in which a suspected deviation is being punished, are not (even weakly) Pareto efficient. Moreover, the partners' expected joint output is not maximized when a punishment takes place. Second, an effect of a deviation cannot be distinguished from an effect of random factors on the partners' joint output. Therefore, the punishment has to be triggered with a positive probability even when nobody deviates. Thus, non-terminal histories, after which it is triggered, occur with a positive probability in equilibrium. The latter feature cannot be eliminated when the moral hazard applies to at least one player. The former feature cannot be eliminated when - as in partnership games - the moral hazard applies to all players. An interesting question is whether it can be eliminated when there is at least one player to whom the moral hazard does not apply. In particular, with respect to the partnership game, a natural question is whether subordinating the former partners to a non-working principal - i.e. transforming the partnership into a corporation - can eliminate the former feature. We give an example of a game between the principal and two agents (former partners) in which the answer to the above question is affirmative.

We apply the solution concept called a 'weakly renegotiation-proof public equilibrium' (henceforth WRPPE) to the analyzed example. It results from the application of Farrell's and Maskin's [1] concept of a weakly renegotiation-proof equilibrium to a PPE. We take into account that in our model the stage game is an extensive form non-cooperative game and all subgames in the repeated game are not identical.

We show that, for discount factors close enough to one, the analyzed example has a WRPPE that has two additional desirable properties. First, the sum of equilibrium payoffs equals the maximal sum of feasible payoffs in the repeated game. Thus, the equilibrium payoff vector is strictly Pareto efficient. Second, the expected joint output of the agents equals the maximal possible one after each non-terminal history that occurs with a positive probability in equilibrium and the agents choose their actions after it.

## 2. The analyzed example

### 2.1.1. The stage game

The stage game $G$ is an extensive form non-cooperative game with two phases. There are three players: the principal - player 0 and two agents - players 1 and 2 . The sets of agents' feasible actions when they work for the principal are $A_{1}=A_{2}=\{0,1\}$. Action 1 corresponds to working and 0 to shirking. The costs of these actions (in terms of disutility caused by taking them) are $c_{1}(1)=c_{2}(1)=1.1$ and $c_{1}(0)=c_{2}(0)=0$. The agents can also take the outside option (i.e. not to work for the principal), denoted by -1 . It gives them zero expected payoff. We let $\bar{A}_{i}=\{-1\} \cup A_{i}$ for each $i \in\{1,2\}, A=A_{1} \times A_{2}$, and $\bar{A}=\bar{A}_{1} \times \bar{A}_{2}$. An agent's action when he works for the principal can be observed neither by the principal nor by the other agent. The taking of the outside option by an agent is observed both by the principal and by the other agent.

The set of feasible levels of a joint output of the agents, expressed in pecuniary terms, is $Y=\{10,5,0\}$. The probability distributions on $Y$ conditional on a profile of agents' actions are

$$
\begin{aligned}
& \pi((1,1))=(\pi(10 \mid(1,1)), \pi(5 \mid(1,1)), \pi(0 \mid(1,1)))=(0.4,0.4,0.2) \\
& \pi((1,0))=\pi((1,-1))=\pi((0,1))=\pi((-1,1))=(0.39,0.01,0.6), \\
& \pi((0,0))=\pi((-1,-1))=\pi((0,-1))=\pi((-1,0))=(0,0,1)
\end{aligned}
$$

The reward scheme is a function $q: Y \rightarrow[0,10]^{2}$ with the property that $q_{1}(y)+q_{2}(y) \leq y$ for each $y \in Y$. Here $q_{i}(y)$ is the pecuniary reward that the principal pays to agent $i \in\{1,2\}$ when $i$ does not take the outside option and the output is $y$. We denote the set of all reward schemes by $Q$.

In the first phase of $G$ the principal announces the reward scheme. This announcement is observed by both agents. In the second phase each agent $i \in\{1,2\}$ chooses an action $a_{i} \in \bar{A}_{i}$. Let $L(a)=\left\{i \in\{1,2\} \mid a_{i} \neq-1\right\}$. The principal's expected payoff equals $\sum_{y \in Y}\left[y-\sum_{i \in L(a)} q_{i}(y)\right] \pi(y \mid a)$. The expected payoff of agent $i \in L(a)$ equals $\sum_{y \in Y} q_{i}(y) \pi(y \mid a)-c_{i}\left(a_{i}\right)$. The expected payoff of agent $i \notin L(a)$ equals zero.

Note that action profile $a^{*}=(1,1)$ is the only action profile that gives the maximal expected output (equal to 6 ) and the maximal difference $\sum_{y \in Y} y \pi(y \mid a)-c_{1}\left(a_{1}\right)-c_{2}\left(a_{2}\right)$ on $A$ (equal to 3.8). The sum of players' expected payoffs in $G$ equals $\sum_{y \in Y} y \pi(y \mid a)-\sum_{i \in L(a)} c_{i}\left(a_{i}\right)$. Taking of the outside option has the same effect on the expected output as shirking. Therefore, $a^{*}$ maximizes the sum of expected payoffs in $G$.

### 2.2. The repeated game

The repeated game, $\Gamma(\delta)$, is an infinite countable repetition of $G$ with discounting of future payoffs of all players by a discount factor $\delta \in(0,1)$. Payoffs in it are expressed as expected discounted average payoffs over its time horizon. Thus, the maximal sum of players' payoffs in $\Gamma(\delta)$ equals to the maximal sum of their payoffs in $G$.

A public history leading to phase $k \in\{1,2\}$ of period $t \in N$ contains reward scheme announced by the principal, identities of agents taking the outside option, and output from the beginning of the game up to (but
excluding) phase $k$ of period $t$. We denote the set of such public histories by $H^{(t, k)}$ and let $H=\bigcup_{t \in N}\left(H^{(t, 1)} \cup H^{(t, 2)}\right) . H^{(1,1)}$ contains only the initial (empty) public history. A private history of agent $i \in\{1,2\}$ leading to (the beginning of) period $t \in N$ contains his action in each period $\tau \in\{1, \ldots, t-1\}$ in which he did not take the outside option. We denote the set of such private histories by $H_{i}^{(t)}$. For each $i \in\{1,2\}$, $H_{i}^{(1)}$ contains only $i$ 's initial (empty) private history.

In our example we restrict attention to pure strategies in $\Gamma(\delta)$. Nevertheless, allowing behavioral strategies (conditioning actions on signals of a private or the public randomizing device) would not change our results. A principal's pure strategy is a function $s_{0}: \bigcup_{t \in N} H^{(t, 1)} \rightarrow Q$. We denote the set of her pure strategies by $S_{0}$. A pure strategy of agent $i \in\{1,2\}$ is a function $s_{i}: \bigcup_{t \in N}\left(H^{(t, 2)} \times H_{i}^{(t)}\right) \rightarrow \bar{A}_{i}$. We denote the set of pure strategies of agent $i \in\{1,2\}$ by $S_{i+}$ and let $S_{+}=S_{0} \times S_{1+} \times S_{2+}$. Function $\gamma_{i}: S_{+} \rightarrow \mathfrak{R}$ assigns to each profile of pure strategies expected discounted average payoff of player $i \in\{0,1,2\}$ in $\Gamma(\delta)$. We define function $\gamma: S_{+} \rightarrow \mathfrak{R}$ by $\gamma(s)=\left(\gamma_{0}(s), \gamma_{1}(s), \gamma_{2}(s)\right)$.

A strategy $s_{i} \in S_{i+}$ of agent $i \in\{1,2\}$ is public if it does not depend on his private histories. That is, $s_{i}$ is public if $s_{i}\left(h, h_{i}^{\prime}\right)=s_{i}\left(h, h_{i}^{\prime \prime}\right)$ for each $t \in N$, each $h \in H^{(t, 2)}$, and each $\left(h_{i}^{\prime}, h_{i}^{\prime \prime}\right) \in\left(H_{i}^{(t)}\right)^{2}$. We denote the set of public strategies of agent $i \in\{1,2\}$ by $S_{i}$ and let $S=S_{0} \times S_{1} \times S_{2}$.

For each $t \in N \backslash\{1\}$ and each $h \in H^{(t, 1)}$ we denote by $h^{-}$the subhistory of $h$ leading to the first phase of period $t-1$. For each $t \in N$ and each $h \in H^{(t, 2)}$ we denote by $h^{-}$the subhistory of $h$ leading to the first phase of period $t$. For each $h \in\left(\bigcup_{t \in N \backslash\{1\}} H^{(t, 1)}\right) \cup\left(\bigcup_{t \in N} H^{(t, 2)}\right)$ let $q(h)=\left(q_{1}(h), q_{2}(h)\right)$ be the latest principal's announcement of a reward scheme contained in $h$. For each $h \in \bigcup_{t \in N \backslash\{1\}} H^{(t, 1)}$ let $y(h)$ be the latest output contained in $h$. For each $t \in N \backslash\{1\}$ and each $h \in H^{(t, 1)}$ let $I(h)$ be the set of agents who took the outside option in period $t-1$.

We denote by $\Gamma_{(h)}(\delta)$ the public subgame of $\Gamma(\delta)$ following non-terminal history $h$. It is a class of 'standard' subgames (that follow a profile of histories formed by a public history and a private history for each agent). When $h \in H^{(t, k)}$ then $\Gamma_{(h)}(\delta)$ contains the subgame following $\left(h, h_{1}^{\prime}, h_{2}^{\prime}\right)$ for $\operatorname{each}\left(h_{1}^{\prime}, h_{2}^{\prime}\right) \in H_{1}^{(t)} \times H_{2}^{(t)}$. We use the subscript $(h)$ in symbols denoting restrictions of sets and functions already defined for $\Gamma(\delta)$ to $\Gamma_{(h)}(\delta)$.

### 2.3. The solution concept

Definition 1: A profile of public strategies $s^{*} \in S$ is a PPE of $\Gamma(\delta)$ if there does not exist $i \in\{0,1,2\}, h \in H$, and $s_{i} \in S_{i(h)}$ such that $\gamma_{i(h)}\left(s_{i}, s_{-i(h)}^{*}\right)>\gamma_{i(h)}\left(s_{(h)}^{*}\right)$.

In Definition 1 we consider only deviations to public strategies. Nevertheless, it is easy to see that an agent, who can increase his payoff in (each subgame contained in) a public subgame by a deviation to a non-public strategy, can do so also by a deviation to a public strategy. (This follows from two facts. First, the other agent uses a public strategy in a PPE. Second, private histories are payoff irrelevant. They affect neither the sets of players' future feasible actions nor their payoff consequences.) Thus, a PPE is immune also to unilateral deviations to strategies that are not public.

DEFInItion 2: A strategy profile $s^{*} \in S$ is a WRPPE of $\Gamma(\delta)$ if it is a PPE of $\Gamma(\delta)$ and it satisfies the following conditions:
(i) There does not exist $h \in \bigcup_{t \in N} H^{(t, 1)}$ and $h^{\prime} \in\left(\bigcup_{t \in N} H^{(t, 1)}\right) \backslash(h)$ such that $\gamma_{i(h)}\left(s_{(h)}^{*}\right)>\gamma_{i\left(h^{\prime}\right)}\left(s_{\left(h^{\prime}\right)}^{*}\right)$ for each $i \in\{0,1,2\}$.
(ii) There does not exist $h \in \bigcup_{t \in N} H^{(t, 2)}$ and $h^{\prime} \in\left(\bigcup_{t \in N} H^{(t, 2)}\right) \backslash(h)$ such that $q(h)=q\left(h^{\prime}\right)$ and $\gamma_{i(h)}\left(s_{(h)}^{*}\right)>\gamma_{i\left(h^{\prime}\right)}\left(s_{\left(h^{\prime}\right)}^{*}\right)$ for each $i \in\{0,1,2\}$.

Farrell and Maskin [1] study an infinite countable repetition of a strategic form non-cooperative game with perfectly observable actions and with discounting of stage game payoffs. In such game all subgames are identical. They satisfy two conditions. First, their game forms coincide. Second, the same strategy profile leads to the same payoff vector in all of them. Therefore, they define a weakly renegotiation-proof equilibrium as a subgame perfect equilibrium in which no continuation equilibrium payoff vector is strictly Pareto dominated by another continuation equilibrium payoff vector. In our example the stage game is an extensive form noncooperative game. Public subgames starting in different phases of a period have different game forms. In public subgames starting in the second phase of a period the second condition is satisfied only if the latest principal's announcement of a reward scheme preceding them is the same. This is reflected in the formulation of Definition 2.

## 3. The result

Proposition: There exists $s^{*} \in S$ with the following properties: (i) it is a WRPPE of $\Gamma(\delta)$ for each $\delta \in[0.95,1)$,(ii) $\sum_{i=0}^{2} \gamma_{i}\left(s^{*}\right)=3.8$, and (iii) the expected joint output of the agents in the first period of $\Gamma_{(h)}(\delta)$ equals 6 for each $h \in \bigcup_{t \in N} H^{(t, 2)}$ that occurs with a positive probability when the players follow $s^{*}$.

PROOF: Description of $s^{*}$. Let $\bar{q}_{1}(y)=\bar{q}_{2}(y)=0.5 y$ for each $y \in Y, \underset{-1}{q}(y)=\underset{-2}{q}(y)=0$ for each $y \in Y, \bar{q}=\left(\bar{q}_{1}, \bar{q}_{2}\right)$, and $\underset{-}{q}=(\underset{-1}{q}, \underset{-2}{q})$. We define $s^{*}$ by induction on the length of public histories. We $\quad$ set $s_{0}^{*}(\varnothing)=\bar{q} . \quad$ For $\quad$ each $\quad h \in H^{(1,2)}$ and each $\quad i \in\{1,2\}$ we have $s_{i}^{*}(h)=1$ if $q(h)=\bar{q}$, otherwise $s_{i}^{*}(h)=-1$. Next suppose that there is $\tau \in N \backslash\{1\}$ such that we have already defined $s_{0}^{*}(h)$ for each $h \in \bigcup_{t=1}^{\tau-1} H^{(t, 1)}$ and $\quad s_{i}^{*}(h)$ for $\quad$ each $\quad i \in\{1,2\}$ and $\quad$ each $h \in \bigcup_{t=1}^{\tau-1} H^{(t, 2)} . \quad$ Take $h \in H^{(\tau, 1)} . \quad$ We set $s_{0}^{*}(h)=\bar{q}$ if $I(h)=\varnothing, y(h) \neq 0$, and either $q(h)=s_{0}^{*}\left(h^{-}\right)$or $q(h)=\bar{q} \neq s_{0}^{*}\left(h^{-}\right)$. If $q(h)=s_{0}^{*}\left(h^{-}\right)$ or $q(h)=\bar{q} \neq s_{0}^{*}\left(h^{-}\right)$, and $I(h) \neq \varnothing$ then $s_{0 i}^{*}(h)=\bar{q}_{i}$ for each $i \in\{1,2\} \backslash I(h)$ and $s_{0 i}^{*}(h)=q$ for each $i \in I(h)$. We set $s_{0}^{*}(h)=q$ if $I(h)=\varnothing, y(h)=0$, and either $q(h)=s_{0}^{*}\left(h^{-}\right)$or $q(h)=\bar{q} \neq s_{0}^{*}\left(h^{-}\right)$. If $q(h) \neq s_{0}^{*}(h)$ and $q(h) \neq \bar{q}$ then $s_{0 i}^{*}(h)=\bar{q}_{i}$ for each $i \in I(h)$ and $s_{0 i}^{*}(h)=\underset{-i}{q}$ for each $i \in\{1,2\} \backslash I(h)$. For each $h \in H^{(\tau, 2)}$ and each $i \in\{1,2\}$ we set $s_{i}^{*}(h)=1$ if either $q(h)=s_{0}^{*}\left(h^{-}\right)$or $q(h)=\bar{q} \neq s_{0}^{*}(h)$, otherwise $s_{i}^{*}(h)=-1$. Note that $s_{1}^{*}(h)=s_{2}^{*}(h)=1$ for each $h \in \bigcup_{t \in N} H^{(t, 2)}$ occurring with a positive
probability when the players follow $S^{*}$. Therefore, the expected joint output of the agents in the first period of $\Gamma_{(h)}(\delta)$ equals 6 .

Continuation payoffs. Let $v=\gamma\left(s^{*}\right)$. Denote by $w_{i}$ be the continuation payoff of agent $i \in\{1,2\}$ in a public subgame in the first period of which he faces zero reward for each output. Let $w_{02}\left(w_{01}\right)$ be the principal's continuation payoff in a public subgame in the first period of which both gents face (one agent faces) zero reward for each output. We have

$$
\begin{align*}
& w_{1}=w_{2}=(1-0.2 \delta)^{-1}\left[-1.1(1-\delta)+0.8 \delta v_{j}\right] \& w_{02}=(1-0.2 \delta)^{-1}\left[6(1-\delta)+0.8 \delta v_{0}\right]  \tag{1}\\
& v_{1}=v_{2}=3(1-0.2 \delta)-1.1 \& v_{0}=1.2 \delta, w_{01}=3(1-\delta)+0.8 \delta v_{0}+0.2 \delta w_{02} \tag{2}
\end{align*}
$$

Note that

$$
\begin{equation*}
v_{0}+v_{1}+v_{2}=w_{02}+w_{1}+w_{2}=w_{01}+v_{1}+w_{2}=w_{01}+w_{1}+v_{2}=3.8 \tag{3}
\end{equation*}
$$

Consider the principal single period expected payoff when the profile of agents' actions is $(1,1)$. It equals 6 for reward scheme $\underset{-}{q}, 3$ for reward schemes $\left(\bar{q}_{q_{1}},{\underset{-2}{ }}_{q}\right)$ and $\left(\underset{-1}{q}, \bar{q}_{2}\right)$, and zero for reward scheme $\bar{q}$.Therefore, we have $w_{02}>w_{01}>v_{0}$. Note that $\delta v_{i}>w_{i}$ for each $i \in\{1,2\}$ and each $\delta \in(0,1)$.

Unilateral single period deviations by agents. $\Gamma(\delta)$ is a game continuous at infinity. Thus, we can apply the single period deviation principle in the analysis of unilateral deviations. First suppose that $i \in\{1,2\}$ deviates from working to shirking when he faces zero reward for each output. Such deviation does not increase his continuation payoff if and only if

$$
\begin{equation*}
0.1 . \delta(1-\delta)+\delta^{2}\left(0.8 v_{i}+0.2 w_{i}\right) \leq-1.1(1-\delta)+1.3 \delta(1-\delta)+\delta^{2}\left(0.8 v_{i}+0.2 w_{i}\right) \tag{4}
\end{equation*}
$$

This inequality holds for each $\delta \in[11 / 12,1)$, so it holds for each $\delta \in[0.95,1)$. Next suppose that $i \in\{1,2\}$ deviates from working to shirking when he faces $\bar{q}_{i}$. Such deviation brings lower single period expected gain than the previously considered one. (It decreases the expected reward from the principal from 3 to1.975.) Nevertheless, the probability of the punishment is the same. Thus, it cannot increase the deviator's continuation payoff. A deviation from working to taking of the outside option does not increase a single period expected gain in comparison with the deviation to shirking. However, it increases the probability of the punishment from 0.6 to 1 . Thus, it cannot increase the deviator's continuation payoff. A deviation by $i \in\{1,2\}$ from taking of the outside option to working gives a single period expected gain bounded from above by $0.39 \times 10+0.01 \times 5-1.1=2.85$.

Therefore, it does not increase the deviators continuation payoff if and only if

$$
\begin{equation*}
2.85(1-\delta)-1.1 \delta(1-\delta)+\delta^{2}\left(0.8 v_{i}+0.2 w_{i}\right) \leq 1.9 \delta(1-\delta)+\delta^{2}\left(0.8 v_{i}+0.2 w_{i}\right) \tag{5}
\end{equation*}
$$

This inequality holds for each $\delta \in[0.95,1)$.

Principal's unilateral single period deviations. A deviation from $s_{0}^{*}(h)$ to $q \neq \bar{q}$ gives the principal continuation payoff $\delta v_{0}<v_{0} \leq \gamma_{0(h)}\left(s_{(h)}^{*}\right)$. A deviation from $s_{0}^{*}(h) \neq \bar{q}$ to $\bar{q}$ gives her continuation equilibrium payoff $v_{0}<\gamma_{i(h)}\left(s_{(h)}^{*}\right)$. Thus, a deviation decreases her continuation payoff.

Strategy profile $s^{*}$ is a WRPPE. For each $h \in \bigcup_{t \in N} H^{(t, 1)}\left(\right.$ each $h \in \bigcup_{t \in N} H^{(t, 2)}$ with $\left.q(h)=\bar{q}\right)$ $\gamma_{(h)}\left(s_{(h)}^{*}\right)$ is strictly Pareto efficient. For each $h \in \bigcup_{t \in N} H^{(t, 2)}$ with $q_{i}(h) \notin\left\{\bar{q}_{i}, q_{-i}\right\}$ for at least one $i \in\{1,2\}$ we have $\gamma_{(h)}\left(s_{(h)}^{*}\right)=\delta v$. Thus, it does not violate condition (ii) in Definition 2. Finally, consider $q \in Q \backslash\left\{\begin{array}{l}- \\ q\end{array}\right\}$ with $\quad q_{i} \in\left\{\bar{q}_{i}, \underset{-i}{q}\right\}$ for $\quad$ each $i \in\{1,2\}, \quad h \in \bigcup_{t \in N} H^{(t, 2)}$ with $q(h)=q=s_{0}^{*}\left(h^{-}\right), \quad$ and $h^{\prime} \in \bigcup_{t \in N} H^{(t, 2)}$ with $q(h)=q \neq s_{0}^{*}\left(\left(h^{\prime}\right)^{-}\right) . \quad$ Then $\quad$ there $\quad$ is $\quad j \in\{1,2\}$ with $q_{j}=\underset{-j}{q}$, $\gamma_{0(h)}\left(s_{(h)}^{*}\right)>v_{0}>\delta v_{0}=\gamma_{0\left(h^{\prime}\right)}\left(s_{\left(h^{\prime}\right)}^{*}\right)$, and $\gamma_{j\left(h^{\prime}\right)}\left(s_{\left(h^{\prime}\right)}^{*}\right)=\delta v_{j}>w_{j}=\gamma_{j(h)}\left(s_{0(h)}^{*}\right)$. Thus, neither $\gamma_{(h)}\left(s_{(h)}^{*}\right)$ strictly Pareto dominates $\gamma_{\left(h^{\prime}\right)}\left(s_{\left(h^{\prime}\right)}^{*}\right)$ nor vice versa. Q.E.D.
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#### Abstract

European Credit Transfer and Accumulation System (ECTS) is known to be a credit system for higher education that was adopted within the Bologna Process in June 1999. Thirty one countries have adopted ECTS by law for their higher education systems. ECTS is a student-centred system for credit accumulation and transfer that aims to facilitate planning, delivery, evaluation, recognition and validation of qualifications and educational programmes. The whole ECTS consists of several parts. The authors of the paper have focused on the part which is concerned on allocation of credits to courses of study programmes. The aim of the research was to find factors influencing on students' workload which is ECTS based on. Another aim of the research was to recognize the strength of the influence of these factors. The students' workload is supposed to be from 1500 to 1800 hours for an academic year. At once the paper contains a list of factors that could have any influence on the students' workload and gets in an example of application of these factors on the planned new study programme Economics and Management, specialization Economics and Management of Services of Faculty of Economics, Technical University of Liberec. The calculated credits are based on Saaty matrix of the workload factors and the weights derived from this matrix. The weights of factors together with the particular values for each taught subject produced relative difficulties of subjects, which were modified to give the total number of credits demanded by the study programme.


Keywords. Bologna Process, European Credit Transfer and Accumulation System (ECTS), factor, multicriteria decision making, Saaty matrix, workload.

## 1 Introduction

It is more than twenty years when the European Credit Transfer System was set up as a pilot scheme within the framework of the Erasmus programme. The first Czech universities have begun to implement this system to their study programmes since 1991. The process of implementation of the current version of European Credit Transfer and Accumulation System (ECTS) has been proceeding at the Technical University of Liberec (follows as TUL) as well. Activities concerning with ECTS are presently carrying out within the university development project focused on the implementation of ECTS into all study programmes of all the faculties of TUL.

### 1.1 What is ECTS ?

ECTS is one of the most important ideas of the Bologna process. The Bologna Declaration of 19 June 1999 is a joint declaration of the European Ministers of Education. The main points of the Bologna Declaration [9] are:

- adoption of a system of easily readable and comparable degrees,
- adoption of a system essentially based on the two main cycles, undergraduate and graduate,
- establishment of a system credits,
- promotion of mobility for students, for teachers, researches and administrative staff,
- promotion of European co-operation in quality assurance,
- promotion of the necessary European dimensions in higher education.

Today the Bologna process has 46 signatory countries. The Czech Republic belongs to them.
ETCS is defined as a student-centred system based on the student workload which is needed for achieving of expected outcomes of study. The outcomes of study describe what a student is expected to
know, understand and be able to do after successful completion of a study of a certain subject. ETCS makes study programmes easy to read and compare and its advantage is that can be used for all types of programmes. It has benefits for the both, mobile and non-mobile students. It can be used for credits transfer between institutions and for credits accumulation within a home institution.

ECTS is based on the principle that every full-time student has to obtain 60 credits during one academic year. These 60 credits measure the student workload. The workload of a full-time student is supposed to be mostly around $1500-1800$ hour per year. It results in the conclusion that one credit stands for around 20 to 30 working hours.

In ECTS students can obtain credits only after a successful completion of the learning activities required by their study programmes. They have to achieve appropriate learning outcomes. The use of learning outcomes facilitates students to understand what they have to do to obtain ETCS credits from any subject and makes the comparison of qualifications easier. Credits are allocated to study programmes as well as their educational components. The term educational components means courses, dissertation work, placement, laboratory work etc.

### 1.2 Student Workload

Student workload is one of the most important terms for our research presented in this paper. Student workload is expressed in time that students typically need to complete all the activities connected with a study of a certain subject. It includes e.g. lectures, seminars, practical work, private study, examinations, semester projects etc. The estimation of workload must not be based on contact hours only. And another wrong way how to allocate credits is to link it to the status of a course or the prestige of a teacher. According to main ECTS documents the allocation of credits should be based on an estimation of the real student workload that average student needs for achieving learning outcomes.

As ECTS users' guide mentions [4] the university project "Tuning Educational Structures in Europe", supported by the European Commission in the framework of the Socrates programme, identifies a four steps approach for determining student workload:

1. Introducing modules/course units.

The system can be modularized and non-modularized. The difference between these two systems consists in a different number of credits that each course can have. In a modularized system the course has a fixed workload. On the other hand, in a non-modularized system each course unit can have the different number of credits.
2. Estimating student workload.

Teachers estimate the time that students need to complete their learning activities. The learning activities can be defined by considering the aspects such as types of courses (lecture, laboratory work, seminar, project work, etc.), types of learning activities (attending lectures, writing papers, practising special skills, etc.) and types of assessment (oral or written examination, thesis, oral presentation, etc.).
3. Checking the estimated workload through student evaluations.

It is necessary to check if a teacher estimated student workload correctly. There are a few methods how to do it. The most common method is a questionnaire survey. Students are asked about the time spent on all the activities connected with the completion of the course.
4. Adjustment of workload and/or educational activities.

Generally, it is necessary to adjust workload and/or educational activities anyway when the survey shows that estimated student workload does not correspond to the actual workload.

### 1.3 Base of the Research

In our opinion the current criteria for credit assignment mentioned above are very subjective and not able to describe a real difficulty of any course perfectly. Moreover, we spent a lot of time over the discussion about meaning of the terms "average student" or "typical student". How to recognise an "average student" ? Is it possible to measure it ? Is an "average student" same in 2000 like in 2009 ? The ECTS Users' Guide [4] mentions: "However, basing a programme on a reasonable and realistic estimate of the time required by an average learner protects all students from unrealistic and overloaded programmes or from excessively light and undemanding ones." It sounds logically but nobody has showed how the "average student" looks like. It is a considerably abstract term. In reference to these facts we decided to supplement the current criteria for determining student workload with others which allow estimate the workload more exactly. We tried to find the most important items which influence the student workload but at the same time do not depend on the students' quality.

## 2 Calculation Method

In March 2009 TUL, Faculty of Economics, proposed for accreditation a new study programme Economics and Management, the specialization Economics and Management of Services. The proposal included credits of all courses. These credits are usually derived from the data like amounts of hours of lectures, hours of practising and studying hours for written or oral exam, which are stated by tutors in a special question-form. At TUL the broad issue of credits, their correction respectively, has been already discussed for a long time. On that occasion we decided to develope a new and more objective calculation method. Our proceeding was composed of the following steps:

1. to set new criteria (factors) and create a new question-form
2. to compare the criteria and to set the weights of factors
3. to collect the data (filled question forms) from tutors
4. to calculate the relative difficulties of all the courses
5. to modify them to integers according the required total of the credits

### 2.1 Workload Factors

As mentioned above, we considered the current question-form not to be fully objective, so we prepaired a new form with new criteria - workload factors. The number of criteria we will further denote $k$.

These new factors are not dependent on students' quality or the estimates of amounts, so they should be more objective. We decided to evaluate the courses of the selected study programme from the following points of view:

1. amount of homeworks (number from $[0 ; 1]$ - it means how often students get any homework, whereas it is assumed that a typical homework needs $30-60$ minutes. For example, if it equals to 0.50 , on average the homework is enjoined every second week of semester.),
2. the number of semestral works,
3. the number of tests,
4. whether there is a written exam,
5. whether there is an oral exam (obviously the both are also possible),
6. if some courses are required as precourses,
7. handling with any special tools (specialized software etc.),
8. the total time of lectures per week,
9. the total time of practising per week.

### 2.2 Weights of Factors

Now we estimated the weights of factors by Saaty's method. We constructed Saaty matrix $S_{(k \times k)}$ (Table 1) with elements $s_{i j}, i, j=1, \ldots, k$, where $s_{j i}=\frac{1}{s_{i j}}$ (details in [?], [?]), its values emerged from a discussion with our collagues and students.

| Criteria | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $v_{i}$ | $w_{i}(\%)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| Homeworks | $\mathbf{1}$ | $\frac{1}{4}$ | $\frac{1}{5}$ | $\frac{1}{8}$ | $\frac{1}{9}$ | 1 | 3 | 3 | 2 | 0.61 | 4 |
| Semestral work | 4 | $\mathbf{1}$ | $\frac{1}{4}$ | $\frac{1}{6}$ | $\frac{1}{7}$ | 3 | 2 | 5 | 4 | 1.12 | 8 |
| Credit test | 5 | 4 | $\mathbf{1}$ | $\frac{1}{4}$ | $\frac{1}{6}$ | 3 | 5 | 7 | 6 | 2.01 | 14 |
| Written exam | 8 | 6 | 4 | $\mathbf{1}$ | $\frac{1}{4}$ | 5 | 6 | 7 | 6 | 3.40 | 23 |
| Oral exam | 9 | 7 | 6 | 4 | $\mathbf{1}$ | 8 | 9 | 9 | 8 | 5.83 | 39 |
| Precourses | 1 | $\frac{1}{3}$ | $\frac{1}{3}$ | $\frac{1}{5}$ | $\frac{1}{8}$ | $\mathbf{1}$ | 2 | 2 | 2 | 0.66 | 4 |
| Special tools | $\frac{1}{3}$ | $\frac{1}{2}$ | $\frac{1}{5}$ | $\frac{1}{6}$ | $\frac{1}{9}$ | $\frac{1}{2}$ | $\mathbf{1}$ | 2 | 1 | 0.44 | 3 |
| Lectures amount | $\frac{1}{3}$ | $\frac{1}{5}$ | $\frac{1}{7}$ | $\frac{1}{7}$ | $\frac{1}{9}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\mathbf{1}$ | $\frac{1}{3}$ | 0.29 | 2 |
| Practising amount | $\frac{1}{2}$ | $\frac{1}{4}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{8}$ | $\frac{1}{2}$ | 1 | 3 | $\mathbf{1}$ | 0.44 | 3 |

Table 1
From this matrix we calculated the weights $v_{i}$ of all criteria. To simplify we used a geometric mean of the values on every row

$$
\begin{equation*}
v_{i}=\left(\prod_{j=1}^{k} s_{i j}\right)^{\frac{1}{k}} \tag{1}
\end{equation*}
$$

Then we standardized them when $w_{i}=\frac{v_{i}}{\sum_{j=1}^{k} v_{j}}$

### 2.3 Data from Tutors

Further, we needed the data, i. e. to know values of all criteria for each course of the surveyed study programme. Therefore we distributed our question-form to the tutors of all the courses and having their feedbacks we created a matrix $X_{(k \times n)}$ with elements $x_{i j}$, where $n$ denotes the number of all the courses and $k$ the number of the criteria. As we dealt with more than 50 courses within this study programme, we present for example only three columns of the matrix $X$ here.

| Course | Microeconomics | Statistics | Accounting I |
| :--- | ---: | ---: | ---: |
| Homeworks | 0.50 | 0.30 | 1.00 |
| Semestral work | 0 | 0 | 0 |
| Credit test | 2 | 1 | 0 |
| Written exam | 0 | 1 | 0 |
| Oral exam | 1 | 0 | 0 |
| Precourses | 0 | 1 | 1 |
| Special tools | 0 | 1 | 0 |
| Lectures amount | 2 | 2 | 2 |
| Practising amount | 2 | 2 | 1 |

## Table 2

### 2.4 Relative Difficulties of Courses

We decided to calculate the relative difficulty $r_{j}, j=1, \ldots, n$ of a particular course $j$ as sumproduct

$$
\begin{equation*}
r_{j}=\boldsymbol{w}^{T} \boldsymbol{x}_{j} \tag{2}
\end{equation*}
$$

where the vector $\boldsymbol{w}$ contains the weights of the factors (see the last column of Table 1) and the vector $x_{j}$ is the $j$-th column of matrix $X$, i. e. the values of the criteria of $j$-th subject. In Table 3 there are relative difficulties of the selected subjects from Table 2.

| Course | Microeconomics | Statistics | Accounting I |
| :--- | ---: | ---: | ---: |
| Relative difficulty | 0.78 | 0.55 | 0.29 |

## Table 3

### 2.5 Credits

The values like in Table 3 cannot be naturally used as ECTS credits, as they should be integers, so any transformation is necessary. The only constraint, which we took into account, is the total of credits - according [?] it is 180 credits within the first three years of the study. So we sumed all the relative difficulties $r=\sum_{i=1}^{n} r_{i}(r=31.61)$ and multiplied all $r_{j}$ by $\frac{180}{r}$ to get the credits $c_{j}$ for all the courses $j=1, \ldots, n$

$$
\begin{equation*}
c_{j}=r_{j} \frac{180}{r} . \tag{3}
\end{equation*}
$$

Note that $\sum_{i=1}^{n} c_{j}=180$. But still $c_{j}$ are real numbers, not integers, so we rounded them keeping at the same time the demanded total of 180 credits. After the rounding we got the final integer values of credits $C_{j}$

| Course | Microeconomics | Statistics | Accounting I |
| :--- | ---: | ---: | ---: |
| Credits $c_{j}$ | 4.44 | 3.13 | 1.65 |
| Integer credits $C_{j}$ | 4 | 3 | 2 |

## Table 4

## 3 Conclusion

Our attempt does not change the ECTS grounds at all. It is only a local modification of credit calculation and it has served for TUL needs. Although we managed to appreciate the difficulties of the courses, it is nearly impossible to create any comprehensive and comparable system applicable for all concerned universities (within ECTS). The reason is, among others, that various universities can teach the same course according its name but with different syllabi and different requirements (i. e. different criteria values). Thus, such a course would be assigned to different credits at different schools. Obviously, it would be better and more comfortable in general, if the same courses have the same credits and be compatible.
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#### Abstract

One of the good features of VAR models is that they allow us to test for the direction of causality. Suppose the relationship between two stationary variables, say $y_{t}$ (real GDP) and $x_{t}$ (stock market prices), is captured by a VAR model. We will adopt an appropriate procedure - Granger causality test that allows us to test and statistically detect the cause and relationship between those variables. The dataset used in estimation and testing consist of quarterly observations of CZ GDP and CZ PX index from the first quarter of 1996 to the third quarter of 2006. The results show that the causality direction runs from the CZ PX index to the real GDP, while the opposite hypothesis that real GDP Granger causes stock market prices is strongly rejected. Thus, one can suppose that the PX index is leading indicator of GDP dynamics.
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## 1. Introduction

The overall movement in stock market prices is regarded as a leading indicator of future economic growth dynamics. It is assumed that an aggregated decline in stock market prices (bear market) is sooner or later followed by a recession and vice versa: aggregated increase in stock market prices (bull market) is a signal for improved future economic situation.

Granger causality (GC) test is used to fulfil the objective of this paper: empirical verification of the effect of changes in stock market prices towards the anticipated economic growth in the Czech Republic (CR). The relation between stock market index PX and Czech real GDP was tested upon quarterly data from 1.Q. 1996 to 3.Q.2006, which were used for estimation of the base two-equation $\operatorname{VAR}(3)$ model. The actual GC test is built around a chi-square $\left(\chi^{2}\right)$ statistics, as included in the PcGive software we have applied.

## 2. Empirical VAR model

Granger causality test for two stationary variables $y_{t}$ (real HDP) and $x_{t}$ (PX index) is based on the estimated twoequation $\operatorname{VAR}(3)$ model

$$
\begin{align*}
& y_{t}=a_{1}+\sum_{i=1}^{3} \alpha_{i} y_{t-i}+\sum_{i=1}^{3} \beta_{i} x_{t-i}+u_{t},  \tag{1}\\
& x_{t}=a_{2}+\sum_{i=1}^{3} \gamma_{i} y_{t-i}+\sum_{i=1}^{3} \delta_{i} x_{t-i}+v_{t}, \tag{2}
\end{align*}
$$

where $\quad y_{t}$ is the second difference of seasonally adjusted real GDP, using prices from the year 2000,
$x_{t}$ - second difference of the PX index,
$u_{t}, v_{t}-$ spherical random factors.

[^30]Unit root tests as performed using the ADF criteria indicated that both time series are integrated of order 2, i.e. $I(2)$. Both time series were found trend stationary in their second differences at a 1 percent significance level, hence standard procedures of statistical induction (e.g. Hušek, 2007) may be applied to the VAR(3) model. Optimal lag length of 3 quarters was chosen using the Akaike information criteria (AIC).

Least squares estimation (LSE) of equations from the model (1) and (2) provided us with regression parameters as shown in table 1.

Table 1: Estimates of VAR(3) model parameters

| GDP equation | Point estimate | Standard error | $t$ probability |
| :---: | :---: | :---: | :---: |
| $a_{1}$ | 1070,91 | 411,400 | 0,02 |
| $\alpha_{1}$ | $-0,69082$ | 0,155 | 0,00 |
| $\alpha_{2}$ | $-0,70961$ | 0,135 | 0,00 |
| $\alpha_{3}$ | $-0,74680$ | 0,147 | 0,00 |
| $\beta_{1}$ | 19,48090 | 5,176 | 0,01 |
| $\beta_{2}$ | 17,45830 | 6,730 | 0,02 |
| $\beta_{3}$ | 7,13234 | 5,434 | 0,20 |
| PX equation |  |  | 0,57 |
| $a_{2}$ | $-8,87685$ | 15,570 | 0,91 |
| $\gamma_{1}$ | 0,00068 | 0,006 | 0,52 |
| $\gamma_{2}$ | 0,00337 | 0,005 | 0,14 |
| $\gamma_{3}$ | 0,00839 | 0,006 | 0,00 |
| $\delta_{1}$ | $-0,80759$ | 0,196 | 0,42 |
| $\delta_{2}$ | $-0,20961$ | 0,12632 | 0,255 |
| $\delta_{3}$ |  | 0,206 | 0,54 |

$F$ test values confirm that the model as a whole is statistically significant at 1 a percent significance level.

## 3. Statistical Granger causality test

The substance of GC testing (Granger, 1969) lies in validating whether changes in one variable precede changes in other variable, i. e. whether the inclusion of an additional variable into a regression model provides significantly improved explanatory power. Hence, in Granger's conception, variable $y_{t}$ stipulates $x_{t}$ if the inclusion of lagged $y_{t}$ values improves $x_{t}$ forecasts, provided other explanatory variables in the regression remain unchanged. Also, an alternative test for causality in econometric models was set up afterwards by Sims (1972).

GC test is used to verify the null hypothesis that $x_{t}$ does not Granger-cause $y_{t}$ within the two estimated regressions, which for our VAR(3) model are outlined as

$$
\begin{align*}
& y_{t}=a_{1}+\sum_{i=1}^{3} \alpha_{i} y_{t-i}+\sum_{i=1}^{3} \beta_{i} x_{t-i}+u_{t},  \tag{3}\\
& y_{t}=a_{1}+\sum_{i=1}^{3} \alpha_{i} y_{t-i}+u_{t} . \tag{4}
\end{align*}
$$

Given the asymptotical normality of parameters from the correct specified VAR model estimated using LSE method, we are able to use the $F$ test values in order to verify statistical significance of lagged values of the variables $x_{t-i}$ from equation (3), as follows:

$$
\begin{equation*}
F=\frac{R S S_{R}-R S S_{U}}{R S S_{U}} \cdot \frac{T-K}{m} \tag{5}
\end{equation*}
$$

where $R S S_{R}, R S S_{U}$ are the sums of squared residuals from the restricted (4) and unrestricted (3) regressions,
T - number of observations,
$m=3 \quad$ - number of parameter restrictions in equation (4),
$k=2 m+1-$ number of parameters estimates from equation (3).
For $F$ values calculated from (5) where $F>F^{*}{ }_{m, T-k}$, we reject the null hypothesis in favour of the alternative hypothesis that variable $x_{t}$ stipulates $y_{t}$. Gujarati (1995) pointed out that testing for Granger non-causality might be susceptible to the choice of lag length $m$.

Our VAR(3) model (3) and (4) may lead to different GC conclusions.

- Coefficients of lagged $x_{t-i}$ values in (3) significantly differ from zero and lagged $y_{t-i}$ values in (4) do not have coefficients significantly different from zero. Hence, $x_{t}$ stipulates $y_{t}$.
- Coefficients of lagged $y_{t-i}$ values in (4) are statistically different from zero, but coefficients of variables $x_{t-i}$ from (3) do not significantly differ from zero. Then, conversely, $y_{t}$ stipulates $x_{t}$.
- Coefficients of lagged values of both variables from equations (3) and (4) are statistically different from zero, so both variables are mutually stipulating each other (bi-directional causality).
- Coefficients of lagged values of both variables from (3) and (4) do not statistically differ from zero hence $x_{t}$ and $y_{t}$ are mutually independent.

When testing for GC, we found out that all $\beta_{i}$ parameters from equation (3) differ from zero at a one percent significance level, therefore we rejected the null hypothesis that variable $x_{t}$ does not Granger-cause the variable $y_{t}$. Next step consisted of testing the null hypothesis that variable $y_{t}$ does not Granger-cause the variable $x_{t}$. For this purpose, we swapped both variables from the regression equations (3) and (4). In this second step of our GC testing, we have accepted the null hypothesis that $y_{t}$ does not stipulate $x_{t}$. Therefore, we have concluded that $x_{t}$ does Granger-cause $y_{t}$, i.e. PX index lagged values contribute to increased accuracy of real GDP forecasts. This conclusion, however, may not be interpreted as if variables $x_{t}$ and $y_{t}$ were in a cause and effect type of relation.

Additionally, it should be noted that GC tests for two variables may be performed even with VAR models consisting of more than two equations (e.g. Lütkepohl, 1993). Also, Sims (1972) identifies the existence of Granger non-causality with the exogeneity of variables. In reality, however, it's only related to the so called weak exogeneity, given Granger non-causality provides only for the necessary condition of the so called strong exogeneity (Maddala, 1992). VAR models, though more typically deal with long time-series, can also be applied to panel data. See e.g. Pánková (2005) with an application to Czech machinery data.

## 4. Conclusion

The test results of testing real GDP and PX index for GC have shown us that the PX index may be regarded as the leading indicator of economic growth for the period 1996-2006. However, the efficient market hypothesis (EMH) precondition must be met for PX index to be the leading indicator of GDP. EMH ensures that stock prices quickly and accurately reflect any new relevant price changing information so that there are no discrepancies between share market prices and their internal values. Also, market investors are assumed to form rational expectations and therefore forecasts made by economic subjects do not suffer from systematic error
(Fama, 1965). Preconditions being met, then in accordance with economic theory we may expect that decline on share market shall be followed by a somewhat delayed economic recession and vice versa: increase in share prices stipulates improved future economic activity.

We have found that GC between GDP and PX index is statistically significant at a one percent significance level, which is a surprising conclusion to some extent, given the actual level of market efficiency of Czech share market.
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#### Abstract

This paper deals with the analysis of the purchasing power parity (PPP) in the selected European Union's countries (Czech Republic, Hungary, Latvia, Poland, Romania and Slovakia) during the period January 1999 - November 2008 (119 observations) using the euro as a base currency. In the first step we examine the stationarity of the individual real exchange rates using the ADF (Augmented Dickey - Fuller) and PP (Phillips - Perron) unit root tests. All the real exchange rates were identified as to be non-stationary, so the PPP can not hold. Further analysis was done using the Engle-Granger cointegration approach and Johansen cointegration approach. Both approaches provide support for the validity of the PPP only for Hungary - the values of estimated parameters, however, are not consistent with the PPP theory. Finally we present the Larson et al. panel cointegration technique which enables to overcome the problems with the low power of the unit root and cointegration tests in case of short sample sizes. The absence of cointegration in majority of analysed countries makes it impossible to apply this modern technique.
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## 1. Introduction

Purchasing power parity (PPP) represents an important key building block in international macroeconomics. Although the origins of this theory can be found in the sixteenth century in Spain, the term purchasing power parity (expressing the link between exchange rates and national price levels) was first used by the Swedish economist G. Cassel in 1920s (see e.g. [8]). The PPP theory has become extremely popular since the advent of flexible exchange rates in 1970s. The studies dealing with testing of the PPP validity use various approaches. We can divide these studies into three groups based on methods the authors used for analysis (see e.g. [7], [15]). The early studies testing the PPP didn't take into account possible non-stationarities in the analysed series. The second group build studies focused on testing for stationarity of the real exchange rates using various unit root tests (see e.g. [4]). The third group includes the various cointegration - based studies analysing the trivariate relationship among the nominal exchange rate, the domestic price level and the foreign price level or the bivariate relationship between exchange rate and relative price. The main disadvantage of the studies using the concept of stationarity and cointegration is in case of short sample sizes the low power of the tests. One of the possibilities how to solve this problem is to analyse the time series data from a large number of countries using the panel data techniques (see e.g. [1], [15], [16]).

The main aim of this paper is to analyse the validity of the PPP using the stationarity and cointegration concept and panel cointegration approach in case of some European Union's (EU's) countries during the period January 1999 - November 2008. We wanted to do the analysis for exchange rates of all "new" member states which became EU members in 2004 and later and didn't adopt the euro during the above mentioned period (i.e. Bulgaria, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia). Since in Estonia and in Lithuania, the Monetary Authorities committed themselves to retain the exchange rate of Estonian kroon against the euro and Lithuanian litas against the euro, respectively, unchanged at the central parity rate during the Exchange Rate Mechanism II (ERM II) membership in order to maintain the stability and other benefits of a fixed exchange rate regime, these countries were excluded from the analysis. One more currency excluded from the analysis was the Bulgarian lev, which has been unilaterally tied to the euro since January 1999.

## 2. The Methodological Issues

[^31]
### 2.1. Testing for Unit Roots

The theory of PPP links the national price levels and exchange rates. In case that the PPP relationship holds, the national price levels and exchange rates should form an equilibrium relationship. If we denote $p_{t}$ and $p_{t}^{*}$ logarithms of the price levels in domestic and foreign ${ }^{2}$ country, and $s_{t}$ the logarithm of the nominal exchange rate defined as the domestic price of a foreign currency (euro), the logarithm of the real exchange rate $r_{t}$ can be then calculated as follows:

$$
\begin{equation*}
r_{t}=s_{t}+p_{t}^{*}-p_{t} \tag{1}
\end{equation*}
$$

The PPP can be considered to be valid if the logarithm of the real exchange rate $r_{t}$ is stationary. The stationarity or non-stationarity (i.e. the existence of the unit roots) can be tested by various unit root tests, the most famous of which are the ADF (Augmented Dickey - Fuller) test and PP (Phillips - Perron) test ${ }^{3}$. The nonstationarity of the $r_{t}$ indicates, that there is no tendency of the real exchange rate to return to its equilibrium value, so the PPP could not hold. The rejection of the unit root hypothesis on the other hand means, that the real exchange rate has a character of the stationary stochastic process with a certain ability to return to its equilibrium value.

### 2.2. Cointegration Tests

Since the typical feature of the majority of macroeconomic variables is non-stationarity (see e.g. [14]), the another possibility how to test the PPP validity is the cointegration concept. In case of PPP validity, the sequence $f_{t}$ formed by the sum $s_{t}+p_{t}^{*}$, expressing the logarithm of the domestic value of the foreign price level, should be cointegrated with the $p_{t}$ sequence. We can also analyse the following equation:

$$
\begin{equation*}
f_{t}=\phi_{0}+\phi_{1} p_{t}+\varepsilon_{t} \tag{2}
\end{equation*}
$$

where $\phi_{0}$ and $\phi_{1}$ are unknown parameters and $\varepsilon_{t}$ is an error term reflecting any short-run deviations from the long-run equilibrium caused by stochastic shocks.

To test for cointegration between two variables ( $f_{t}, p_{t}$ ) the Engle-Granger method [5] and Johansen method [10] can be used. The cointegration concept concentrates on analysis whether the linear combination of nonstationary variables is stationary. Assuming that a pair of series has the same order of integration, it is useful to examine the equilibrium relations further with the cointegration tests.

The Engle-Granger method is the OLS (Ordinary Least Squares) based cointegration approach for a bivariate system defined e.g. by equation (2). In the first step we need to determine the order of integration of both the variables $f_{t}$ and $p_{t}$. If they are both integrated of the same order ${ }^{4}$ - usually $\mathrm{I}(1)$, we can conclude that they are cointegrated if the residuals from the equation (2) are stationary. It is not appropriate to use the "classic" ADF critical values, the adequate critical values are more negative (see e.g. [4]). In order to say that the PPP concept is valid, it is necessary to confirm that the cointegrating vector is such that $\phi_{1}=1$. In case that the residual sequence $\hat{\varepsilon}_{t}$ contains a unit root, the variables $f_{t}$ and $p_{t}$ are not cointegrated and the PPP relationship does not hold.

The Johansen method is based on maximum-likelihood estimation procedure which enables to capture the feedback effects between variables and is independent of the choice of endogenous variable. The whole procedure is based on the following VAR (Vector Autoregression Representation) of the vector of $N$ stationary variables $\mathbf{x}_{\mathbf{t}}(t=1,2, \ldots, T)$ :

$$
\begin{equation*}
\mathbf{x}_{\mathrm{t}}=\Pi_{1} \mathbf{x}_{\mathrm{t}-1}+\Pi_{2} \mathbf{x}_{\mathrm{t}-2}+\ldots+\Pi_{\mathrm{k}} \mathbf{x}_{\mathrm{t}-\mathrm{k}}+\mathbf{u}_{\mathrm{t}} \tag{3}
\end{equation*}
$$

[^32]where $u_{1}, u_{2}, \ldots, u_{T}$ are $N$-dimensional independent identically distributed normal variables and $\mathbf{x}_{\mathbf{t}}$ is a vector of all endogenous variables in system. In case that all variables in $\mathbf{x}_{\mathrm{t}}$ are non-stationary and achieve stationarity after being differenced once, the VAR (3) can be rewritten in the VECM (Vector Error Correction Model) form as follows:
\[

$$
\begin{align*}
& \Delta \mathbf{x}_{\mathbf{t}}=\boldsymbol{\Gamma}_{\mathbf{1}} \Delta \mathbf{x}_{\mathbf{t}-\mathbf{1}}+\boldsymbol{\Gamma}_{\mathbf{2}} \boldsymbol{\Delta} \mathbf{x}_{\mathbf{t}-\mathbf{2}}+\ldots+\boldsymbol{\Gamma}_{\mathbf{k}-\mathbf{1}} \mathbf{\Delta} \mathbf{x}_{\mathbf{t}-\mathbf{k}+\mathbf{1}}+\boldsymbol{\Pi} \mathbf{x}_{\mathbf{t}-\mathbf{1}}+\mathbf{u}_{\mathbf{t}}  \tag{4}\\
& \text { where } \boldsymbol{\Gamma}_{\mathbf{i}}=-\sum_{j=i+1}^{k} \boldsymbol{\Pi}_{\mathbf{j}}(i=1,2, \ldots, k-1) \text { a } \boldsymbol{\Pi}=-\left(\mathbf{I}-\sum_{j=1}^{k} \boldsymbol{\Pi}_{\mathbf{j}}\right) \tag{5}
\end{align*}
$$
\]

The order of the VAR, $k$, is assumed to be finite. $\boldsymbol{\Pi}(N \times N)$ represents the long-run or cointegration matrix and if there exist $r$ cointegrating vectors, is of reduced rank $r<N$. In this case, the matrix $\boldsymbol{\Pi}$ can be rewritten as $\boldsymbol{\Pi}=\boldsymbol{\alpha} \boldsymbol{\beta}^{\prime}$, where $\boldsymbol{\alpha}(N \times r)$ includes the speed of adjustment coefficients and $\boldsymbol{\beta}(N \times r)$ the $r$ cointegrating vectors. To test the hypothesis that there are at most $r$ cointegrating vectors, two test statistics maximum eigenvalue statistic $\lambda_{\max }$ and trace statistic $\lambda_{\text {trace }}$, are used. These statistics have the $\chi^{2}$ distribution with $(N-r)$ degrees of freedom. The null hypotheses in these tests are accepted if the estimated values are less than the critical values at the appropriate significance level. Furthermore it is also important to mention that the Johansen method also enables testing for the possible linear restrictions regarding coefficients of the matrices $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ (see e.g. [1], [4], [12]).

### 2.2.1. Panel Cointegration Test

In order to overcome the problems with the low power of the above mentioned tests in case of short sample sizes, the concept of the panel cointegration can be used. There are different possible tests which enable to test the cointegration in panels (see e.g. [1], [16]). Although the majority of them is based on the Engle - Granger cointegration relationship, we will concentrate on Larsson et al. test based on Johansen's approach. Larsson et al. suggest the estimation of the ECM (Error Correction Model) separately for each country ( $N$ countries with time dimension $T$ and a set of $p$ variables are assumed) using the maximal likelihood method for the calculation of the trace statistic $L R_{i T}$. The panel rank trace statistic $L R_{N T}$ can be calculated as an average of the trace statistics obtained for each of the $N$ analysed countries. The null hypothesis is that the number of cointegrating vectors $\left(r_{i}\right)$ among the $p$ variables is the same in all $N$ countries, i.e. $H_{0}: \operatorname{rank}\left(\boldsymbol{\Pi}_{i}\right)=r_{i} \leq r$ for all $i=1, \ldots, N$, against the alternative hypothesis $H_{1}: \operatorname{rank}\left(\boldsymbol{\Pi}_{i}\right)=p$ for all $i=1, \ldots, N$. The panel cointegration rank trace test statistic $Y_{L R}$ can be obtained by calculating the average of the trace statistics $L R_{N T}$ received for individual countries. After standardising it we will receive:

$$
\begin{equation*}
Y_{L R}=\frac{\left(L R_{N T}-E\left[Z_{k}\right]\right) \sqrt{N}}{\sqrt{\operatorname{Var}\left[Z_{k}\right]}} \tag{6}
\end{equation*}
$$

where $E\left[Z_{k}\right]$ and $\operatorname{Var}\left[Z_{k}\right]$ are the mean and variance of the asymptotic trace statistic (see e.g. [1], [15]).

## 3. Empirical Results

In the analysis of the PPP validity we use the monthly exchange rates of domestic currencies of the selected EU's countries (Czech Republic, Hungary, Latvia, Poland, Romania and Slovakia) against the euro ${ }^{5}$. The price variables are measured by the harmonized indices of consumer prices (HICP). The sample data covers the period January 1999 - November 2008 (119 observations). All variables are expressed in logs and are in the form of indices relative to a base month (January $1999=1,00$ ). The data for analysis were obtained from the Eurostat web-page [18] and the European Central Bank web-page [17], the whole analysis was done in econometric software EViews 5.1.

[^33]In the first step of analysis we tested the real exchange rates (1) for stationarity using the ADF and PP test. From the results in table $1^{6}$ it is obvious, that all analysed real exchange rates are non-stationary (have one unit root), which means that the PPP could not hold. The real exchange rate in this case can be characterised as a sequence of real shocks which permanently influence the level of the real exchange rate, i.e. it doesn't exist the tendency of the real exchange rate to return to its equilibrium value or trend.

Table 1 - The real exchange rates - unit root test results

|  | Level |  |  | 1. difference |
| :--- | :---: | :---: | :---: | :---: |
|  | trend and <br> intercept | intercept | neither trend nor <br> intercept | trend and <br> intercept |
| CZE | $-1,8265$ | 0,0725 | 1,8699 | $-9,5180^{*}$ |
| HUN | $-2,9454$ | $-1,7947$ | 0,2776 | $-8,1699^{*}$ |
| LAT | $-0,8733$ | $-0,7445$ | 0,5725 | $-7,7984^{*}$ |
| POL | $-2,4255$ | $-2,4467$ | $-0,8169$ | $-6,9295^{*}$ |
| ROM | $-1,9496$ | $-1,4376$ | 0,4035 | $-8,3755^{*}$ |
| SVK | $-3,6737^{* *}$ | $-0,1671$ | 2,7106 | $-8,1069^{*}$ |

Note: The symbols *, ** denote the rejection of the null hypothesis at the 0,01 and 0,05 significance level respectively.

In the next step of our analysis we tested the cointegration between variables $f_{t}$ and $p_{t}$ (see equation (2)) using the Engle - Granger method and Johansen method. The existence of cointegration in both methods requires the same order of integration in case of both analysed variables $f_{t}$ and $p_{t}$. The majority of variables was according to ADF and PP test identified as to be integrated $\mathrm{I}(1)^{7}$, the only exception was Romania, where the variable $p_{t}$ was stationary, and variable $f_{t}$ integrated of order 1. It means that in case of Romania there is no cointegration between variables from equation (2) and therefore the PPP could not hold.

Assuming the Engle - Granger cointegration concept, we estimated equation (2) for the remaining countries and in order to check on the robustness also the regression with the reversed order of variables of the form $p_{t}=\varphi_{0}+\varphi_{1} f_{t}+\xi_{t}$ (see e.g. [1], [4], [13]). The both calculated residuals for individual countries were tested for stationarity using the ADF test with neither trend nor intercept. The results are in table 2 from which it is clear that the existence of cointegration was confirmed only in case of Hungary since both the residuals $\hat{\varepsilon}_{t}$ and $\hat{\xi}_{t}$ were stationary. The estimated values of parameters $\hat{\phi}_{1}=0,36$ and $\hat{\varphi}_{1}=2,09$ (for Hungary), however, were far away from unity. One of the possible reasons presented in [13] is the existence of transportation charges. Taking into account the large discrepancies from a value of 1 in case of Hungary and absence of cointegration for the remaining countries, we can conclude, that according to the presented results the PPP can not hold.

Table 2 - Unit root test results of residuals $\hat{\varepsilon}_{t}$ and $\hat{\xi}_{t}$

|  | CZE |  | HUN |  | LAT |  | POL |  | SVK |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{\varepsilon}_{t}$ | $\hat{\xi}_{t}$ | $\hat{\varepsilon}_{t}$ | $\hat{\xi}_{t}$ | $\hat{\varepsilon}_{t}$ | $\hat{\xi}_{t}$ | $\hat{\varepsilon}_{t}$ | $\hat{\xi}_{t}$ | $\hat{\varepsilon}_{t}$ | $\hat{\xi}_{t}$ |
| level | $-3,04$ | $-3,06$ | $-3,54^{* *}$ | $-3,3^{* * *}$ | $-1,25$ | $-0,74$ | $-0,63$ | $-2,26$ | $-2,63$ | $-2,9$ |
| 1.diff. | $-11,1^{*}$ | $-11,2^{*}$ |  |  | $-7,8^{*}$ | $-7,7^{*}$ | $-7,6^{*}$ | $-6,1^{*}$ | $-7,7^{*}$ | $-7,8^{*}$ |

Note: The symbols ${ }^{*},{ }^{* *}$, *** denote the rejection of the null hypothesis at the 0,01; 0,05 and 0,1 significance level respectively.

To investigate the existence of cointegration based on Johansen method - after identification of the same order of integration of variables $f_{t}$ and $p_{t}$ (all countries with exception of Romania) - it is necessary to set the appropriate lag length of the VAR model (3). Based on FPE (Final Prediction Error) and AIC (Akaike

[^34]Information Criterion) we received the following results for the lag lengths: CZE $-2, \mathrm{HUN}-9, \mathrm{LAT}-3, \mathrm{POL}-$ 2 and SVK - 2 lags. The appropriate form of the model regarding the deterministic components was identified according to the Pantula principle (see [1]) and the existence of cointegration was tested using the statistics $\lambda_{\text {trace }}$ and $\lambda_{\text {max }}$. The results are in table $3^{8}$.

Table 3-The Pantula principle

|  | Model 2 |  |  |  | Model 3 |  |  |  | Model 4 |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda_{\text {trace }}$ |  | $\lambda_{\text {max }}$ |  | $\lambda_{\text {trace }}$ |  | $\lambda_{\text {max }}$ |  | $\lambda_{\text {trace }}$ |  | $\lambda_{\text {max }}$ |  |
|  | $r=0$ | $r=1$ | $r=0$ | $r=1$ | $r=0$ | $r=1$ | $r=0$ | $r=1$ | $r=0$ | $r=1$ | $r=0$ | $r=1$ |
| CZE | 23,9 | 5,3 | 18,6 | 5,3 | $11,2^{*}$ | 0,3 | $11,0^{*}$ | 0,3 | 17,8 | 4,7 | 13,1 | 4,7 |
| HUN | 31,4 | $8,0^{*}$ | 23,5 | $8,0^{*}$ | 20,4 | 1,4 | 19,0 | 1,4 | 29,9 | 10,7 | 19,2 | 10,7 |
| LAT | 21,1 | 0,9 | 20,1 | 0,9 | $10,3^{*}$ | 0,3 | $10,0^{*}$ | 0,3 | 28,2 | 9,0 | 19,2 | 9,0 |
| POL | 30,8 | 4,1 | 26,8 | 4,1 | $13,3^{*}$ | 4,0 | $9,3^{*}$ | 4,0 | 20,2 | 4,0 | 16,2 | 4,0 |
| SVK | 30,5 | 3,1 | 27,4 | 3,1 | $13,5^{*}$ | 0,4 | $13,1^{*}$ | 0,4 | 29,4 | 11,8 | 17,7 | 11,8 |

Note: The symbol *indicates the first time that the null hypothesis can not be rejected.
The results in table 3 indicate no cointegration in all cases with exception of Hungary, where it was identified one cointegrating vector (Model 2). This means that the validity of the PPP was clearly not confirmed for the Czech Republic, Latvia, Poland and the Slovak Republic. For Hungary we can estimate the VECM with 9 lags ${ }^{9}$. The VECM synthesises the short-run dynamic relationships and long-run equilibrium relationships. The long-run information is included in the cointegrating vector $\boldsymbol{\beta}=\left(\begin{array}{lll}1 & \beta_{0} & \beta_{1}\end{array}\right)=\left(\begin{array}{lll}1 & 0,15 & -0,49\end{array}\right)$, where $\beta_{0}$ corrensponds to the constant, $\beta_{1}$ corresponds to the variable $p_{t}$ and both parameters are highly statistically significant. However the value of the parameter $\beta_{1}$ is not in accordance with the PPP theory. From the speed of adjustment coefficients $\alpha_{1}=0,081$ and $\alpha_{2}=0,075$ is the first one not statistically significant, but the second one is highly statistically significant.

The residuals of this VECM were tested for uncorrelatedness and normality using the $L M$ (Lagrange multiplier) test and Doornik - Hansen normality test (see e.g. [9], [19]). The $L M$ statistic for 9 lags, i.e. $L M(9)=4,049$ indicates that the residuals are uncorrelated at the significance level 0,01 till the lag 9 . Worse results were received by testing the normality using the multivariate extension of the Jarque - Bera residual normality test, the Doornik - Hansen test. The calculated statistics of the normality test were 9,82 and 97,36 which indicates the evidence of deviations from normality in case of both equations. Islam and Ahmed in [9] mention that the deviation from normality does not render the cointegration test invalid. Taking into account the economically not correct value of the parameter $\beta_{1}$, we can conclude that the PPP validity is also in case of Hungary problematic.

Since the existence of cointegration was rejected in almost all analysed countries, it was not possible to apply the modern panel cointegration test, because it supposes the existence of cointegration in individual countries.

## 4. Conclusion

The analysed real exchange rates were all identified as to be non-stationary, which is in contrast with the PPP validity. The possible validity of the PPP was tested based on the cointegration methods (Engle-Granger method and Johansen method) as well and was clearly rejected for all analysed countries with exception of Hungary. Although the existence of cointegration was confirmed by both mentioned methods in case of Hungary, the estimated parameters were not in coincidence with the theory. Some of the reasons why PPP does not hold are e.g. the existence of transportation costs, tariffs, non-tradable goods, preferences for goods in different countries etc. (see e.g. [16]). Boršič and Bekö in [3] analysing the PPP in Slovenia and Hungary present the opinion that the problematic validity of the PPP could be caused by faster growth of non-tradable to tradable prices in transition countries in comparison to relative prices of developed market economies.

[^35]
## References

[1] ASTERIOU, D. - HALL, S.G.: Applied Econometrics. A Modern Approach using EViews and Microfit. Houndmills, Basingstoke, Hampshire and New York, PALGRAVE MACMILLAN 2007.
[2] BAHMANI-OSKOOEE, M. - BARRY, M.: The Purchasing Power Parity and the Russian Ruble. Comparative Economic Studies (Association for Comparative Economic Studies) 39, Spring 1997, No. 1, p. 82 - 94.
[3] BORŠIČ, D. - BEKÖ, J.: Empirical Evidence on Purchasing Power Parity in Two Transition Countries: The Case of Slovenia and Hungary.
(http://evenements.univ-lille3.fr/recherche/jemb/programme/papiers/borsic_beko_lille06.pdf)
[4] ENDERS, W.: Applied Econometric Time Series. New York, John Wiley\&Sons, Inc. 1995.
[5] ENGLE, R.F. - GRANGER, C.W.J.: Co-integration and error correction: representation, estimation, and testing. Econometrica 55, 1987, p. $251-276$.
[6] FRANSES, P.H. - DIJK, D. van: Non-Linear Time Series Models in Empirical Finance. Cambridge, Cambridge University Press 2000.
[7] FROOT, K.A. - ROGOFF, K.: Perspectives o PPP and long-run real exchange rates. In: Grossman, G. - Rogoff, K.(eds.): The Handbook of International Economics. Vol. 3, Elsevier Press, Amsterdam, 1995, p. 1647-1688.
[8] ISARD, P.: Exchange Rate Economics. Cambridge, Cambridge University Press 1995.
[9] ISLAM, A.M. - AHMED, S.M.: The Purchasing Power Parity Relationship: Causality and Cointegration Tests Using Korea-U.S. Exchange Rate and Prices. Journal of Economic Development 24, December 1999, No. 2, p. 95111.
[10] JOHANSEN, S.: Statistical Analysis of Cointegration Vectors. Journal of Economic Dynamics and Control 12, 1988, p. 231-254.
[11] LUKÁČIK, M. - LUKÁČIKOVÁ, A. - SZOMOLÁNYI, K.: Ekonometrické prognózovanie importu Slovenskej republiky. Ekonomické rozhl’ady XXXVI, No. 2, Bratislava: Ekonomická univerzita, 2007, p. 179-192.
[12] LUKÁČIK, M. - LUKÁČIKOVÁ, A. - SZOMOLÁNYI, K.: The Long-Run Determinants of Money Demand in Slovakia. Proceedings from the 13th International Conference - Quantitative Methods in Economics (Multiple Criteria Decision Making), Bratislava, 2006, p. 92-100.
[13] McNOWN, R. - WALLACE, M.S.: Cointegration tests of purchasing power parity among four industrial countries: results for fixed and flexible rates. Applied Economics 22, 1990, p. 1729-1737.
[14] NELSON, C. - PLOSSER, C.: Trends and Random Walks in Macroeconomic Time Series: Some Evidence and Implications. Journal of Monetary Economics 10, 1982.
[15] SIDERIS, D.: Purchasing Power Parity in economies in transition: evidence from Central and East European countries. Working paper, University of Ioaninna, April 2005 (http://www.econ.uoi.gr/working_papers/sideris/sideris2.pdf).
[16] SOSVILLA-RIVERO, S. - GARCÍA, E.: Purchasing Power Parity. Documento de trabajo 2003-20, FEDEA, December 2003, 49 p.
[17] www.ecb.int
[18] epp.eurostat.ec.europa.eu
[19] EViews 5 User's Guide

# A TWO-STAGE AHP/DEA MODEL FOR EVALUATION OF EFFICIENCY 

Josef Jablonsky<br>Faculty of Informatics and Statistics, Department of Econometrics<br>University of Economics Prague<br>jablon@ vse.cz, URL: http://nb.vse.cz/~jablon


#### Abstract

The paper presents a two-stage model for evaluation and ranking of decision making units based on the analytic hierarchy process (AHP) with interval paired judgments and data envelopment analysis (DEA) with weight restrictions. The first stage of the model consists in assessment of weights of input and outputs by means of the interval AHP model, i.e. the AHP model with interval judgments. The results of this stage are interval weights derived by optimization approach on the one hand and simulation on the other hand. The second stage of the model uses a DEA model with weight restrictions for evaluation of efficiency. The problem is that the DEA models with direct weight restrictions are often infeasible. That is why we use models with virtual weights restrictions where the infeasibility does not occur so often. The DEA model with virtual weight restrictions splits the evaluated units into two subsets - efficient and inefficient ones. Then, the super-efficiency models and the AHP model with interval weights are used for ranking of efficient units. The results of both models are compared and discussed. The proposed modeling approach is applied in assessing the efficiency of banks operating in the Czech Republic.
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## 1. Data envelopment analysis models

Minor parts of the text describing basic data envelopment analysis (DEA) models in this section and interval analytic hierarchy models in the following section are based on the paper Jablonsky [3].

One of the most popular modelling approaches for efficiency evaluation of decision making units is data envelopment analysis (DEA). DEA models measure relative efficiency of decision making units (DMU) that are usually described by several inputs spent for production of several outputs. Let us consider the set E of $n$ decision making units $\mathrm{E}=\left\{\mathrm{DMU}_{1}, \mathrm{DMU}_{2}, \ldots, \mathrm{DMU}_{n}\right\}$. Each of the units produces $r$ outputs and for their production spent $m$ inputs. Let us denote $\mathbf{x}^{j}=\left\{x_{i j}, i=1,2, \ldots, m\right\}$ the vector of inputs and $\mathbf{y}^{j}=\left\{y_{k j}, k=1,2, \ldots, r\right\}$ the vector of outputs of the $\mathrm{DMU}_{j}$. Then $\mathbf{X}$ is the $(m, n)$ matrix of inputs and $\mathbf{Y}$ the $(r, n)$ matrix of outputs. DEA models evaluate efficiency of the $\mathrm{DMU}_{q}, q \in\{1,2, \ldots, n\}$ by looking for a virtual unit with inputs and outputs defined as the weighted sum of inputs and outputs of the other units in the decision set $-\mathbf{X} \boldsymbol{\lambda}$ a $\mathbf{Y} \boldsymbol{\lambda}$, where $\lambda=\left(\lambda_{1}\right.$, $\left.\lambda_{2}, \ldots, \lambda_{n}\right), \lambda>\mathbf{0}$ is the vector of weights of the DMUs. The problem of looking for a virtual unit can be generally formulated as a standard linear programming problem:
minimize

$$
\begin{align*}
& \mathrm{z}=\theta-\varepsilon\left(\mathbf{e}^{\mathbf{T}} \mathbf{s}^{+}+\mathbf{e}^{\mathbf{T}} \mathbf{s}^{-}\right), \\
& \mathbf{Y} \lambda-\mathbf{s}^{+}=\mathbf{y}^{q},  \tag{1}\\
& \mathbf{X} \lambda+\mathbf{s}^{-}=\theta \mathbf{x}^{q}, \\
& \lambda, \mathbf{s}^{+}, \mathbf{s}^{-} \geq \mathbf{0},
\end{align*}
$$

where $\mathrm{e}^{\mathrm{T}}=(1,1, \ldots, 1)$ and $\varepsilon$ is an infinitesimal constant. The variables $s^{+}, s^{-}$are just slack variables expressing the difference between virtual inputs/outputs and appropriate inputs/outputs of the $\mathrm{DMU}_{q}$. Obviously, the virtual inputs/outputs can be computed using the optimal values of variables of the model (1) as follows:

$$
\begin{aligned}
& \mathbf{x}^{q,}=\mathbf{x}^{q^{*}}-\mathbf{s}^{-}, \\
& \mathbf{y}^{q}=\mathbf{y}^{q}+\mathbf{s}^{+} .
\end{aligned}
$$

The $\mathrm{DMU}_{q}$ is considered to be efficient if the virtual unit is identical with evaluated unit. In this case $\mathbf{Y} \boldsymbol{\lambda}=\mathbf{y}^{q}$, $\mathbf{X} \boldsymbol{\lambda}=\mathbf{x}^{q}$ and the minimum value of the objective function $\mathrm{z}=1$. Otherwise the $\mathrm{DMU}_{\mathrm{q}}$ is not efficient and minimum value of $\theta<1$ can be interpreted as the need of proportional reduction of inputs in order to reach the efficient frontier.

Dual variables of the model (1) $v_{\mathrm{i}}, i=1,2, \ldots, m$, and $u_{k}, k=1,2, \ldots, r$, express relative importance of the inputs and outputs respectively. In order to have the possibility to restrict values of dual variables the dual formulation to the model (1) can be simply used:
maximize

$$
\begin{array}{ll}
z=\sum_{k}^{r} u_{k} y_{k q}, & \\
\sum_{i}^{r} u_{k} y_{k j} \leq \sum_{i}^{m} v_{i} x_{i j}, & j=1,2, \ldots, n  \tag{2}\\
\sum_{i}^{m} v_{i} x_{i q}=1, & \\
u_{k} \geq \varepsilon, & k=1,2, \ldots, r \\
v_{i} \geq \varepsilon, & i=1,2, \ldots, m
\end{array}
$$

subject to

Variables of the model (2) can be restricted by lower and upper bounds in order to influence the relative importance of the inputs and outputs in the model. This means that the constraints in model (2)

$$
v_{i} \geq \varepsilon, \quad u_{k} \geq \varepsilon
$$

are replaced by the following ones:

$$
\begin{aligned}
& d_{i} \leq v_{i} \leq h_{i} \\
& b_{k} \leq u_{k} \leq c_{k}
\end{aligned}
$$

where $d_{\mathrm{i}} \mathrm{a} h_{\mathrm{i}}, i=1,2, \ldots, m$, are lower and upper bounds for $i$-th input and $b_{k}$ a $c_{k}, k=1,2, \ldots, r$, are lower and upper bound for $k$-th output. The main problem is that the model (2) with weight restrictions is often infeasible. Many researchers published papers dealing with infeasibility of DEA models with weight restrictions. One of the approaches based on models in Wang and Beasley [6] and Helcio [2] is called virtual weight restriction approach. The main idea of this approach is not to restrict the values of variables $v_{i}$ and $u_{k}$ directly as above but restrict them through the virtual inputs and outputs as follows:

$$
\begin{array}{ll}
d_{i} \leq \frac{v_{i} x_{i q}}{\sum_{s}^{m} v_{s} x_{s q}} \leq h_{i}, & i=1,2, \ldots, m \\
b_{k} \leq \frac{u_{k} y_{k q}}{\sum_{s}^{m} u_{s} y_{s q}} \leq c_{k}, & k=1,2, \ldots, r \tag{4}
\end{array}
$$

where $0 \leq d_{i} \leq h_{\mathrm{i}} \leq 1$ and $0 \leq b_{k} \leq c_{k} \leq 1$.
The constraints (3) and (4) are added to the model (2) and two different approaches are proposed in paper Helcio [2] - to restrict in this way only the observed unit $\mathrm{DMU}_{q}$ or to restrict all the DMUs of the model. We will use the first of them in our paper.

One of the main problems in DEA models with weight restrictions is to set up the bounds of the inputs and outputs. We propose to use interval analytic hierarchy process (IAHP) model for estimation of lower and upper bounds. This model is described in the next section of the paper. Section 3 describes numerical experiments with different sets of bounds on the case of evaluation of efficiency of bank branches. Last section of the paper contains conclusions with summarization of the main results of the paper.

## 2. Interval AHP model

The AHP is a powerful tool for analysis of complex decision problems. The AHP organizes the decision problem as a hierarchical structure containing always several levels. The first (topmost) level defines a main goal of the decision problem and the last (lowest) level describes usually the decision alternatives or scenarios. The levels between the first and the last level can contain secondary goals, criteria and subcriteria of the decision problem, in our case inputs and outputs of the model. The number of the levels is not limited, but in the typical case it does not exceed four or five.

The AHP model can be simply used for evaluation of efficiency of decision making units. One of the possible models presented in Jablonsky [3] is on Figure 1. The topmost level of the hierarchy contains the goal of the decision problem, i.e. the evaluation of efficiency of the DMUs. This goal depends on the set of criteria used in the model - on the inputs on the one hand and the outputs on the other hand. They are placed on the next two levels of the hierarchy. The last level of the hierarchy contains DMUs that have to be compared with respect to the elements of the preceding level.


Figure 1: AHP model for efficiency evaluation.
By pairwise comparisons the decision maker can derive relative importance coefficients of the inputs and outputs - they are denoted as $v_{j}, j=1,2, \ldots, m$, and $u_{k}, j=1,2, \ldots, r$. The preference indices of the DMUs with respect to the given input or output are denoted as $w_{i j}, i=1,2 \ldots, n, j=1,2, \ldots, m+r$. In the standard AHP model the decision maker judgements are organised into paired comparison matrices at each level of the hierarchy. The judgements are point estimates of the preference between two elements of the level. Let us denote the pairwise comparison matrix $\mathbf{A}=\left\{a_{i j} \mid a_{j i}=1 / \mathrm{a}_{i j}, a_{i j}>0, i, j=1,2, \ldots, n\right\}$, where $n$ is the number of elements of the particular level. Saaty [5] proposes to use $a_{\mathrm{ij}}$ integers in the range 1 through 9 for preference expression, where 1 means that the $i$-th and the $j$-th element are equally important and 9 that the $i$-th element is absolutely more important than the $j$-th element. The local priorities are derived by solving the eigenvector problem (5)

$$
\begin{align*}
& \mathbf{A . v}=\lambda_{\max } \mathbf{v} \\
& \sum_{i=1}^{k} v_{i}=1 \tag{5}
\end{align*}
$$

where $\lambda_{\text {max }}$ is the largest eigenvalue of $\mathbf{A}$ and $\mathbf{v}$ is the normalised right eigenvector belonging to $\lambda_{\text {max }}$.
In the deterministic AHP approach the decision maker always specifies point estimates that express his preference relations between two elements in the given hierarchical level. It can often be very difficult to fulfil this condition for decision makers. They feel much better and closer to have the possibility to express their preferences as interval estimates. The AHP model with interval decision maker judgements is usually called interval AHP (IAHP) model. It is characterised by interval pairwise comparison matrices given as follows:

$$
\mathbf{A}=\left[\begin{array}{cccc}
1 & <p_{12}, q_{12}> & \ldots & <p_{1 k}, q_{1 k}>  \tag{6}\\
<p_{21}, q_{21}> & 1 & \ldots & <p_{2 k}, q_{2 k}> \\
: & : & \ldots & : \\
<p_{k 1}, q_{k 1}> & <p_{k 2}, q_{k 2}> & \ldots & 1
\end{array}\right]
$$

where $p_{i j}$ is lower bound and $q_{i j}$ upper bound for preference relation $\left(a_{i j}\right)$ between the $i$-th and $j$-th element. Due to the reciprocal nature of the pairwise comparison matrices the relation $p_{i j} \cdot q_{j i}=1$ holds for all $i, j=1,2, \ldots, k$.

The judgements in the IAHP can be considered as random variables defined over the given interval. In this way the IAHP changes from the deterministic model to the model with some stochastic features. That is why it cannot be analysed in the traditional way - by solving the eigenvector problem (5). The random variables for description of interval judgements can be selected from the available probabilistic distributions. We will use uniform distribution defined over the interval $\left\langle p_{i j}, q_{i j}\right\rangle$ and normal distribution with mean value standard deviation in our numerical experiments below. The preferences of elements derived form from matrix $\mathbf{A}$ are random variables. Their characteristics can be computed by several approaches - either Monte Carlo simulation that is very simple tool that offers lower and upper bounds for the preferences or one of the optimization
approaches derived by different researchers. In our experiments presented in the next section we used Monte Carlo simulation for deriving interval weights inputs and outputs.

The interval AHP/DEA approach for evaluation of decision making units can be divided into two stages and described as follows:

1. Estimation of lower and upper bounds for weights of the inputs and outputs by means of the IAHP model. The weights of the inputs on the one hand and the weights of the outputs on the other hand are computed separately.
2. Solving a DEA model, e.g. the model (2) with additional constraints (3) and (4) where the lower and upper bounds are taken from step 1. Of course it is possible to experiment with different sets of weights not only given by interval AHP model. The efficiency scores of the new model are always worse or equal comparing to the efficiency scores of the original model. Some of the originally efficient units are not efficient in the model with virtual weights restrictions and new results can be taken as a basis for new ranking of the DMUs.

| Bank | \# of <br> employees | operational <br> expenses | \# of <br> branches | active <br> debts | profit |
| :---: | ---: | :---: | ---: | ---: | ---: |
| $\mathbf{A}$ | 84 | 43 | 1 | 6760 | 247 |
| $\mathbf{B}$ | 893 | 141 | 11 | 86498 | 895 |
| $\mathbf{C}$ | 267 | 15 | 5 | 21186 | 390 |
| $\mathbf{D}$ | 116 | 204 | 1 | 5911 | 110 |
| $\mathbf{E}$ | 10897 | 575 | 636 | 588526 | 12148 |
| $\mathbf{F}$ | 616 | 80 | 155 | 138048 | 1220 |
| $\mathbf{G}$ | 239 | 27 | 7 | 20350 | 759 |
| $\mathbf{H}$ | 10357 | 16965 | 222 | 504294 | 10837 |
| $\mathbf{I}$ | 2299 | 204 | 214 | 61112 | 2366 |
| $\mathbf{J}$ | 131 | 20 | 39 | 29407 | 155 |
| $\mathbf{K}$ | 426 | 20 | 30 | 1111 | 805 |
| $\mathbf{L}$ | 230 | 235 | 1 | 27109 | 218 |
| $\mathbf{M}$ | 7764 | 13558 | 386 | 54023 | 11225 |
| $\mathbf{N}$ | 319 | 10 | 29 | 162 | 121 |
| $\mathbf{O}$ | 362 | 41 | 246 | 64051 | 432 |
| $\mathbf{P}$ | 118 | 36 | 1 | 20898 | 693 |
| $\mathbf{Q}$ | 204 | 23 | 54 | 39659 | 201 |
| $\mathbf{R}$ | 1627 | 67 | 54 | 72265 | 780 |
| $\mathbf{S}$ | 209 | 57 | 636 | 89827 | 1105 |
| $\mathbf{T}$ | 1594 | 543 | 60 | 166322 | 2938 |
| $\mathbf{U}$ | 635 | 4 | 54 | 23685 | 320 |
| $\mathbf{V}$ | 191 | 19 | 209 | 29954 | 142 |

Table 1: Banks and their characteristics

## 3. Numerical experiments

This section contains simple example that demonstrates the approach described in the previous Section. The example is based on real data set but it is not a serious case study. Table 1 contains data about 22 DMUs, banks operating on the financial market in the Czech Republic - the units are denoted by letters A to V. Each of the banks is described by three input and two outputs:

- INP1 - number of employees,
- INP2 - operational expenses in 2007 in millions of CZK,
- INP3 - number of branches,
- OUT1 - active debts in 2007 in millions of CZK,
- OUT2 - gross profit in 2007 in millions of CZK.

The first stage of our approach is estimation of interval weights. The interval pairwise comparison matrices for inputs and outputs are below. We suppose uniform distribution for single comparisons. The random values as presented below are generated and the matrix is completed by appropriate reciprocal values. The logarithmic
least square method is used for estimation of final priorities, i.e. weights of the inputs/outputs. The results from 100 simulations are presented in Table 2.

$$
\begin{aligned}
& \begin{array}{l}
\text { INP1 } \\
\text { INP2 } \\
\text { INP3 }
\end{array}\left[\begin{array}{ccc}
1 & & <1,2> \\
<3,5> & 1 & <5,7> \\
& & 1
\end{array}\right] \\
& \begin{array}{l}
\text { OUT1 } 1 \\
\text { OUT2 }
\end{array}\left[\begin{array}{cc}
1 & \\
<5,7> & 1
\end{array}\right]
\end{aligned}
$$

| Bounds | \# of <br> employees | operational <br> expenses | \# of <br> branches | active <br> debts | Profit |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Lower | 0.180 | 0.649 | 0.082 | 0.125 | 0.834 |
| Upper | 0.252 | 0.731 | 0.114 | 0.166 | 0.875 |

Table 2: Lower and upper bounds for inputs and outputs

The results of DEA models with virtual weights restrictions (VWR) and their comparison with standard models are presented in Table 3. It is clear that the efficiency scores of the DMUs are lower in VWR models comparing to standard DEA models. Under assumption of constant returns to scale 7 DMUs are recognized as efficient. We used one of the super-efficiency measures to rank the units - the final ranking is given in the second column of Table 3.

| Bank | CCR-I |  | CCR-I <br> VWR |  | BCC-I | BCC-I <br> VWR |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathbf{A}$ | 0.514 | 17 | 0.358 | 11 | $\mathbf{1 . 4 0 1}$ | 0.996 |
| $\mathbf{B}$ | 0.855 | 13 | 0.318 | 14 | $\mathbf{2 . 4 1 3}$ | 0.518 |
| $\mathbf{C}$ | $\mathbf{1 . 7 7 1}$ | 4 | 0.909 | 5 | $\mathbf{1 . 7 9 1}$ | $\mathbf{1 . 4 6 6}$ |
| $\mathbf{D}$ | 0.288 | 20 | 0.086 | 19 | $\mathbf{1 . 0 0 0}$ | 0.422 |
| $\mathbf{E}$ | 0.743 | 14 | 0.657 | 6 | unbnd | unbnd |
| $\mathbf{F}$ | $\mathbf{1 . 2 0 4}$ | 8 | 0.597 | 7 | $\mathbf{2 . 3 4 8}$ | 0.826 |
| $\mathbf{G}$ | $\mathbf{1 . 2 0 9}$ | 7 | $\mathbf{1 . 1 5 7}$ | 3 | $\mathbf{1 . 3 0 7}$ | $\mathbf{1 . 2 1 1}$ |
| $\mathbf{H}$ | 0.271 | 21 | 0.077 | 20 | $\mathbf{2 . 4 5 3}$ | 0.521 |
| $\mathbf{I}$ | 0.390 | 18 | 0.366 | 10 | 0.703 | 0.520 |
| $\mathbf{J}$ | 0.987 | 9 | 0.343 | 13 | $\mathbf{1 . 3 3 4}$ | $\mathbf{1 . 0 1 1}$ |
| $\mathbf{K}$ | $\mathbf{1 . 2 3 6}$ | 6 | 0.214 | 17 | $\mathbf{1 . 4 2 3}$ | 0.625 |
| $\mathbf{L}$ | $\mathbf{1 . 2 9 7}$ | 5 | 0.124 | 18 | $\mathbf{1 . 9 4 7}$ | 0.319 |
| $\mathbf{M}$ | 0.243 | 22 | 0.056 | 21 | $\mathbf{1 . 3 0 6}$ | 0.196 |
| $\mathbf{N}$ | 0.298 | 19 | 0.046 | 22 | $\mathbf{1 . 1 7 6}$ | 0.945 |
| $\mathbf{O}$ | 0.889 | 11 | 0.404 | 8 | 0.897 | 0.479 |
| $\mathbf{P}$ | $\mathbf{3 . 1 5 9}$ | 2 | $\mathbf{1 . 6 4 2}$ | 2 | $\mathbf{6 . 2 6 4}$ | $\mathbf{1 . 6 9 1}$ |
| $\mathbf{Q}$ | 0.981 | 10 | 0.348 | 12 | $\mathbf{1 . 0 7 1}$ | 0.746 |
| $\mathbf{R}$ | 0.685 | 15 | 0.372 | 9 | 0.967 | 0.406 |
| $\mathbf{S}$ | $\mathbf{1 . 9 9 0}$ | 3 | 0.986 | 4 | $\mathbf{2 . 2 3 0}$ | $\mathbf{1 . 3 6 2}$ |
| $\mathbf{T}$ | 0.571 | 16 | 0.292 | 15 | $\mathbf{1 . 8 0 8}$ | 0.770 |
| $\mathbf{U}$ | $\mathbf{3 . 8 1 5}$ | 1 | $\mathbf{1 . 8 5 1}$ | 1 | $\mathbf{4 . 0 2 1}$ | $\mathbf{2 . 6 6 3}$ |
| $\mathbf{V}$ | 0.880 | 12 | 0.285 | 16 | 0.987 | 0.799 |

Table 3: Results of efficiency analysis

The third a fourth columns contain efficiency scores and ranking of DMUs by the same model with VWR. Only three of the originally efficient units remain efficient in this restricted model. Ranking of other units is quite different in some cases, e.g. the unit L was originally efficient and now is inefficient with a very low efficiency score. The BCC model with variable returns to scale indicates 18 of 22 units as efficient without considering weights restrictions (the super-efficiency model for unit E has not optimal solution). The VWR model substantially reduces the number of efficient unit - only 7 of them remained efficient.

## 4. Conclusions

Both data envelopment analysis and analytic hierarchy process are one of the most often used decision making tools. Their combination can lead to interesting results in the analyzed problem. Our aim was to develop a procedure for ranking decision making units in DEA. The procedure is based on solving standard DEA models with virtual weights restrictions with the weights derived by interval AHP model. The given results allow better and simpler ranking of DMUs comparing to standard DEA models. What must be solved is the problem of infeasibility of the optimization problem in case the intervals for virtual weights are too close. It will be the topic of further research.
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#### Abstract

The possibility of realistic modeling of the complex constrained optimization problems in Czech agriculture and forestry business is studied using the results of mathematical programming and dynamic programming. The real-life constraints arising in the crop planting and the logging decision making problems in Czech Republic are introduced and the optimization models presented are analyzed.
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## 1 Introduction

Currently, the general mathematical programming models applicable in agriculture and forestry (AF) are under worldwide research. The linear and non-linear programming methods are most widely used in AF practice together with the methods of integer and mixed-integer programming (see e.g.[1], [2]). There is a broad research also on stochastic programming models for production and harvesting planning (see e.g. [3]-[7]) and some studies of dynamic programming utilization possibilities in AF business have been made (see [8]-[12]). The stochastic dynamic programming applications, when planning under uncertainty, can be found e.g. in [13], [14].

In Czech AF business mainly expert estimation is used for decision making and planning, especially in the medium- and small enterprises. Such approach was able to produce a good profit, but currently number of restrictions covering the soil preservation and sustainable development in natural resources utilization are arising, not yet fully taken into account in AF managerial decision making. These new restrictions make the identification of the optimal or even feasible solution using only expert estimation very difficult. Hence, there is increasing need of the decision support systems, which allow solving of optimization problems with upcoming real-world complex constraints. In this paper the initial study of the solution of typical Czech AF constrained optimization problems using mathematical programming methods is done. In each problem the respective constraint is constructed, the optimization problem for is designed, methods for its solution are presented and the applicability of the suggested approach and feasibility of its results in Czech AF practice is discussed.

## 2 Selected AF optimization problems

### 2.1 The crop planting design

A typical farmer's optimization problem is the planning of the sowing design for the next period. The goal is to maximize the profit from the harvests of crops (denote $i, 1 \leq i \leq Q$ ), when considering existing restrictions on total arable land $(X)$, capital, labour, etc. This optimization task can be formulated as a linear programming problem:

$$
\begin{align*}
z^{\star} & =\max \quad \Sigma_{i=1}^{Q} c_{i} x_{i}  \tag{1}\\
\Sigma_{i=1}^{Q} x_{i} & \leq X,  \tag{2}\\
\Sigma_{i=1}^{Q} a_{j i} x_{i} & \leq b_{j},  \tag{3}\\
x_{i} & \geq 0, \tag{4}
\end{align*}
$$

where decision variables $x_{i}$ stand for areas of arable land planted with crop $i$. In the goal function (1) the parameters $c_{i}$ are the random variables of total profit per 1 ha of planted crop $i$ which means that (1-4) represents a stochastic programming problem (see e.g. [15]). Apart from the simple constraints describing
above mentioned restriction, a complex problem arises when considering the restrictions on crop rotation. Each of the crops is allowed to be sowed again on the same place after distinct number $r_{i}$ of periods (from one to six years according to particular crop). We introduce this restriction into model (1-4) by adding the set of linear inequality constraints (see [16])

$$
\begin{equation*}
1 \leq p \leq Q: \Sigma_{l=1}^{p} x_{i_{l}} \leq X-\bar{x}_{i_{1} \cdots i_{p}}, \tag{5}
\end{equation*}
$$

where $\left\{i_{1}, i_{2}, \cdots, i_{p}\right\}$ are combinations from $\{1, \ldots, Q\}$. The restriction on arable land contained in (5) replaces constraint (2) and ensures also that the crop will not be sowed on the area recently sowed by the same crop. The parameter $\bar{x}_{i_{1} \ldots i_{p}}$ is the area of land, on which all the crops $i_{1}, \ldots, i_{p}$ were at least once sowed during relevant number of past years. The model is solvable by the stochastic programming methods and enables optimization of the next year crop plan when all the crop rotation restrictions must hold.

### 2.2 Dynamical programming approach to crop rotation constraints

Alternatively, one can search an optimal sow plan under the crop rotation restrictions not only for the next period but for $N$ upcoming periods. Such a problem can be analyzed using the dynamical programming, when the planning horizon is divided into discrete and finite number of time periods in which the decisions about crop plan are made. Each period $n, n, 1 \leq n \leq N+1$, defines one stage of the sequential decision process and is associated with the state space $S_{n}$ formed by the set of states $s_{n}$, which represents all the feasible states of the system in the period $n$.

The objective in the problem of crop planting is to maximize the total profit from the crops harvested in all $N$ time periods. The only constraint to be considered are the crop rotation restrictions. Suppose that the farmer is planning to sow crops on $P$ particular fields, each of which is to be sowed by one crop each year. The total number of crops is $Q \leq P$ and all of them have to be sowed each year. Denote again $r_{i}$ the resowing time of the crop $i, 1 \leq i \leq Q$ and $\alpha$ the maximum resowing time.

The state of the system can be described by the history of each field up to $\alpha$ periods ago. Hence, the state is defined as

$$
\begin{equation*}
s_{n}=\left(i_{11} \ldots i_{1 \alpha}, i_{21} \ldots i_{2 \alpha}, \ldots, i_{P 1} \ldots i_{P \alpha}\right) \in S_{n}, 1 \leq i_{a b} \leq Q \tag{6}
\end{equation*}
$$

where $1 \leq a \leq P$ and $1 \leq b \leq \alpha$. The symbol $i_{a 1} i_{a 2} \ldots i_{a \alpha}$ represents the crop history of particular field $a$, while $i_{a b}$ has the meaning of the particular crop sowed $b$ years ago on the field $a$. For example, for four fields $(P=4)$ and three crops $(Q=3)$, where crop 1 can be resowed after 2 years ( $r_{1}=2$ ), crop 2 after 1 year $\left(r_{2}=1\right)$ and crop 3 can be crop each year on the same field $\left(r_{3}=0\right)$, the feasible state can be

$$
\begin{equation*}
s_{n}=(31,21,12,23) . \tag{7}
\end{equation*}
$$

This means that on the first field the crop 3 was sowed one year ago and crop 1 two years ago, on the second field the crop 2 was sowed one year ago and crop 1 two years ago, etc.

The decision maker will determine the state $s_{n+1}$ by invoking management decision $d_{n}\left(s_{n}\right) \in D\left(s_{n}\right)$ from finite discrete set $D\left(s_{n}\right)$ of decisions associated with $s_{n}$. In our problem the decisions are restricted by the crop rotation constraints, number of crops, number of fields and requirement on sowing each of the crops each period at least on one field. Each decision corresponds to one particular crop plan. For example, there are three possible decisions for the state (7) which lead to three distinct states in the stage $n+1$ (see Tab. 1).

Table 1. Feasible decisions in stage $n$ and related states in stage $n+1$

| $s_{n} \in S_{n}$ | $d_{n} \in D\left(s_{n}\right)$ | $t\left(s_{n}, d_{n}\right) \in S_{n+1}$ |
| :---: | :--- | :--- |
|  | $(3,3,2,1)$ | $(33,32,21,12)$ |
| $(31,21,12,23)$ | $(2,3,2,1)$ | $(23,32,21,12)$ |
|  | $(2,3,3,1)$ | $(23,32,31,12)$ |

Selecting decision $d_{n}$ for state $s_{n}$ earns reward $r\left(s_{n}, d_{n}\right)$ and cause the transition to state $s_{n+1} \equiv$ $t\left(s_{n}, d_{n}\right)$. The reward is equal to total profit from harvest when decision $d_{n}$ is taken:

$$
\begin{equation*}
r\left(s_{n}, d_{n}\right)=\Sigma_{i=1}^{Q} c_{i} \cdot x_{i}\left(d_{n}\right) \tag{8}
\end{equation*}
$$

where $x_{i}\left(d_{n}\right)$ stands for the total area of arable land planted with crop $i$ when decision (i.e. the crop plan) $d_{n}$ was selected and the parameter $c_{i}$ is total profit per 1 ha of planted crop $i$. To enumerate $c_{i}$ the difference between average income from harvests per hectar and costs per hectar sowed by crop plant $i$ has to be known. By analogy to the procedure showed in Tab. 1 all of the decisions and related consequent states can be generated for any number of periods, fields and crops. The emerging rewards can then be obtained using relation (8).

Let the initial crop design and sow history in the period 1 be given by state $s_{1}$ and the aim is to plan the crop design for the next $N$ periods. We do not determine any goal state in stage $N+1$. Such a formulation represents an initial value problem, which can be solved by recursive fixing (see [17]) derived for each state in $S_{N+1}$. The goal is to identify the sequence of decisions $\left(d_{1}^{\star}, \ldots, d_{N}^{\star}\right)$ with highest total reward. General recursive relationship describing the system and determining $\left(d_{1}^{\star}, \ldots, d_{N}^{\star}\right)$ is then

$$
f\left(s_{n}\right)= \begin{cases}0, & n=N+1  \tag{9}\\ \operatorname{maximum}_{d_{n} \in D\left(s_{n}\right)}\left\{r\left(s_{n}, d_{n}\right)+f\left[t\left(s_{n}, d_{n}\right)\right]\right\}, & n<N+1\end{cases}
$$

where $f\left(s_{n}\right)$ is the maximum total reward obtainable at stages $n$ through $N+1$ if state $s_{n}$ is occupied.
Note, that restrictions on labor, capital and technological and ecological aspects of farming could be comprised in the model and treated by the dynamical programming unless the number of state variables, states and need of computations made would increase too much. The approach chosen, however, represents to some extent the analogy with the Czech farmer's real-life decision making. They decide about the next period crop plan using their professional experience and the cropping history data. Sometimes, they are forced to break the restriction on crop rotation, because no other possibility is available if the specific crop is to be sowed. Then there is a need of additional fertilizing, which means additional cost and lower profits in respective year. Hence, the short-run planning can decrease the long-run total profit and the dynamical programming approach - optimizing the long run profit of the farm - seems to be a good alternative to expert decisions based on routine and short-run optimizing.

### 2.3 Planning the forest logging

Typical decision problem for the logging company is planning the machinery use for the forthcoming harvest. The $L_{j p}$ cubic meters of trees of type $j, 1 \leq j \leq k$ and quality $p, 1 \leq p \leq l$ are to be harvested and the harvesting shall take $d$ days. The detailed plan must be prepared in advance, because all the harvest equipment is outsourced. Let there be two types of logging machinery to be planned: harvest machinery and transport machinery. The first type is used to cut trees at harvest area and the second type serves for trees transportation to place close to forest roads, accessible by logging trucks. Denote $i, 1 \leq i \leq m$ the types of cutting machinery and $i, m+1 \leq i \leq n$ the types of transport machinery. The lowest cost solution is sought for if the volumes $L_{j p}$ of trees are to be cut and transported and the total number of machines of type $i$ available is restricted to $X_{i}$. Denote $c_{i j p}$ and $a_{i j p}$ the costs per $1 \mathrm{~m}^{3}$ and daily average volume (in $\mathrm{m}^{3}$ ) of wood (type $j$, quality $p$ ) cut/transported by the machinery $i$, respectively. The respective optimal decision can be found as a solution of the mathematical programming problem:

$$
\begin{align*}
z^{\star}=\min \sum_{i=1}^{n} \Sigma_{j=1}^{k} \Sigma_{p=1}^{l} c_{i j p} a_{i j p} x_{i j p} &  \tag{10}\\
\Sigma_{j=1}^{k} \Sigma_{p=1}^{l} x_{i j p} & \leq X_{i}  \tag{11}\\
d \cdot \Sigma_{i=1}^{m} x_{i j p} a_{i j p} & =L_{j p}  \tag{12}\\
d \cdot \Sigma_{i=m+1}^{n} x_{i j p} a_{i j p} & =L_{j p}  \tag{13}\\
x_{i} \equiv \Sigma_{j=1}^{k} \Sigma_{p=1}^{l} x_{i j p}: \text { integer, } & x_{i j p} \geq 0 \tag{14}
\end{align*}
$$

where decision variables $x_{i j p}$ stand for the number of the machines of type $i$ cutting/transporting trees of type $j$ and quality $p$. The desired solution in the form of numbers $x_{i}$ of outsourced machinery of type $i$ is to be made up using the definition in (14). When planning the machinery need in advance, the cost parameters $c_{i j p}$ have to be treated as random variables, since the harvest costs depend on the weather (e.g. snow conditions, rain or frost introduce additional outsourcing costs). The parameters $L_{j p}$ resp. $a_{i j p}$ are random as well but this can be overcome when an expert estimation based on visiting the area and past experience was made.

No environmental issues were taken into account in the previous optimization model. Using machinery for harvesting in the forest causes damage to the soil depending on the season, soil type, machinery used, weather, etc. These externalities costs should be implemented into the optimization model and affect the optimal set of harvest machinery. Either the cost function $c_{i j p}$ could increase according to environmental
impact of particular machinery $i$ or additional constraints could be formulated. We provide the following possible model for local AF decision making. In Czech Republic, mainly harvestors and workers with power saws are employed for harvesting. While the latter cause no damage to the soil during harvesting, the heavy harvestors damage the soil especially in rainy weather. For example, an aditional restriction on total distance travelled by harvestors in the harvest location depending on the soil moisture can be requested. Taking into account that the majority type of harvested trees is pine, the index $j$ can be used for the distance range from the road to place where the machinery $x_{i j p}$ operates. The additional restriction then takes the form:

$$
\begin{equation*}
\sum_{j=1}^{k} \Sigma_{p=1}^{l} x_{i j p} s_{j} \leq h_{i} D_{i}, \tag{15}
\end{equation*}
$$

where $s_{j}$ is the average distance to be moved from the road to harvest locality $j, D_{i}$ is the total distance allowed to be moved by the machinery $i$ during one harvesting period under ideal weather and $h_{i}<1$ is the coefficient representing the soil state (soil moisture, type of the soil). The soil moisture is random variable when planning the machinery use in advance, hence $h_{i}$ is random variable as well. Adding this restriction (15) into the model ( $10-14$ ) the random variables appears apart from objective function also in the restrictions, which is the problem generally solvable by the methods of stochastic programming (see e.g. [15]).

## 3 Conclusion

Specific complex restrictions arise when developing optimization models of the AF decision problems. The problem of mathematical design of the respective constraints must be solved when the whole model is to remain solvable and its solution to be well applicable. In this contribution the analysis for the constraints on re-sowing and soil-preserving was performed and the suggested models are prepared to be applied in practical problems.
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#### Abstract

Optimization problems depending on a probability measure correspond to many economic applications. Since the "underlying" measure is usually unknown the decision is mostly determined on the date basis, it means on statistical (mostly empirical) estimates of the probability measure. Properties of the optimal value (and solution) estimates have been investigated many times. There were introduced assumptions under which the asymptotic distribution estimate is normal and the convergence rate is at least exponential. We generalize the assertions concerning the rate convergence. Especially we shall consider distributions with the Pareto tail. Keywords. Economic problems, stochastic optimization, stochastic estimates, exponential rate convergence, exponential tails, Pareto distribution.
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## 1 Introduction

Economic processes are often influenced by a random factor and a decision parameter. Constructing mathematical models we obtain mostly models depending on a probability measure. They can be static (one stage) or dynamic. A multistage stochastic programming technique can treat an essential class of dynamic cases. Employing a recursive definition (see e.g. [9], [11]), we obtain a system of one-stage (mostly) parametric problems. Consequently, the investigation of one problems is crucial also for multistage cases.

To introduce "classical" one-stage stochastic programming problem let $(\Omega, \mathcal{S}, P)$ be a probability space; $\xi\left(:=\xi(\omega)=\left[\xi_{1}(\omega), \ldots, \xi_{s}(\omega)\right]\right)$-dimensional random vector defined on $(\Omega, \mathcal{S}, P) ; F(:=$ $F(z), z \in R^{s}$ ) and $P_{F}$ the distribution function and the probability measure corresponding to $\xi$; $F_{i}, i=1, \ldots, s$ one-dimensional marginal distribution functions of $\xi_{i}, i=1,2, \ldots, s$. Let, moreover, $g_{0}\left(:=g_{0}(x, z)\right)$ be a real-valued (say continuous) function defined on $R^{n} \times R^{s} ; X \subset R^{n}$ be a nonempty set. If the symbol $\mathrm{E}_{F}$ denotes the operator of mathematical expectation corresponding to $F$, then a rather general "classical" one-stage stochastic programming problem can be introduced in the form:

Find

$$
\begin{equation*}
\varphi(F)=\inf \left\{\mathrm{E}_{F} g_{0}(x, \xi) \mid x \in X\right\} \tag{1}
\end{equation*}
$$

Since in applications very often the problem (1) has to be solved on the basis of empirical data we have to replace the measure $P_{F}$ by its estimate. An empirical probability measure is a very suitable candidate for it. Consequently, the solution of the problem (1) has to be often sought (in applications) w.r.t. an "empirical problem":

Find

$$
\begin{equation*}
\varphi\left(F^{N}\right)=\inf \left\{\mathrm{E}_{F^{N}} g_{0}(x, \xi) \mid x \in X\right\}, \tag{2}
\end{equation*}
$$

where $F^{N}$ denotes an empirical distribution function determined by a random sample $\left\{\xi^{i}\right\}_{i=1}^{N}$ (not necessary independent) corresponding to the distribution function $F$. If we denote the optimal solutions sets of (1) and (2) by $\mathcal{X}(F), \mathcal{X}\left(F^{N}\right)$, then (under rather general assumptions) $\varphi\left(F^{N}\right), \mathcal{X}\left(F^{N}\right)$ are "good" stochastic estimates of $\varphi(F), \mathcal{X}(F)$.

The investigation of the empirical (above introduced) estimates started in 1974 by [16]; followed by many papers (see e.g. [3], [15]). The investigation of the convergence rate appeared in [5] and followed e.g. by [1], [4], [12]; for weak dependent random samples e.g. by [6]. The exponential rate convergence has been proven under some relatively strong assumptions on the objective function and on the "underlying" distribution function $F$. Employing the stability results [8] we can see that the normal distribution is covered by this approach. However, the distribution functions with heavy tails correspond to many random factor in economic problems (see e.g. [13], [14]). The aim of this contribution is to genaralize results [5] to the case of distribution functions with the Pareto tail.

## 2 Auxiliary Assertion

### 2.1 Stability

To recall a suitable stability result, let $\mathcal{P}\left(R^{s}\right)$ denote the set of all Borel probability measures on $R^{s}, s \geq 1$ and let $\mathcal{M}_{1}\left(R^{s}\right)$ be defined by

$$
\mathcal{M}_{1}\left(R^{s}\right)=\left\{P \in \mathcal{P}\left(R^{s}\right): \int_{R^{s}}\|z\|_{s}^{1} P(d z)<\infty\right\}
$$

$\|\cdot\|_{s}^{1}$ denotes the $\mathcal{L}_{1}$ norm in $R^{s}$. We shall introduce a little generalized assertion of [7].
Proposition 1. [7] Let $P_{F}, P_{G} \in \mathcal{M}_{1}\left(R^{s}\right), X$ be a compact set. If for every $x \in X$

1. $g_{0}(x, z)$ is a Lipschitz function of $z \in R^{s}$ with the Lipschitz constant $L$,
2. finite $\mathrm{E}_{F} g_{0}(x, \xi), \quad \mathrm{E}_{G} g_{0}(x, \xi)$ exist,
3. $g_{0}(x, z)$ is a uniformly continuous function on $X \times R^{s}$,
then $\quad\left|\inf _{x \in X} \mathrm{E}_{F} g_{0}(x, \xi)-\inf _{x \in X} \mathrm{E}_{G} g_{0}(x, \xi)\right| \leq L \sum_{i=1}^{s} \int_{-\infty}^{+\infty}\left|F_{i}\left(z_{i}\right)-G_{i}\left(z_{i}\right)\right| d z_{i}$.

Evidently, the right hand side of the relation (3) is in the form of a product of the Lipschitz constant and the Wasserstein metric. Replacing the distribution $G$ by an empirical $F^{N}$ we can investigate the convergence rate of the empirical estimates $\varphi\left(F^{N}\right), \mathcal{X}\left(F^{N}\right)$.

### 2.2 Empirical Estimates

Proposition 2. Let $s=1, t>0$. Let moreover $P_{F} \in \mathcal{M}_{1}\left(R^{1}\right)$. If

1. $P_{F}$ is absolutely continuous with respect to the Lebesgue measure on $R^{1}$,
2. there exists $\psi(N, t):=\psi(N, t, R)$ such that the empirical distribution function $F^{N}$ fulfils for $R>0$ the relation

$$
P\left\{\omega:\left|F(z)-F^{N}(z)\right|>t\right\} \leq \psi(N, t) \quad \text { for every } \quad z \in(-R, R)
$$

then for $\frac{t}{4 R}<1$, it holds that

$$
\begin{aligned}
P\left\{\omega:\left|F(z)-F^{N}(z)\right|>t\right\} & \leq\left(\frac{12 R}{t}+1\right) \psi\left(N, \frac{t}{12 R}, R\right)+P\left\{\omega: \int_{-\infty}^{-R} F(z) d z>\frac{t}{3}\right\}+ \\
P\{\omega & \left.: \int_{R}^{\infty}(1-F(z)) d z>\frac{t}{3}\right\}+2 N F(-R)+2 N(1-F(R)) .
\end{aligned}
$$

If, moreover,
3. there exists $R:=R(N)$ defined on $\mathcal{N}$ such that $R(N) \longrightarrow(N \longrightarrow \infty) \infty$ and simultaneously for $\beta \in\left(0, \frac{1}{2}\right)$
then also

$$
\begin{align*}
& N^{\beta} \int_{-\infty}^{-R(N)} F(z) d z \longrightarrow N \longrightarrow \infty 0, \quad N^{\beta} \int_{R(N)}^{\infty}[1-F(z)] d z \longrightarrow(N \longrightarrow \infty) 0, \\
& 2 N F(-R(N)) \longrightarrow(N \longrightarrow \infty) 0, \quad 2 N[1-F(R(N))] \longrightarrow(N \longrightarrow \infty) 0,  \tag{4}\\
& \left(\frac{12 R(N) N^{\beta}}{t}+1\right) \psi\left(N, \frac{t}{12 R(N) N^{\beta}}, R(N)\right) \longrightarrow(N \longrightarrow \infty) 0,
\end{align*}
$$

$$
P\left\{\omega: N^{\beta} \int_{-\infty}^{\infty}\left|F(z)-F^{N}(z)\right|>t\right\} \longrightarrow(N \longrightarrow \infty) 0 \quad \text { for } \quad \beta \in\left(0, \frac{1}{2}\right)
$$

(the symbol $\mathcal{N}$ denotes the set of natural numbers.)
Proof. The assertion can be proven by the proof technique employed in [8].
It is well known (see e.g. [2]) that if $\left\{\xi^{i}\right\}_{i=1}^{\infty}$ is a sequence of independent random values with a common distribution function $F$, then we can set

$$
\begin{equation*}
\Psi(N, t, R)=\exp \left\{-2 N t^{2}\right\}, \quad t>0, R>0, N=1,2, \ldots, . \tag{5}
\end{equation*}
$$

Setting $R(N)=N^{\gamma}, \gamma+\beta \in\left(0, \frac{1}{2}\right)$ we can see that the following assertion holds.
Corollary 1. Let $s=1, t>0$. Let, moreover, $P_{F} \in \mathcal{M}_{1}\left(R^{1}\right),\left\{\xi^{i}\right\}_{i=1}^{\infty}$ be a sequence of independent random values with a common distribution function $F$. If

1. $P_{F}$ is absolutely continuous with respect to the Lebesgue measure on $R^{1}$ (we denote by $f$ the probability density corresponding to $F$ ),
2. there exists constants $C_{1}, C_{2}$ and $T>0$ such that
then

$$
f(z) \leq C_{1} \exp \left\{-C_{2}|z|\right\} \quad \text { for } \quad z \in(-\infty,-T) \cup(T, \infty)
$$

$$
P\left\{\omega: N^{\beta} \int_{-\infty}^{\infty}\left|F(z)-F^{N}(z)\right|>t\right\} \longrightarrow_{N \longrightarrow \infty} 0 \quad \text { for } \quad \beta \in\left(0, \frac{1}{2}\right)
$$

Proof. The assertion follows from Proposition 2 and the assumptions.
The assumption 2 of Corollary 1 covers the normal and empirical distributions. However, many random elements corresponding to economic applications correspond to distributions with heavy tails. We employ the uniform Pareto distribution introduced in [13]. A random value $\xi$ has a Pareto distribution if its probability measure $P_{F}$ and its probability density $f$ fulfils the relation

$$
\begin{gather*}
P_{F}\{\xi>z\}=C z^{-\alpha}, \quad f(z)=C \alpha z^{-\alpha-1} \text { for } z>C^{\frac{1}{\alpha}},  \tag{6}\\
0 \\
z \leq C^{\frac{1}{\alpha}} .
\end{gather*}
$$

Evidently, the Pareto distribution has only one tail. Moreover, we can see that for $\alpha>1$ it holds $P_{F} \in \mathcal{M}_{1}\left(R^{1}\right)$ and for $\beta \in\left(0, \frac{1}{2}\right)$ and $R:=R(N)=N^{\gamma}, \gamma>0$ it holds

$$
\begin{aligned}
& N^{\beta} \int_{R(N)}^{\infty}[1-F(z)] d z=N^{\beta}\left[C(-\alpha+1) z^{-\alpha+1}\right]_{R(N)}^{\infty}=-C(-\alpha+1) N^{\beta} N^{\gamma(-\alpha+1)}, \\
& N[1-F(R(N))]=N C N^{-\alpha \gamma}=C N^{1-\alpha \gamma} .
\end{aligned}
$$

Consequently for $\gamma>\max \left[\frac{\beta}{\alpha-1}, \frac{1}{\alpha}\right]$ we can obtain that

$$
N^{\beta} \int_{R(N)}^{\infty}[1-F(z)] d z \longrightarrow(N \longrightarrow \infty) 0, \quad \text { and, simultaneously, } \quad 2 N[1-R(N)] \longrightarrow(N \longrightarrow \infty) 0
$$

Employing the relations (4), (5) we can see that the following assertion holds.
Corollary 2. Let $s=1, t>0, \alpha>1$, and $\beta, \gamma>0$ fulfil the inequalities $\gamma>\frac{1}{\alpha}, \frac{\gamma}{\beta}>\frac{1}{\alpha-1}, \gamma+\beta<\frac{1}{2}$. Let, moreover, $\left\{\xi^{i}\right\}_{i=1}^{\infty}$ be an independent random sample corresponding to the distribution function $F$. If

1. $P_{F}$ is absolutely continuous with respect to the Lebesgue measure on $R^{1}$ (we denote by $f$ the probability density corresponding to $F$ ),
2. there exists constants $C>0$ and $T>0$ such that
then

$$
f(z) \leq C \alpha z^{-\alpha-1} \quad \text { for } \quad z \in(-\infty,-T) \cup(T, \infty)
$$

$$
P\left\{\omega: N^{\beta} \int_{-\infty}^{\infty}\left|F(z)-F^{N}(z)\right|>t\right\} \longrightarrow(N \longrightarrow \infty) 0
$$

## 3 Main Results

In this section we shall try to introduce the results that guarantee the exponential convergence rate of $\varphi\left(F^{N}\right)$ to $\varphi(F)$. First result covers the known case when the tails of the probability density are at least exponential. Evidently, this assertion covers the classical case of normal distribution. The second case will try to cover some new arising economic applications when one dimensional marginal distribution functions have the Pareto tails. It is known that this case appears for example in finance or river flow (for more details see e.g. [13]). The corresponding form of multivariate case can be found e.g. in [10]. However it is over the possibility of this contribution to deal with this case in more detail.
Theorem 1. [8] Let $t>0,\left\{\xi^{i}\right\}_{i=1}^{\infty}$ be a sequence of independent $s$-dimensional random vectors with a common distribution function $F$. Let moreover $X$ be a compact set. If

1. $F^{N}$ is an empirical distribution function determined by $\left\{\xi^{i}\right\}_{i=1}^{N}, N=1,2, \ldots$,
2. $P_{F_{i}}, i=1, \ldots, s$ are absolutely continuous with respect to the Lebesgue measure on $R^{1}$ (we denote by $f_{i}, i=1, \ldots, s$ the probability densities corresponding to $F_{i}$ ),
3. there exist constants $C_{1}, C_{2}>0$ and $T>0$ such that

$$
f_{i}\left(z_{i}\right) \leq C_{1} \exp \left\{-C_{2}\left|z_{i}\right|\right\} \quad \text { for } \quad z_{i} \in(-\infty,-T) \cup(T, \infty), \quad i=1, \ldots, s
$$

4. $g_{0}(x, z)$ is a uniformly continuous, Lipschitz (with respect to $\mathcal{L}_{1}$ norm) function of $z \in R^{s}$, the Lipschitz constant $L$ is not depending on $x \in X$,
then

$$
P\left\{\omega: N^{\beta}\left|\varphi\left(F^{N}\right)-\varphi(F)\right|>t\right\} \longrightarrow(N \longrightarrow \infty) 0 \quad \text { for } \beta \in\left(0, \frac{1}{2}\right) .
$$

Proof. The assertion of Theorem 1 follows from Proposition 1 and Corollary 1.
Theorem 2. Let $t>0, \alpha>1, \beta, \gamma>0$ fulfil the inequalities $\gamma>\frac{1}{\alpha}, \frac{\gamma}{\beta}>\frac{1}{\alpha-1}, \gamma+\beta<\frac{1}{2}$. Let, moreover, $\left\{\xi^{i}\right\}_{i=1}^{\infty}$ be an $s$-dimensional independent random sample corresponding to the distribution function $F, X$ be a compact set. If

1. $F^{N}$ is an empirical distribution function determined by $\left\{\xi^{i}\right\}_{i=1}^{N}, N=1,2, \ldots$,
2. $P_{F_{i}}, i=1, \ldots, s$ are absolutely continuous with respect to the Lebesgue measure on $R^{1}$ (we denote by $f_{i}, i=1, \ldots, s$ the probability densities corresponding to $F_{i}$ ),
3. there exist constants $C>0$ and $T>0$ such that

$$
f_{i}(z) \leq C \alpha z_{i}^{-\alpha-1} \quad \text { for } \quad z \in(-\infty,-T) \cup(T, \infty), \quad i=1, \ldots, s
$$

4. $g_{0}(x, z)$ is a uniformly continuous, Lipschitz (with respect to $\mathcal{L}_{1}$ norm) function of $z \in R^{s}$, the Lipschitz constant $L$ is not depending on $x \in X$,
then

$$
P\left\{\omega: N^{\beta}\left|\varphi\left(F^{N}\right)-\varphi(F)\right|>t\right\} \longrightarrow(N \longrightarrow \infty) 0 .
$$

Proof. The assertion of Theorem 2 follows from Proposition 1 and Corollary 2.

## 4 Conclusion

The aim of the paper has been to investigate properties of the empirical estimates of the optimal value in the case of one-stage optimization problems depending on a probability measure. The introduced results are based on the stability results corresponding to the Wasserstein metric and $\mathcal{L}_{1}$ norm in $R^{s}, s \geq 1$. They do not cover only the normal distribution corresponding to many "classical" approaches in finance, however also the case of Pareto distribution. This result is crucial, namely, it is known that the distributions with "heavy" tails correspond to many new applications (for more see e.g. [10] and [13]). The achieved convergence rate is the best as possible in the case of exponential tails, in the case of Pareto distribution the introduced convergence rate is worse and depends on the parameter $\alpha$.
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#### Abstract

The literature on corporate divestures in developed countries has provided considerable evidence on their positive effects but our understanding of these operations is still limited; it is not clear whether divestitures are undertaken to correct past development, to affect future course, or as a response to business cycle. Research targeting purely financial aspects documents increases in firms' value and returns after divestiture. Literature analyzing the economic performance following divestment advocates that divestitures improve firms' performance and exhibit various positive distributional effects. However, much of the existing literature does not account for ensuing changes in ownership structure and potential endogeneity of divestiture and ownership with respect to post-divestiture performance. Further, majority of the research centers on developed economies while effects of divestments in emerging markets are largely underresearched as this segment of literature is quite new. We complement the literature by showing at large that effects of divestitures are positive, depend heavily on subsequent ownership structures and diminish with time.


Keywords. Divestiture, breakups, corporate performance, emerging markets, endogeneity.

## 1. Introduction.

The literature on corporate divestures in developed countries has provided considerable evidence on their positive effects but as survey by [20] shows our understanding of these operations is still limited; it is not clear whether divestitures are undertaken to correct past development, to affect future course, or as a response to business cycle. Research targeting purely financial aspects documents increases in firms' value and returns after divestiture $[16,18,23,7,19,4]$. Literature analyzing the economic performance following divestment advocates that divestitures improve firms' performance and exhibit various positive distributional effects [14, 25, 26, 8, 6, 12, 9]. However, much of the existing literature does not account for ensuing changes in ownership structure and potential endogeneity of divestiture and ownership with respect to post-divestiture performance. Further, majority of the research centers on developed economies while effects of divestments in emerging markets are largely under-researched as this segment of literature is quite new [17, 21, 3, 24, 11]. In this paper we aim at answering the question how divestitures affect short and long term economic performance of firms in emerging market. In doing so we account for ensuing changes in ownership structure and endogeneity issues.

Recent history shows that divestitures in emerging markets occur on larger scale as they are often connected with subsequent privatization, restructuring and changes in ownership structures. [10] show that restructuring and changes in corporate governance are important determinants of post-privatization performance. In this respect divestitures create economy wide phenomena producing very large data sets ideal for empirical research. In this paper, we use a large firm-level data set from an emerging market economy that has became in 2004 a member of the European Union (EU). Wave of divestitures that were followed by privatizations occurred in the Czech Republic as an almost natural experiment as a control group of firms without any divestments existed during the same period. In our analysis we estimate effects of divestitures on corporate performance and contrast the results with such control group. In order to effectively control for endogeneity of divestitures and ensuing changes in ownership we employ instrumental variables to carry our estimations. In terms of the rich data from the new European Union market and robust methodology we differentiate from much of the literature.

Divestures became important in European emerging markets in the early 1990's because they became a way to restructure large state owned conglomerates. In this sense divestitures served as a first step restructuring done by government in the spirit of [22] who discussed restructuring and privatization policies along with their pace

[^36]and sequencing. ${ }^{2}$ The second step restructuring, that followed privatization, was left to new private owners. In this context, (i) it may be hypothesized that divestitures improve corporate performance as the new firms strive to establish themselves on the market and to improve corporate governance. Further, as the originally underdeveloped legal and institutional framework improves in emerging market economies, divestitures and certain types of corporate ownership may enhance performance by eliminating diseconomies of scale and by serving as a disciplining device for management. ${ }^{3}$ Alternatively, (ii) divestitures may have a negative effect on the performance of the divested units because of weak corporate governance, waning government coordination and regulation, unclear property rights, and underdeveloped legal and institutional framework that exist in emerging market economies.

We also test whether the nature of the effect depends on the type of the new ownership structure. In particular, we are able distinguish the extent to which each firm is owned by an industrial (i.e., non-financial) firm, financial company, individual owner, or state, and we can estimate the effect of different ownership patterns on corporate performance.

## 2. Estimation Strategy.

To summarize, in analyzing corporate performance after the wave of divestitures and privatization, we use economic and financial indicators for the period 1995-2005. The divestitures occurred in 1991-92, the subsequent privatization in 1992-93, and the distribution of shares of the privatized firms and the major postprivatization swaps of shares in 1993-94. Since for some of the firms the transfer of ownership rights ended in 1994 or very early 1995, we take 1995 to be the first year after divestitures and privatization that truly reflects the new corporate and ownership structure. Moreover, by 1995 the quality of the reported accounting and economic data by and large reflected the international standards. Finally, using data for long period of 1995 2005 allows us to test for time-varying effects of divestitures and new ownership structure. Hence, in our estimation we use data on early corporate performance in 1990, firm divestitures in 1991-2 and post-divestiture performance during 1995-2005.

Before presenting our formal model, we note that initial conditions, the nature of the divestiture, and the change in ownership may all affect subsequent corporate performance. Moreover, initial conditions are also likely to influence the nature of the divestiture and privatization. Therefore, in analyzing the effects of divestitures, we benefit from the fact that we can identify the parent company and the (to be) divested units within it (i.e., all the operating units of the parent company).

In view of the institutional setting, we model corporate performance as a function of the presence or absence of a divestiture and the type of ownership structure. Since the explanatory variables related to divestitures and ownership structure may be endogenous, we use instrumental variables in estimation

## 3. Data and Model.

The data originate from the wave of corporate divestitures orchestrated by the Czech government in the early 1990's, an event that satisfies conditions of a natural experiment outlined by [13]. The data were compiled Aspekt, a commercial database, and from the archives of the Ministry of Privatization and the National Property Fund of the Czech Republic. The data allow us to identify unambiguously the parent enterprises and all new units related to a surge of divestitures that occurred in 1991-1992. In this natural experiment 44 large enterprises were broken up into 131 new firms. Along with these 131 newly created firms, as a result of numerous divestitures, we also have data on 780 firms that did not experience any divestment and constitute our control group. The firms in both groups were subsequently privatized in the first wave of the voucher scheme. Our data permit us to use three indicators of corporate performance in our main model: unit labor cost measured by labor costs over sales (labor costs/sales), operating profit over labor costs (profit/labor costs), and operating profit per share (profit/equity). Our main analysis is hence based on a measure of (labor) cost effectiveness and two direct measures of profitability.

Divestiture is considered as a treatment that is absent in our control group of firms without divestment history. Hence, we formulate our panel-data treatment evaluation procedure in the spirit of $[2,15]$ to model the post-divestiture corporate performance as a function of the presence or absence of a divestiture, initial postdivestment ownership and subsequent changes in the ownership structure. We also control for differences in corporate capital structure and possible endogeneity of ownership. We first outline our model and then expand on relevant methodological issues. Our model of post-divestiture corporate performance is specified as:

[^37]\[

$$
\begin{equation*}
\Delta \pi_{i t}=\alpha D I V_{i}+\beta_{1} O I(D)_{i t}+\beta_{2} O I(N D)_{i t}+\gamma_{1} \Delta O S(D)_{i t}+\gamma_{2} \Delta O S(N D)_{i t}+\phi \Delta C F_{i t}+\varepsilon_{i t} . \tag{1}
\end{equation*}
$$

\]

In the above specification index $i$ denotes firms and $t$ time periods. Dependent variable $\Delta \pi_{i t}$ is a measure of corporate performance of firm $i$ during years 1995-2005; it is defined as a difference in mean performance between two subsequent periods. Further, $D I V_{i}$ is a dummy variable coded 1 if the enterprise is a divested unit and 0 if it is a firm that did not experience division. Variable $O I(D)_{i t}$ measures the initial ownership structure of the divested firms after they were divested $(D)$ and privatized; base year refers to 1996 after the postprivatization changes in ownership structures settled. Variable $O I(N D)_{i t}$ measures the initial ownership structure in those firms that were not divided ( $N D$ ). Variable $\Delta O S(D)_{i t}$ measures the subsequent changes in ownership structure from 1996 until 2005 in those firms that were divested. In a similar spirit variable $\Delta O S(N D)_{i t}$ measures the subsequent changes in ownership structure (1996-2005) in firms that did not experience divestiture. A control variable $\Delta C F_{i t}$ measures changes in financial variables of each firm $i$ to account for potential changes of a firm's capital structure, firm's development, etc. Finally, $\varepsilon_{i t}$ is the error term.

Since divestitures and changes in ownership structure may be correlated with firms' unobserved characteristics, we treat the explanatory variables related to divestitures and ownership as endogenous and apply IV estimation. The advantage of the IV procedure over the more efficient maximum likelihood estimation is that it is more robust and does not require numerical integration in the presence of the dummy variable for divestitures and share variable for ownership. Following arguments by [1] we use an instrumental variables technique in a two-stage framework in which we also directly instrument the dummy variable for divestiture. We have also checked that the residuals are free from serial correlation. We employ a two-stage least squares procedure in which we instrument all variables related to ownership. The approach provides consistent estimates that are not affected by potential model misspecification.

## 4. Empirical Results and Conclusions.

We show that divestitures increase the firms' indicators of profitability and scale of operations (sales), but do not reduce in a significant way their unit labor cost. The performance effects of privatization depend on the resulting ownership structure and on whether or not a firm experienced a divestiture. In particular, smaller state ownership does not result in uniform and widespread improvements in performance. It has a weakly significant positive effect on profitability of firms without divestitures, relative to other types of ownership, but other effects are insignificant or mixed. Industrial (non financial) firms as owners reduce unit labor cost and leave unchanged or increase profitability. Greater ownership by financial companies or individuals reduces profitability in divested firms and increases unit labor cost and reduces sales in firms without divestment.

The overall evidence for divestitures is hence consistent with our first hypothesis, namely that divestitures have a positive effect on performance - presumably by eliminating prior inefficiencies such as diseconomies of scale of large SOE conglomerates, weak managerial incentives and information asymmetries.

We complement the literature by showing at large that effects of divestitures are positive, depend heavily on subsequent ownership structures and diminish with time.
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#### Abstract

Our aim is a revitalization of the traditional version of Kalecki model. We try to introduce a modification of the model where the depreciation of capital is assumed. Similarly as in the Kalecki model we assume investment decision function. The investment delivery is realised with time delay after investment decisions are taken. For that reason the constructed model is described by a delay differential equation. In contrast to scalar ordinary differential equation, the differential equation with delay exhibits more complex dynamics. In empirical analysis we estimate the delay parameter using Renyi's approach of maximal correlation.
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## Introduction

The method of optimal transformation has been claimed to be a very effective method of the reconstruction of economics models on the base of observed data recently. In this paper we present an attempt to reconstruct time delay differential equation which describes a capital stock dynamics. It is necessary to emphasize that our aim is to test the method and not to make an estimate of the model of real economy. That is why we have drawn the data from the set generated by a widely theoretically accepted time delay differential equation. The equation used for data generation is a part of famous Kalecki model. A very good description of the model can be found in the original paper of Kalecki (1935) and also in Allen R.D.G.(1956). Using this so called Kalecki investment equation we generate a dataset which serves later as an input for the reconstruction of the dynamics generated by a time delayed differential equation. The paper is structured as follows. In the first section of the paper we will describe the theoretical model. In the second section we will explain the methods which help us to analyze time series generated by a system described in the first section of the paper. It is worthy to mention that in this part our paper will be dealing with the more general time delay differential equation than the classical Kalecki investment equation. When reconstructing the dynamics of the investment equation we use the approach which is an alternative to Takens embedding approach and belongs to non-parametric regression techniques and enables to find the length of the delay and the best transformation at the same time. In the third section the alternating conditional expectation (ACE) algorithm which finds optimal transformation functions will be discussed in details. Also the very important part of the paper is the fourth section where the ACE algorithm is applied to the reconstruction of the Kalecki investment equation.

## 1 Investment equation

Regarding investment Kalecki (1935) assumes that there is a lag between decision to invest and the delivery of finished capital goods. This lag is equal to $\theta$. We must distinguish these three following notions:

- investment decision (orders of investment) in time $t$ denoted by $I(t)$
- the delivery of finished capital goods in time $t$ denoted by $J(t)$
- capital consumption as a constant portion of capital in time $t$, denoted by $D(t)$

Assuming a continuous economy, the law of capital stock dynamics is given by the following differential equation

$$
\begin{equation*}
\dot{K}(t)=-D(t)+J(t) \tag{1}
\end{equation*}
$$

[^38]where $\dot{K}(t)$ denotes the increase of capital stock. Given the assumption on capital consumption and investment made above, we can write:
$D(t)=-\delta K(t)$, where $\delta$ is the depreciation rate,
$J(t)=I(t-\theta)$, i.e. there is a time lag between an investment decision and its delivery.
The investment decision depends on capital stock, which justifies us to write:
$I(t)=L(K(t))$.
When analyzing this dependence we must take in consideration that there are investment installation costs which decrease with the increase of capital. Installation costs influence the amount of investment. Relatively small installation costs positively motivate investors to invest more. So investment will grow with capital. But installation costs are not the only process which acts in the field of investing. We must also take into account the diminishing marginal product of capital, which acts against decreasing installation costs, i.e. assuming profit maximizing agents, investment declines as capital increases. These contradictory features justify the use of the increasing function at the beginning of the considered interval when capital is relatively low and thus the effect of installation costs dominates. But if the capital is sufficiently high, the effect of diminishing marginal product of capital prevails over the effect of relatively small installation costs and investment decisions starts to decrease. It explains why investment decision function goes up first and after reaching the maximum it goes down. The function in our contribution is chosen rather arbitrarily (and also speculatively).
Our approach is very similar to the process of calibration of economic models which is frequently used recently. Parameters in economic models are calibrated instead of being estimated which means that economists input numerical values of parameters in (usually linear) economic model. Numerical values are chosen in accordance with economic experience. Their accuracy is definitely verified by the help of model experiments. But here we work with nonlinear model. So we have to choose not only numerical values of parameters but also non-linear functions. Methodological background of our approach is the same - we will input an arbitrary structure (nonlinear function). Then we experiment with the model and the results will tell us if our option was correct or not. Let us try to apply the following investment decision function:
\[

$$
\begin{equation*}
I=L(K)=\frac{1}{a+b e^{\alpha(K-\gamma)}+c e^{-\beta(K-\gamma)}} \tag{2}
\end{equation*}
$$

\]

When constructing this function one must take in consideration that there are investment installation costs decreasing with the increasing of capital. So, investment should grow with capital. On the other hand, one must also take into account the diminishing marginal product of capital, i.e. under the assumption of profit maximization agents, the investment declines as the capital increases. These contradictory powers make the use of a function, which is increasing at the beginning of the interval and after reaching the maximum it is declining, reasonable.
Let the values of parameters involved in equation (2) be $a=2, b=1.2, c=1.2, \alpha=8, \beta=3, \gamma=1$ and we obtain

$$
I=L(K)=\frac{1}{2+1.2 e^{8(K-1)}+1.2 e^{-3(K-1)}}
$$

The graph of this function is shown in Fig.1. The investment decision is placed on vertical axis and capital on horizontal axis. It can be seen in the Fig. 1 that the increase of the function is rather moderate and the decline is relatively sharp.


Fig. 1 The shape of the investment decision function

Expressing investment as a delayed function of capital stock, the equation for capital dynamics (1) takes the following form:

$$
\dot{K}(t)=-\delta K(t)+L(K(t-\theta))
$$

This equation expresses that the increase of capital at time $t$ equals the investment delivered for the enlargement of capital stock minus depreciated capital. To explain the second term on the right-hand side in equation (3), let consider the following: at time $t-\theta$ a investment decision is taken. During a period $\theta$ the investment is being implemented and at the end of the period it is fully realized and that means that at time $t$ it equals the delivered investment. Replacing $L(K(t-\theta)$ ) in equation (3) with expression (2), we get

$$
\begin{equation*}
\dot{K}(t)=-\delta K(t)+\frac{1}{\left(a+b e^{\alpha(K(t-\theta)-1)}+b e^{-\beta(K(t-\theta)-1)}\right.} . \tag{4}
\end{equation*}
$$

The dynamic of the capital described by differential equation (4) is complex and depends not only on parameters $a=2, b=1.2, c=1.2, \alpha=8, \beta=3, \gamma=1$, but also on the time delay $\theta$. Let us set the length of lag $\theta=$ 20 and the rate of depreciation $\delta=0.1$ and we get instead of (4)

$$
\dot{K}(t)=-0.1 K(t)+\frac{1}{\left(2+1.2 e^{8(K(t-20)-1)}+1.2 e^{-3(K(t-20)-1)}\right.}
$$

As an initial condition we choose $K(t)=0.8$ for $t \leq 0$. The solution of equation (5) obtained from Matlab is shown in the following Fig. 2.


Fig. 2 Chaotic solution of equation (5)
Figure 2 show that the equation (5) with chosen values of parameters is able to generate very chaotic dynamics. More details of possible chaotic behaviour of investment dynamics models can be found for example in Hallegatte et al (2008).

## 2 Reconstruction of non-linear time delay models from data

Let's consider a nonlinear time delay system which produces chaotic dynamics. This system is represented by a general time delayed differential equation:
$g(\dot{x}(t))=f_{0}(x(t))+\sum_{j=1}^{k} f_{j}\left(x\left(t-\theta_{j}\right)\right)$,
where $g, f_{0}$ and $f_{j}$ are unknown but continuous functions. For simplicity, let's assume $g$ is only $\dot{x}(t)$. It is well known that the dynamics of this system in a state space could be reconstructed by using Takens theorem (1985) and embedding technique. An alternative approach to do it is to find all the time delays and functions $f_{o}$ and $f_{j}$. Here it is necessary to mention that the reconstruction is meant to be their numerical estimations, by no means to find their analytical forms. When we reconstruct the dynamics, we have only a series $\left\{y_{t}\right\}_{t=1}^{N}$ at our disposal as a realization of $x_{t} . \dot{x}(t)$ can be calculated as $\dot{x}(t)=\Delta y_{t}=\frac{1}{2}\left(y_{t+1}-y_{t-1}\right)$. Further, the time delays and functions $f_{0}$ and $f_{j}$ would be estimated and the dynamics can be approximated as
$\dot{x}(t)=\hat{f}_{0}(x(t))+\sum_{j=1}^{k} \hat{f}_{j}\left(x\left(t-\theta_{j}\right)\right),$.

To estimate these functions and the delays, the nonparametric regression technique is used. This technique is based on Renyi's (1959) concept of maximal correlation. The maximal correlation measures the dependence between two random variables $x(t)$ and a group of delayed variables $x\left(t-\theta_{j}\right)$ and is defined as

$$
\psi\left(x(t), \ldots, x\left(t-\theta_{j}\right)\right)=\sup _{\Phi, \ldots, \Phi_{k}}\left|R\left(\Phi\left(x(t), \sum_{j=1}^{k} \Phi\left(x\left(t-\theta_{j}\right)\right)\right)\right)\right|
$$

where R is the linear correlation coefficient

$$
R=\frac{E\left[x(t) x\left(t-\theta_{j}\right)\right]-E[x(t)] E\left[x\left(t-\theta_{j}\right)\right]}{\sqrt{\operatorname{var} x(t) \operatorname{var} x\left(t-\theta_{j}\right)}}
$$

The maximal correlation can be interpreted as following: the functions $\Phi$ a $\Phi_{j}$ for which the maximum is achieved maximize the correlation between $x(t)$ and the group of delayed variables $x\left(t-\theta_{j}\right)$. Therefore, these variables are transformed from a nonlinear relationship to a linear one between $\Phi$ a $\Phi_{j}$. The maximum correlation coefficient is determined by the alternating conditional expectation proposed by Breiman and Friedman (1985). Before going to the computational aspect of this algorithm, let's have a quick look at its principle.
Let $x(t), \quad x\left(t-\theta_{1}\right), \ldots, \quad x\left(t-\theta_{k}\right) \quad$ be random variables and $\Phi(x(t)), \Phi_{1}\left(x\left(t-\theta_{1}\right)\right), \ldots$, $\Phi_{k}\left(x\left(t-\theta_{k}\right)\right)$ be zero-mean functions of the corresponding variables. After regressing $\Phi(x(t))$ on $\sum_{j=1}^{k} \Phi_{j}\left(x\left(t-\theta_{j}\right)\right)$, the unexplained part of the variability of regressand $\Phi(x(t))$ by the regressor $\sum_{j=1}^{k} \Phi_{j}\left(x\left(t-\theta_{j}\right)\right)$ is

$$
e^{2}=\frac{E\left\{\left[\Phi(x(t))-\sum_{j=1}^{k} \Phi_{j}\left(x\left(t-\theta_{j}\right)\right)\right]^{2}\right\}}{E \Phi^{2}(x(t))}
$$

The optimal transformations of these variables are those functions $\Phi^{*}(x(t)), \Phi_{1}^{*}\left(x\left(t-\theta_{1}\right)\right), \ldots$, which minimize the sum of residuals of the regression. In the bivariate case, the optimal transformations satisfy

$$
R\left(\Phi^{*}(x(t)), \Phi_{1}^{*}(x(t-\theta))\right)=\max _{\Phi, \Phi_{1}} \rho\left(\Phi(x(t)), \Phi_{1}(x(t-\theta))\right)
$$

## 3 The algorithm

The procedure for finding the optimal transformation functions is iterative. Again for simplicity, let's assume $E[\Phi(x(t))]^{2}=1$ and all functions are zero-mean ones. For a group of functions $\Phi_{1}\left(x\left(t-\theta_{1}\right)\right), \ldots$, $\Phi_{k}\left(x\left(t-\theta_{k}\right)\right)$ we minimize

$$
\begin{aligned}
& e^{2}=\frac{E\left\{\left[\Phi(x(t))-\sum_{j=1}^{k} \Phi_{j}\left(x\left(t-\theta_{j}\right)\right)\right]^{2}\right\}}{E \Phi^{2}(x(t))} \text { with respect to } \Phi(x(t)) \text { which yields } \\
& \Phi^{1}(x(t))=\frac{E\left[\sum_{j=1}^{k} \Phi_{j}\left(x\left(t-\theta_{j}\right) \mid x(t)\right)\right]}{\left\|E\left[\sum_{j=1}^{k} \Phi_{j}\left(x\left(t-\theta_{j}\right) \mid x(t)\right)\right]\right\|}
\end{aligned}
$$

The next step is to minimize $e^{2}$ with respect to $\Phi_{1}\left(x\left(t-\theta_{1}\right)\right), \ldots, \Phi_{k}\left(x\left(t-\theta_{k}\right)\right)$. It is achieved through another iterative procedure. At this stage, we minimize $e^{2}$ with respect to a single function $\Phi_{j^{*}}\left(x\left(t-\theta_{j^{*}}\right)\right)$ for a given set of functions $\Phi(x(t)), \Phi_{1}\left(x\left(t-\theta_{1}\right)\right), \ldots, \Phi_{k}\left(x\left(t-\theta_{k}\right)\right)$ without $\Phi_{j^{*}}\left(x\left(t-\theta_{j^{*}}\right)\right)$. The solution then is
$\Phi_{j^{*}}^{1}\left(x\left(t-\theta_{j^{*}}\right)\right)=E\left[\Phi(x(t))-\sum_{j \neq j^{*}} \Phi\left(x\left(t-\theta_{j}\right)\right) \mid x\left(t-\theta_{j^{*}}\right)\right]$. These steps are repeated until the
quantity $e^{2}$ fails to decrease. The algorithm therefore is called as alternating conditional expectation (ACE) algorithm. The computational pseudocode for the algorithm would be as follows:
Set $\Phi(x(t))=x(t) /\|x(t)\|$ and $E\left[\Phi_{j}\left(x\left(t-\theta_{j}\right)\right)\right]=0$ for $j=1, \ldots, k$
Repeat until $e^{2}$ fails to decrease
Repeat until $e^{2}$ fails to decrease
For $j^{*}=1$ to $k$

$$
\Phi_{j^{*}}^{1}\left(x\left(t-\theta_{j^{*}}\right)\right)=E\left[\Phi(x(t))-\sum_{j \neq j^{*}} \Phi\left(x\left(t-\theta_{j}\right)\right) \mid x\left(t-\theta_{j^{*}}\right)\right]
$$

Replace $\Phi_{j}\left(x\left(t-\theta_{j}\right)\right)$ with $\Phi_{j^{*}}\left(x\left(t-\theta_{j^{*}}\right)\right)$
End for loop
End Inner loop

$$
\Phi^{1}(x(t))=\frac{E\left[\sum_{j=1}^{k} \Phi_{j}\left(x\left(t-\theta_{j}\right) \mid x(t)\right)\right]}{\left\|E\left[\sum_{j=1}^{k} \Phi_{j}\left(x\left(t-\theta_{j}\right) \mid x(t)\right)\right]\right\|}
$$

Replace $\Phi(x(t))$ with $\Phi^{1}(x(t))$
End outer loop
Solutions are $\Phi^{*}(x(t)), \Phi_{1}^{*}\left(x\left(t-\theta_{1}\right)\right), \ldots, \Phi_{k}^{*}\left(x\left(t-\theta_{k}\right)\right)$
End Algorithm.

## 4 Application of the ACE algorithm



Fig. 3: The relationship between of maximal correlation coefficient and the delay
In this part of our contribution, we apply the ACE algorithm on data generated by Kalecki investment decision model. We use the MATLAB to solve the Kalecki time delayed differential equation setting initial and maximal steps equal 0.1 for a time span $t$ from 0 to 500 . The value of the delay is 20 . The initial value of $K(t)$ is set to be 0.8 . Then we get a series of $K(t)$ with 5001 data points. From this series we choose every tenth data point to
form dataset of 500 points. For the delay from 1 to 250 we use the ACE algorithm to find the maximal correlation value between $\Phi(K(t))$ and $\Phi_{1}(K(t-\theta))$ ). Fortunately, in our model only one delay is present, so we can use a shorter ACE algorithm just with the outer loop. To estimate expected values of $\Phi(K(t))$ with respect to $\Phi_{1}(K(t-\theta))$ and vice versa we use the boxcar window method where the conditional expectation value $E[Y \mid X]$ at each site $t$ is:

$$
E\left[Y \mid X_{t}\right]=\frac{1}{2 W+1} \sum_{i=-W}^{W} Y_{t+i}
$$

where $W$ is the length of the window on one or the other side. Here we choose $W=5$. The relationship between the values of the maximal correlation and the delay are shown in figure 3. After the fast drop for small delays it reaches the maximum value for $\hat{\theta}=25$. This value is higher than the actual delay $(\theta=20)$.

## 5 Conclusion

As shown by Kalecki, there is a lag between an investment decision and installation of investment goods and the whole investment process can be described by a differential equation with (a) lagged argument(s). Under certain circumstances, this process is able to produce relatively complex chaotic dynamics. Following this theoretical basis, we generate a time series according to the Kalecki investment time delayed differential. Then we use a non-parametric regression technique called the alternating conditional expectation (ACE) algorithm to find the optimal length of delay and transformation functions. Using the ACE algorithm written in MATLAB on our numerically generated data, we find that the optimal delay for out dataset is 25 , which is rather higher than the actual value 20. Unlike Voss and Kurths (1997, 2002) who examined the Mackey and Glass model for advertisement and found the length of the delay is exactly the same as the theoretical one, our result show that the ACE algorithm is not always able to determine precisely the actual length of the delay.
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#### Abstract

This paper deals with second-order stochastic dominance portfolio efficiency. In existing portfolio efficiency tests with respect to the second-order stochastic dominance (SSD) criterion, the scenario approach for random returns is assumed. We analyse the stability of SSD portfolio efficient classification with respect to two possible set of historical scenarios: monthly returns and yearly returns. In both cases, 20 years history is considered. For both sets of scenarios we test SSD efficiency of almost one hundred thousand portfolios that can be formed from ten US industry representative portfolios. For each portfolio, we compare the monthly returns results with yearly return results.
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## 1 Introduction

When solving portfolio selection problem several approaches can be used: mean-risk models, maximising expected utility problems, stochastic dominance criteria, etc. If the information about the risk attitude of a decision maker is not perfectly known one may adopt stochastic dominance approach to test an efficiency of a given portfolio with respect to considered set of utility functions. The second-order stochastic dominance is the most common stochastic dominance relations because of its risk aversion interpretation and relation to Conditional Value-at-Risk, see e.g. Ogryczak and Ruszczynski (2002), Levy (2006) or Kopa and Chovanec (2008).

In the context of portfolio selection problem, Post (2003) and Kuosmanen (2004) develop linear programming tests for testing if a given portfolio is SSD efficient relative to all possible portfolios formed from a set of assets. Using the formulation in terms of concave utility functions and the first-order condition for portfolio optimization, Post derives a computationally efficient LP test. A limitation of this test is that it focuses exclusively on the efficiency classification of the evaluated portfolio and gives minimal information about directions for improved allocation if the portfolio is SSD inefficient. Moreover the Post test is derived for strict SSD portfolio efficiency instead of general SSD portfolio efficiency as it is defined in Kuosmanen (2004) and Ruszczynski and Vanderbei (2003). Using the formulation in terms of second quantile functions, Kuosmanen derives a test that identifies another, SSD efficient portfolio that dominates the evaluated portfolio (if the latter is inefficient). This test involves solving two linear problems; one for a necessary condition and one for a sufficient condition. Unfortunately, the problem for the sufficient condition is large and introduces substantial additional computational burden. And therefore Kopa and Chovanec (2008) derived a new linear programming test. This test is approximately 6 -times faster than the Kuosmanen test and identifies another, SSD efficient portfolio that dominates the evaluated portfolio, too.

In all these SSD portfolio efficiency tests, a scenario approach is assumed, that is, asset returns have a discrete probabilistic distribution. To analyse the stability of SSD portfolio efficiency classification with respect to changes in scenarios, Kopa (2009) suggested subsampling methods. Using bootstrap techniques SSD inefficiency of the US market portfolio with high confidence level was shown.

In this paper we compare SSD portfolio efficiency based on monthly returns ( 240 scenarios) with that based on yearly returns ( 20 scenarios). We apply the test derived in Kopa and Chovanec (2008) for almost one hundred thousand portfolios that can be formed from ten US industry representative portfolios. For each portfolio, we compare the results.

The reminder of this text is structured as follows. Section 2 introduces notations and basic definitions. In Section 3, a test for testing SSD portfolio efficiency is recalled. Section 4 presents an empirical application to compare the SSD portfolio efficiency classification for both considered sets of scenarios. Finally, Section 5 summaries the results and discuss the ideas for future research.

## 2 Preliminaries

Consider a random vector $\mathbf{r}=\left(r_{1}, r_{2}, \ldots, r_{N}\right)^{\prime}$ of returns of $N$ assets and $T$ equiprobable scenarios. The returns of the assets for the various scenarios are given by

$$
X=\left(\begin{array}{c}
\mathbf{x}^{1} \\
\mathbf{x}^{2} \\
\vdots \\
\mathbf{x}^{T}
\end{array}\right)
$$

where $\mathbf{x}^{t}=\left(x_{1}^{t}, x_{2}^{t}, \ldots, x_{N}^{t}\right)$ is the $t$-th row of matrix $X$. We will use $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)^{\prime}$ for a vector of portfolio weights and the portfolio possibilities are given by

$$
\Lambda=\left\{\boldsymbol{\lambda} \in R^{N} \mid \mathbf{1}^{\prime} \boldsymbol{\lambda}=1, \quad \lambda_{n} \geq 0, \quad n=1,2, \ldots, N\right\}
$$

The tested portfolio is denoted by $\boldsymbol{\tau}=\left(\tau_{1}, \tau_{2}, \ldots, \tau_{N}\right)^{\prime}$. Following Ruszczynski and Vanderbei (2003), Kuosmanen (2004), Kopa and Chovanec (2008), we define second-order stochastic dominance relation in a strict form. Let $F_{\mathbf{r}^{\prime} \boldsymbol{\lambda}}(x)$ denote the cumulative probability distribution function of returns of portfolio $\boldsymbol{\lambda}$. The twice cumulative probability distribution function of returns of portfolio $\boldsymbol{\lambda}$ is given by:

$$
\begin{equation*}
F_{\mathbf{r}^{\prime} \boldsymbol{\lambda}}^{(2)}(t)=\int_{-\infty}^{t} F_{\mathbf{r}^{\prime} \boldsymbol{\lambda}}(x) d x \tag{1}
\end{equation*}
$$

Definition 1: Portfolio $\boldsymbol{\lambda} \in \Lambda$ dominates portfolio $\boldsymbol{\tau} \in \Lambda$ by second-order stochastic dominance ( $\mathbf{r}^{\prime} \boldsymbol{\lambda} \succ_{S S D} \mathbf{r}^{\prime} \boldsymbol{\tau}$ ) if and only if

$$
F_{\mathbf{r}^{\prime} \boldsymbol{\lambda}}^{(2)}(t) \leq F_{\mathbf{r}^{\prime} \boldsymbol{\tau}}^{(2)}(t) \quad \forall t \in \mathbb{R}
$$

with at least one strict inequality.
The equivalent definition, presented in e.g. Levy (2006) or Kopa and Chovanec (2008) is based on comparison of expected utility of portfolio returns:

$$
\mathbf{r}^{\prime} \boldsymbol{\lambda} \succ_{S S D} \mathbf{r}^{\prime} \boldsymbol{\tau} \Longleftrightarrow \mathrm{E} u\left(\mathbf{r}^{\prime} \boldsymbol{\lambda}\right) \geq \mathrm{E} u\left(\mathbf{r}^{\prime} \boldsymbol{\tau}\right)
$$

for all concave utility functions $u$ with strict inequality for at least some concave utility function.

Definition 2: A given portfolio $\boldsymbol{\tau} \in \Lambda$ is $S S D$ inefficient if and only if there exists portfolio $\boldsymbol{\lambda} \in \Lambda$ such that $\mathbf{r}^{\prime} \boldsymbol{\lambda} \succ_{S S D} \mathbf{r}^{\prime} \boldsymbol{\tau}$. Otherwise, portfolio $\boldsymbol{\tau}$ is SSD efficient.

This definition classifies portfolio $\boldsymbol{\tau} \in \Lambda$ as SSD efficient if and only if no other portfolio is better for all risk averse and risk neutral decision makers.

We follow Pflug (2000) in defining conditional value-at-risk (CVaR) for portfolio losses ( $-\mathbf{r}^{\prime} \boldsymbol{\lambda}$ ).

Definition 3: Let $\alpha \in\langle 0,1\rangle$. Conditional value-at-risk of portfolio $\boldsymbol{\lambda} \in \Lambda$ at level $\alpha$ is the optimal value of objective function of the following optimization problem:

$$
\operatorname{CVaR}_{\alpha}(\boldsymbol{\lambda})=\min _{a \in \mathbb{R}}\left\{a+\frac{1}{1-\alpha} \mathbb{E}\left[-\mathbf{r}^{\prime} \boldsymbol{\lambda}-a\right]^{+}\right\}
$$

where $[x]^{+}=\max (x, 0)$.
It was shown in Uryasev and Rockafellar (2002) that the $\operatorname{CVaR}_{\alpha}(\boldsymbol{\lambda})$ can be also defined as the conditional expectation of $-\mathbf{r}^{\prime} \boldsymbol{\lambda}$, given that $-\mathbf{r}^{\prime} \boldsymbol{\lambda}>F_{-\mathbf{r}^{\prime} \boldsymbol{\lambda}}^{(-1)}(\alpha)$, i.e.

$$
\operatorname{CVaR}_{\alpha}\left(-\mathbf{r}^{\prime} \boldsymbol{\lambda}\right)=\mathbb{E}\left(-\mathbf{r}^{\prime} \boldsymbol{\lambda} \mid-\mathbf{r}^{\prime} \boldsymbol{\lambda}>F_{-\mathbf{r}^{\prime} \boldsymbol{\lambda}}^{(-1)}(\alpha)\right)
$$

where

$$
F_{-\mathbf{r}^{\prime} \boldsymbol{\lambda}}^{(-1)}(\alpha)=\min \left\{u: F_{-\mathbf{r}^{\prime} \boldsymbol{\lambda}}(u) \geq \alpha\right\}
$$

Since we apply scenario approach, following Rockafellar and Uryasev (2002) and Pflug (2000), it can be rewritten as a linear programming problem:

$$
\begin{align*}
& \operatorname{CVaR}_{\alpha}(\boldsymbol{\lambda})=\min _{a, w_{t}} a+\frac{1}{(1-\alpha) T} \sum_{t=1}^{T} w_{t}  \tag{2}\\
& \text { s.t. } w_{t} \\
& \geq-\mathbf{x}^{t} \boldsymbol{\lambda}-a \\
& w_{t} \geq 0 .
\end{align*}
$$

There exists a Fenchel duality connection between SSD relation and CVaR proved in Ogryczak and Ruszczynski (2002) and Kopa and Chovanec (2008).

## Theorem 1: Let $\boldsymbol{\lambda}, \boldsymbol{\tau} \in \Lambda$. Then

$$
\mathbf{r}^{\prime} \boldsymbol{\lambda} \succ_{S S D} \mathbf{r}^{\prime} \boldsymbol{\tau} \quad \Leftrightarrow \quad \operatorname{CVaR}_{\alpha}(\boldsymbol{\lambda}) \leq \operatorname{CVaR}_{\alpha}(\boldsymbol{\tau}) \quad \forall \alpha \in\left\{0, \frac{1}{T}, \frac{2}{T}, \ldots, \frac{T-1}{T}\right\} .
$$

with strict inequality for at least some $\alpha \in\left\{0, \frac{1}{T}, \frac{2}{T}, \ldots, \frac{T-1}{T}\right\}$.

## 3 SSD portfolio efficiency test

In this section we present the SSD portfolio efficiency linear programming test in the form of a necessary and sufficient condition derived in Kopa and Chovanec (2008). Let

$$
\begin{equation*}
D^{*}(\boldsymbol{\tau})=\max _{D_{k}, \lambda_{n}, b_{k}, w_{k}^{ \pm}} \sum_{k=1}^{T} D_{k} \tag{3}
\end{equation*}
$$

s.t. $\operatorname{CVaR}_{\frac{k-1}{T}}(\boldsymbol{\tau})-b_{k}-\frac{1}{\left(1-\frac{k-1}{T}\right) T} \sum_{t=1}^{T} w_{k}^{t} \geq D_{k}, \quad k=1,2, \ldots, T$

$$
\begin{array}{ll}
w_{k}^{t} \geq-\mathbf{x}^{t} \boldsymbol{\lambda}-b_{k}, & t, k=1,2, \ldots, T \\
w_{k}^{t} \geq 0, & t, k=1,2, \ldots, T \\
D_{k} \geq 0, & k=1,2, \ldots, T \\
\boldsymbol{\lambda} \in \Lambda . &
\end{array}
$$

Theorem 2: Let $D^{*}(\boldsymbol{\tau})$ be given by (3). If $D^{*}(\boldsymbol{\tau})>0$ then $\boldsymbol{\tau}$ is SSD inefficient and $\mathbf{r}^{\prime} \boldsymbol{\lambda}^{*} \succ_{S S D} \mathbf{r}^{\prime} \boldsymbol{\tau}$. Otherwise, $D^{*}(\boldsymbol{\tau})=0$ and $\boldsymbol{\tau}$ is SSD efficient.

The alternative SSD portfolio efficiency tests were suggested by Post (2003) and Kuosmanen (2004). The advantages and disadvantages of these three tests were discussed in Kopa and Chovanec (2008).

## 4 Empirical application

We consider ten US industry portfolios which represents our basic assets. Using a regular grid on set $\Lambda$ with step size 0.1 , we create 92378 portfolios from these assets. In general the number of portfolios from the regular grid with step size $s$ is given by formula:

$$
\prod_{i=1}^{N-1}\left(1+\frac{1}{s i}\right)
$$

where $N$ is the number of assets. For each of these portfolios we apply the SSD portfolio efficiency test, solving (3), for 240 monthly excess returns scenarios and then for 20 yearly excess returns scenarios. We consider historical scenarios from September 1987 to August 2007. Our aim is to compare the set of SSD efficient portfolios using monthly excess returns with that using yearly excess returns.

Using monthly excess returns, $94.1 \%$ portfolios from the grid were classified as SSD inefficient and $5.9 \%$ as SSD efficient. It means that SSD criteria dramatically reduced the set of all possible portfolios and all risk averse investors will chose their optimal allocations from this reduced set.

|  | Monthly returns |  |
| :---: | :---: | :---: |
|  |  | SSD efficient <br> portfolios |
| SSD inefficient <br> portfolios |  |  |
|  | SSD efficient portfolios | 1.1 |

Table 1. Percentage comparison of SSD portfolio efficiency sets - monthly versus yearly excess returns.

|  | Monthly returns | Yearly returns |
| :--- | :---: | :---: |
| SSD efficient portfolios | 19 | 44 |
| SSD inefficient portfolios | 99 | 95 |

Table 2. Relative percentage levels of results matching.

Using yearly excess returns, $97.5 \%$ portfolios from the grid were classified as SSD inefficient and $2.5 \%$ as SSD efficient. Again, we can see large portfolio set reduction.

The following table presents the full comparisons of these two cases.
From Table 1, we can conclude that $93.8 \%$ portfolios were equally classified in both cases. This high level of coinciding is probably caused by quite large number of SSD inefficient portfolios. If we limit our attention to SSD efficient portfolios then we can see that only $19 \%$ of SSD efficient portfolios using monthly scenarios is equally classified in the case of yearly returns. Similarly, $44 \%$ of SSD efficient portfolios using yearly scenarios is equally classified in the case of monthly returns. The same analysis can be done for comparing SSD inefficient portfolios. Table 2 summarizes these relative levels of SSD portfolio efficiency results matching. All computations were done in software GAMS 22.8 using solver CPLEX.

## 5 Summary and concluding remarks

In this study we analyzed the impact of chosen historical data frequency on SSD portfolio efficiency classification. We compared two cases: monthly returns versus yearly returns, both for 20 years history. We constructed almost one hundred thousand portfolios from ten US representative industry portfolios. We applied SSD portfolio efficiency test derived in Kopa and Chovanec (2008) for all portfolios and for both returns cases. Comparing the results, we concluded that $93.8 \%$ portfolios were equally classified in both cases.

To improve the quality of these comparisons more historical scenarios can be used. However, it will increase the computational requests. In addition, including quarterly returns can make this analysis more complex.
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#### Abstract

In the Prospect Theory outcomes are understood as gains and losses relative to a reference point. In our approach the reference interval is considered. Handling consequences in this way gains and losses and the value function are evaluated quite differently. The appropriate value function of the changes in relation to the interval of the reference points is constructed. Some interesting properties of the value function will be presented. We will show a particular relationship between the prospect's evaluation in the framework of the Cumulative Prospect Theory and the value in our approach.
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## 1. Introduction.

The Expected Utility and the Rank Dependent Utility are the traditional approaches to analyzing decision making under uncertainty and risk. In these theories the evaluation of the risky alternatives is based on the utility of possible absolute payoffs. The Prospect Theory and the Cumulative Prospect Theory proposed by Kahneman and Tversky $[2 ; 5]$ are quite different. They are based on the presumption, that peoples are more sensitive to changes than to absolute levels of outcomes. The decision makers valuate the deviations of possible payoffs and the outcomes are interpreted as gains and losses relative to some status quo reference point. The level of the reference point is not specified by prospect theory and is exogenously given. The dependences of the reference points is relatively new concept and raises new problems. The level of this point depends on the base pay, the past and present consumption as well as the expectation of the future consumption. The influence of the location of this point on decision making process is huge and needs to be explore. The reference point is always one of the available options but if it is not available the decision maker can take one of the alternatives as their reference point [1]. Sugden [4] considered the reference point as an uncertain act. The changes of the reference point in context of the risk aversion have been explored by some authors. Levy and Wiener [3] suggested that changes in payoffs also reflect the temporary decision makers' attitude towards risk. This attitude changes and depends on the initial wealth.

In our paper we focus on variations in the reference point within some interval. We suggest that the deviations in the utilities of the reference points are available and influence the choices among risky alternatives. Our research is based on the Cumulative Prospect Theory approach. The risky alternative is expressed as gains and losses relative to some reference point or rather the reference interval and then it is valuated. But earlier the reference point is valuated based on the concept of the utility theory.

## 2. The Cumulative Prospect Theory.

In the Prospect Theory [2;5] the value of the risky alternative depends on the value function $v(x)$ and the probability weighting function $g(p)$. The function $v(\cdot)$ assigns to each outcome $x$ a number $v(x)$ which reflects the subjective value of that outcome. The function $g(\cdot)$ assigns to each probability $p$ a decision weight $g(p)$. This decision weight reflects the impact of p on the over-all value of the prospect.

The difference between the Prospect Theory [2] and the Cumulative Prospect Theory [5] is in the formulation of the weights. In the Cumulative Prospect Theory the value of the prospect is multiplied by the difference between transformed adequately cumulated probabilities instead of the simple transformed probabilities.

The main property of the Prospect Theory is that outcomes are understood as gains and losses, rather than the final states. Gains and losses are the changes in the wealth from a reference point. This point can be interpreted as a current wealth of a decision maker or the status quo. The value function in the Prospect Theory is:

- defined for gains and losses relative to some reference point;
- concave for gains ( $\mathrm{v}^{\prime \prime}(\mathrm{x})<0$ for $\mathrm{x}>0$ ) and convex for losses ( $\mathrm{v}^{\prime}$ ' $(\mathrm{x})>0$ for $\mathrm{x}<0$ ). It is consistent with the diminishing marginal value of gains and losses. The concavity of the value function for gains means that decision makers are risk avers and they choose certain decision and do not take risky action connected with even higher gain. Whereas considering losses decision makers are risk-prone (convexity of the value function) and they choose to take risky loss than certain loss;
- steeper for losses and than for gains, because the decision makers feel the loss more than the gain of the same absolute value.

The decision weight measures the impact of event on the desirability of prospect. The weighting function $g$ is an increasing function of $p$ and $g(0)=0$ and $g(1)=1$. Furthermore, for small probabilities $g(p)>p$, it means that the decision makers overweight low probabilities. And the next property of the probability weighting function is that for all $\mathrm{p} \in(0,1), \mathrm{g}(\mathrm{p})+\mathrm{g}(1-\mathrm{p})<1$. As a consequence of this property we have that $\mathrm{g}(\mathrm{p})<\mathrm{p}$ for high probabilities.

The risky alternative (or prospect) can be written as gains and losses relative to the reference point in the following form (we assume the ascending order of outcomes):

$$
L=\left\{\left(x_{-m} ; p_{-m}\right) ; \ldots ;\left(0 ; p_{0}\right) ; \ldots ;\left(x_{n} ; p_{n}\right)\right\}
$$

where $\mathrm{X}_{-\mathrm{m}}<\ldots<0<\ldots<\mathrm{X}_{\mathrm{n}}$.
The CPT value of such a prospect is defined as:

$$
\mathrm{V}(\mathrm{~L})=\mathrm{V}^{+}(\mathrm{L})+\mathrm{V}^{-}(\mathrm{L})
$$

and

$$
\begin{aligned}
& V^{+}(L)=v\left(x_{n}\right) g\left(p_{n}\right)+\sum_{k=1}^{n} v\left(x_{n-k}\right)\left[g\left(\sum_{j=0}^{k} p_{n-j}\right)-g\left(\sum_{j=0}^{k-1} p_{n-j}\right)\right] \\
& V^{-}(L)=v\left(x_{-m}\right) g\left(p_{-m}\right)+\sum_{k=1}^{m} v\left(x_{-m+k}\right)\left[g\left(\sum_{j=0}^{k} p_{-m+j}\right)-g\left(\sum_{j=0}^{k-1} p_{-m+j}\right)\right]
\end{aligned}
$$

Kahneman and Tversky have proposed [5] the form of the value function and the probability weighting function and based on the empirical research they estimated the values of the parameters. The value function had the form as follows:

$$
v(x)= \begin{cases}-\lambda(-x)^{\alpha}, & x<0 \\ x^{\alpha}, & x \geq 0\end{cases}
$$

where $\alpha=0.88$ and $\lambda=2.25$, and the probability weighting function was following:

$$
g(p)=\frac{p^{\gamma}}{\left[p^{\gamma}+(1-p)^{\gamma}\right]^{1 / \gamma}}
$$

where $\gamma=0.61$ for gains and $\gamma=0.69$ for losses.

## 3. Intervals of the reference points in the Cumulative Prospect Theory.

### 3.1. The concept.

Often in the real decision situations we are satisfied with a certain interval of outcomes instead of the single reference value, e.g. it doesn't matter if we possess $\$ 100$ or $\$ 99$ or $\$ 101$, because the change in the utilities of these values are slight. So the outcomes of the decision alternative should be valuated relative to the interval of the reference points. The illustration of such a concept presents the graph 1.


Graph 1. The valuation of the risky alternative relative to the interval of the reference points.

The value of the gains and losses relative to the reference interval can be written as follows:
$V\left(L_{\left\langle\underline{w_{\text {ref }}}, \overline{w_{\text {ref }}}>\right.}\right)=V^{-}\left(L_{\underline{w_{\text {ref }}}}\right)+V^{+}\left(L_{\overline{w_{\text {ref }}}}\right)$
The next interesting matter is how to determine such a reference interval in which the decision maker is indifferent to the changes in theirs utilities. Saying it in a different way, there exists such an interval $\left\langle\underline{\mathbf{w}_{\text {ref }}}, \overline{\mathbf{w}_{\text {ref }}}\right\rangle$ that for each $\mathrm{w}_{\text {ref }} \in\left\langle\underline{\mathbf{w}_{\text {ref }}}, \overline{\mathbf{w}_{\text {ref }}}\right\rangle$ occurs $\left|\mathrm{u}(\mathrm{w})-\mathrm{u}\left(\mathrm{w}_{\text {ref }}\right)\right| \leq \varepsilon$, where $\varepsilon$ is small. Any value w belonging to that interval is seen by the decision maker as the reference point or the status quo.

After transformations we get

$$
u\left(\mathbf{w}_{\text {ref }}\right)-\varepsilon \leq u(w) \leq u\left(w_{\text {ref }}\right)+\varepsilon
$$

where $u\left(\underline{w_{\text {ref }}}\right)=u\left(w_{\text {ref }}\right)-\varepsilon$ and $u\left(\overline{w_{\text {ref }}}\right)=u\left(w_{\text {ref }}\right)+\varepsilon$
The interval $\left\langle\underline{\mathbf{w}_{\text {ref }}}, \overline{\mathbf{W}_{\text {ref }}}\right\rangle$ depends on:

- The reference point $\mathrm{w}_{\text {ref }}$,
- The class of the utility function which reflects the decision maker's profile of risk.

For different utility functions we can obtain intervals of different width, and with the change of the reference point also the width of the interval is going to change. Those matters are shown by the following examples.

### 3.2. Example 1.

The decision maker has to valuate the following risky alternative:
$\mathrm{L}=\{(0 ; 0.5) ;(5 ; 0.1) ;(11 ; 0.05) ;(12 ; 0.1) ;(13 ; 0.22) ;(80 ; 0.2) ;(110 ; 0.1) ;(120 ; 0.1) ;(200 ; 0.05) ;(400 ; 0.03)\}$
His utility function is $\mathrm{U}(\mathrm{w})=\ln \mathrm{W}$. Because the values of the utility are not interpreted, and they only rank possibly alternatives, so $\varepsilon$ is not given as a certain value, but it is assumed to be $10 \%$ of the $u(10)$, then $\varepsilon=0.2302585$.

We consider two reference points:

- $\mathrm{w}_{\text {ref }}=10$,
- $\mathrm{w}_{\mathrm{ref}}=100$.

The reference interval for the logarithmic utility function is calculated as follows:

$$
\ln \left(w_{\text {ref }}\right)-\varepsilon \leq \ln w \leq \ln \left(w_{\text {ref }}\right)+\varepsilon
$$

And after some transformation we get

$$
\mathbf{W}_{\text {ref }} \cdot \mathbf{e}^{-\varepsilon} \leq \mathbf{W} \leq \mathbf{W}_{\text {ref }} \cdot \mathbf{e}^{\varepsilon}
$$

For the $\mathrm{w}_{\mathrm{ref}}=10$ the reference interval is $\langle 7.94 ; 12.59\rangle$ and for the $\mathrm{w}_{\mathrm{ref}}=100$ the reference interval is $\langle 79.43 ; 125.89\rangle$. Graph 2 presents these intervals on the utility function.


Graph 2. Reference intervals on the logarithmic utility function.

To valuate the risky alternative the decision maker has to transform it to get gains and losses relative to the reference point. For the reference point $\mathrm{w}_{\text {ref }}=10$ we get prospect:
$\mathrm{L}\left(\mathrm{w}_{\mathrm{ref}}=10\right)=\{(-10,0.5) ;(-5 ; 0.1) ;(1 ; 0.05) ;(2 ; 0.1) ;(3 ; 0.22) ;(70 ; 0.2) ;(100 ; 0.1) ;$ (110;0.1); (190;0.05); (390;0.03)\}

And for $\mathrm{w}_{\text {ref }}=100$ we obtain the following prospect:

```
L}(\mp@subsup{\textrm{w}}{\textrm{ref}}{}=100)={(-100,0.5); (-95;0.1); (-89;0.05); (-88;0.1); (-87;0.22); (-20;0.2)
    (10;0.1); (20;0.1); (100;0.05); (300;0.03)}
```

The table 1 summarize the CPT values calculated for the chosen reference points and intervals. The value function and probability weighting function are the Kahneman-Tversky functions with theirs parameters estimation.

Table 1. The CPT values.

| CPT for | $\mathrm{w}_{\text {ref }}=10$ | $\mathrm{w}_{\text {ref }}=100$ |
| :---: | :---: | :---: |
| $\mathbf{w}_{\text {ref }}$ | 36.359 | -39.890 |
| $\left\langle\overline{\mathbf{W}_{\text {ref }}}, \overline{\mathbf{W}_{\text {ref }}}\right\rangle$ | 36.105 | -28.034 |
| $\overline{\mathbf{W}_{\text {ref }}}$ | 37.866 | -21.012 |
| $\overline{\overline{\mathbf{W}_{\text {ref }}}}$ | 34.296 | -65.216 |

The CPT values for lower bounds of intervals are the highest and for upper bounds are the lowest for both reference points. But the CPT values of reference points and reference intervals don't have fixed order.

### 3.3. Example 2.

Two decision makers are going to valuate the same risky alternative. The first is characterized by logarithmic utility function and the second by the exponential utility function. We assume that they have the same reference point $\mathrm{w}_{\mathrm{ref}}=10$ and that they indifferent to the change of $10 \%$ of utility of theirs reference point. The logarithmic utility function is in the form of $u(W)=\ln W$, and the exponential utility function is assumed as $u(w)=-10 \cdot e^{-0.1 w}+10$. For the first decision maker with logarithmic utility function calculations were done in the first example. Now calculations for the exponential utility function. The reference interval for the exponential utility function is calculated as follows:

$$
-10 \cdot \mathrm{e}^{-0.1 w_{\text {ref }}}+10-\varepsilon \leq-10 \cdot \mathrm{e}^{-0.1 \mathrm{w}}+10 \leq-10 \cdot \mathrm{e}^{-0.1 \mathrm{w}_{\text {ref }}}+10+\varepsilon
$$

And after some transformation we get

$$
-10 \ln \left(e^{-0.1 w_{\mathrm{ref}}}+0.1 \varepsilon\right) \leq w \leq-10 \ln \left(\mathrm{e}^{-0.1 w_{\mathrm{ref}}}-0.1 \varepsilon\right)
$$

The parameter $\varepsilon$ equals to $10 \%$ of $u(10)$ which is 0.63212 . For the $w_{\text {ref }}=10$ the reference interval is $\langle 8.41 ; 11.89\rangle$. Because both decision makers are assumed to have the same reference point $\mathrm{w}_{\text {ref }}=10$, they evaluate the same prospect expressed by gains and losses relative to the reference point:

```
L}(\mp@subsup{\textrm{w}}{\textrm{ref}}{}=10)={(-10,0.5); (-5;0.1); (1;0.05); (2;0.1); (3;0.22); (70;0.2); (100;0.1)
    (110;0.1); (190;0.05); (390;0.03)}
```

The calculated CPT values are presented in table 2.

Table 2. The CPT values based on both utility functions.

| CPT for | DM with <br> logarithmic <br> utility function | DM with <br> exponential utility <br> function |
| :---: | :---: | :---: |
| $\mathbf{w}_{\text {ref }}$ | 36.359 | 36.359 |
| $\left\langle\overline{\mathbf{w}_{\text {ref }}}, \overline{\mathbf{W}_{\text {ref }}}\right\rangle$ | 36.105 | 36.170 |
| $\overline{\mathbf{W}_{\text {ref }}}$ | 37.866 | 37.520 |
| $\overline{\mathbf{W}_{\text {ref }}}$ | 34.296 | 34.912 |

For both decision makers prospect relative to the reference point $\mathrm{w}_{\mathrm{ref}}=10$ is evaluated in the same manner, because they valuated only gains and losses relative to the same reference point, and they do not take into consideration theirs utility functions. The utility functions acquire importance only when the reference interval has to be calculated. Because the reference interval for the logarithmic function is wider than for the exponential function, then the CPT values for the lower and upper bound for the logarithmic function have extreme values.

## 4. Conclusions.

In this paper we discussed a new way of modelling choice behaviour based on the idea of the Prospect Theory. We proposed a generalization of this theory in which the interval of reference points is available and the probability weighting function is unchanged.

Such an approach seems to be consistent with decision maker's behaviour, who is indifferent to some variations from the status quo. Proposed way of valuation of the risky alternative when the reference interval is considered, shows how the change of the reference interval influences the valuation of the risky alternative.

The proposed concept opens new directions for the research which will widen the Prospect Theory approach. Based on this approach the possible change of the loss aversion and risk aversion need the deeper analysis.
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#### Abstract

In this article, we show that different profits due to different intensity of competition can influence innovation decisions of otherwise identical firms. We propose a model of innovation decisions in which, under certain conditions, firms with very high and very low profits can be expected to innovate less than firms with moderate profits, which is consistent with the hypothesis of the inverted-U relationship between competition and innovation. Following the "persistence of profits" (POP) literature, we suppose that firms earn profits that are persistently above or below the norm and that the higher are the persistent profits of firms, the lower is the intensity of competition the firms face. It is further assumed that firms are managed by owners and that in each period, the owners earns the profits of their firm. The owner decides whether to adopt or decline an innovation (chooses between innovation and passivity). If the innovation is adopted, the profit of the firm is increased if the innovation is successful (which happens with certain probability), and decreased in the other case. The owner is assumed to choose the alternative with highest value. For valuation of outcomes, the prospect theoretical value function is used. Under certain conditions, the loss aversion and diminishing sensitivity properties of the value function imply the inverted-U relationship between profits and the difference between the value of innovation and the value of passivity. Under the assumption that there is negative value (utility) expected from adopting an innovation, the inverted-U relationship between profits and innovation activity of firms is explained.
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## 1. Introduction

Since Schumpeter's famous defense of monopolistic practices in Capitalism, Socialism and Democracy, there has been a vivid discussion about the relationship between competition and innovation activity. A new approach was proposed by Aghion et al. [1]. They presented new empirical evidence supporting a hypotheses dating back to Scherer [4], that the relationship between product market competition and innovation has a form of an inverted-U. In contrast to previous treatments of the problem they used profitability of firms (inverted Lerner index) instead of market concentration for measuring competition. They also developed a theoretical model that is, as far as we know, the only valid theoretical explanation the inverted-U relationship between profitability and competition. In this paper, we propose a different model that offers similar results in terms of the inverted-U relationship between profitability and innovation activity of firms.

The paper is organized as follows: In section 2, we introduce a prospect theoretical model of innovation decision making and establish the inverted-U relationship between profitability and innovation activity of firms. In section 3, we suggest some extensions of the basic model. In section 4, we present the conclusions.

## 2. Model

Following Schumpeter [5], we see competition as creative destruction that acts effectively regardless of the number of firms or industry concentration. If we say that a firm is exposed to low competition, we mean the firm is protected from the forces of dynamic competition, be it entry of new firms, or radical innovations of the incumbents. We assume that profits of firms are persistent because they are persistently protected from the forces of competition. ${ }^{1}$ Persistently higher (lower) profits are therefore due to persistently lower (higher) intensity of competition.

[^39]In our model, we suppose identical firms that are exposed to dynamic competition of different intensity. We further assume that persistent profits of firms are non-negative ( $\pi \geq 0$ ), that firms are managed by owners and that the owners' compensations are equal to the profits. For the sake of simplicity, we will also limit the decision of the owners to only one innovation project which qualities are determined randomly and are known in advance. Owners have two alternatives: innovation or passivity. There are two possible outcomes of innovation: the innovation is successful, which occurs with probability $p \in(0 ; 1)$, and the firm receives innovation reward $r>0$ and pays innovation cost $c>0$, or the innovation is unsuccessful, which occurs with probability ( $1-p$ ) and the firms pays the innovation cost $c$ and gets no reward.

Following prospect theory ([2], [6]), the innovation decision of an owner is considered as a choice between two prospects: a prospect of innovation ( $\pi+r-c, p ; \pi-c, l-p$ ) and a prospect of passivity ( $\pi$ ). The reference point is the wealth of the owner. If $\pi \geq c$, both outcomes of innovation are perceived as gains and are decomposed into a sure gain of $\pi-c$ and risky prospect of $(\pi+r-c, p)$. On the other hand, if $\pi+r<c$, both outcomes are perceived as losses and the prospect of innovating is decomposed into sure loss of $\pi+r-c$ and risky prospect of $(\pi-c, l-p)$. If $\pi<c$ and $\pi+r \geq c$, a successful innovation would be seen as a gain and failed innovation as a loss, which implies that there is no further editing possible.

In the next step, the owner evaluates all the prospects and chooses the one with the highest value. For it, to every outcome $x$ is assigned a number $v(x)$ that stands for the subjective value of the outcome and every probability $p$ has to be transformed to decision weight $w(p)$. The function that transforms the value of outcomes is called value function, the function transforming probabilities is called weighting function. The value function reflects two principles: the principle of diminishing sensitivity (impact of a change diminishes with the distance from the reference point), which implies that the value function is concave for gains and convex for losses, and the principle of loss aversion (losses loom larger than corresponding gains), which implies that the value function is steeper for losses than for gains. The value function is as follows:

$$
v(x)=\left\{\begin{array}{ccc}
x^{\alpha} & \text { if } & x \geq 0  \tag{1}\\
-\lambda \cdot(-x)^{\beta} & \text { if } & x<0
\end{array} \text {, where } \alpha, \beta \in(0 ; 1) \text { and } \lambda \geq 1 .\right.
$$

The principle of diminishing sensitivity applies also to the weighting function. In this case, changes are considered less important if they are more distant from certainty $(p=l)$ and impossibility $(p=0)$. This implies that the weighting function is concave near impossibility and convex near certainty. Furthermore, the form of weighting function estimated in [6] overweights small probabilities and underweights medium and high probabilities. The mathematical forms of the weighting function for gains $w^{+}(p)$ and for losses $w^{-}(p)$ are given below:

$$
\begin{align*}
& w^{+}(p)=\frac{p^{\gamma}}{\left(p^{\gamma}+(1-p)^{\gamma}\right)^{\frac{1}{\gamma}}} \text {, where } \gamma \in(0 ; 1)  \tag{2}\\
& w^{-}(p)=\frac{p^{\delta}}{\left(p^{\delta}+(1-p)^{\delta}\right)^{\frac{1}{\delta}}}, \text { where } \delta \in(0 ; 1)
\end{align*}
$$

The properties of the weighting function and the assumption that $p<1$ imply that for any potential innovation project must be true that $r>c$. The owner compares the values from the two alternatives, innovation $\left(V_{i}\right)$ and passivity $\left(V_{p}\right)$. We will call the difference between the alternatives net value of innovation project $V(\pi)$ $=V_{i}-V_{p}$. It follows that

$$
\begin{gather*}
V(\pi)=w^{+}(p) \cdot(\pi+r-c)^{\alpha}+\left(1-w^{+}(p)\right) \cdot(\pi-c)^{\alpha}-\pi^{\alpha}, \text { if } \pi \geq c \text { and }  \tag{4}\\
V(\pi)=w^{+}(p) \cdot(\pi+r-c)^{\alpha}+\lambda \cdot w^{-}(1-p) \cdot(c-\pi)^{\beta}-\pi^{\alpha}, \text { if } \pi<c .
\end{gather*}
$$



Fig. 1: The relationship between $V(\pi)$ and $\pi$ for $r=100, c=40, p=0.5$,

$$
\alpha=\beta=0.88, \gamma=0.61, \delta=0.69 .^{2}
$$

The inverted-U form of $V(\pi)$ is due to the principles of diminishing sensitivity and loss aversion. The form of $V(\pi)$ depends on how fast is the value of each possible outcome growing with growing $\pi$. From the principle of diminishing sensitivity follows that the closer is the change to the reference point, the more strongly is it perceived. If loss aversion is minimal $(\lambda=1)$, for small $\pi, V(\pi)$ is decreasing and convex because the value of passivity grows faster relatively to the value innovation, but with $\pi$ coming close to $c$ the value of unsuccessful innovation starts growing faster than the value of passivity minus successful innovation and the function $V(\pi)$ starts growing (see Fig. 1, $\lambda=1$ ). The profit for which $V(\pi)$ is minimal will be called $m$. With growing $\lambda$, the value of $m$ is decreasing (in Fig. 1, for $\lambda=2$ is it around 4). If $\lambda$ is high enough, the function $V(\pi)$ for $\pi \in\langle 0 ; c\rangle$ is growing (see Fig. $1, \lambda=3^{3}$ ).


Fig. 2: The relationship between $V(\pi)$ and $\pi$ for $r=100, p=0.5$,

$$
\alpha=\beta=0.88, \lambda=2.25, \gamma=0.61, \delta=0.69 .
$$

If for any $\pi>m, V(\pi)>0$, then for $\pi$ close to $c$ the value of unsuccessful innovation grows faster then the value of passivity minus the value of successful innovation, which implies growth, but the difference between the velocities of the growth is decreasing, which implies concave shape of $V(\pi)$ and maximum of the function $V(\pi)$ for profit $n$. Moreover, the total value of all three outcomes is decreasing due to the principle of diminishing

[^40]sensitivity, which implies that for high $\pi$, the function is again decreasing and convex (see in Fig. 2, $c=10$ ) and finally that $\lim _{\pi \rightarrow \infty} V(\pi)=0$. If for any $\pi>m, V(\pi)>0$, then the function $V(\pi)$ takes form of the inverted-U. ${ }^{4}$

However, the inverted-U form of $V(\pi)$ doesn't automatically imply that the innovation activity will be also inverted-U shaped. As we can see in Fig. 2, for high levels of $c$ and for low levels of $\pi, V(\pi)$ is negative; which means that the owner of the firm prefers passivity to innovation. But even in this case, if the owner innovates for moderate profits, she will also innovate for high profits (see Fig. 2, $c=40$ ). We can therefore explain just the increasing part of the inverted-U relationship between profits and innovation activity. For explaining the entire relationship, we have to introduce another property of innovation, innovation disutility, to the model. Innovation disutility $d$ corresponds to additional effort and attention and to unpleasant decisions and changes connected to the innovation project. The net value of innovation project is now

$$
\begin{align*}
& V(\pi)=w^{+}(p) \cdot(\pi+r-c)^{\alpha}+\left(1-w^{+}(p)\right) \cdot(\pi-c)^{\alpha}-\pi^{\alpha}-d, \text { if } \pi \geq c \text { and }  \tag{5}\\
& V(\pi)=w^{+}(p) \cdot(\pi+r-c)^{\alpha}+\lambda \cdot w^{-}(1-p) \cdot(c-\pi)^{\beta}-\pi^{\alpha}-d, \text { if } \pi<c
\end{align*}
$$

From this new equation follows that if $d>0, \lim _{\pi \rightarrow \infty} V(\pi)<0$, which means that not only for low profits but also for high profits, firms will prefer passivity to innovation even if firms with moderate profits innovate. The inverted-U relationship is therefore established (see Fig. 3).


Fig. 3: The relationship between $V(\pi)$ and $\pi$ for $r=100, p=0.5$, $\alpha=\beta=0.88, \lambda=2.25, \gamma=0.61, \delta=0.69$.

## 3. Discussion

In this part, we will present some extensions of the model. Until now, we assumed that qualities of the innovation projects have been set independently from the previous innovations. In reality, we observe that there are innovations (radical innovations - blue line in Fig. 4) that set stage for other innovations (incremental innovations - pink line in Fig. 4). It seems reasonable to assume that radical innovations have typically higher innovation disutility that incremental innovations. ${ }^{5}$ We further assume that if firms don't adopt radical innovations, the source of profitable incremental innovations dries up. It can be expected that high profits firms will be less willing to adopt radical innovations and therefore, will have access to less profitable incremental innovations.

[^41]

Fig. 4: The relationship between $V(\pi)$ and $\pi$ for $r=100, p=0.5$, $\alpha=\beta=0.88, \lambda=2.25, \gamma=0.61, \delta=0.69$.

We achieve similar effect if we substitute manager for owner. We assume that like in case of the owner, the compensation of the manager reflects the size of the persistent profits of the firm, meaning that firms with persistently low profits pay lower fixed salary to the managers than the firms with persistently high profits, and that the value of the fixed salary as perceived by the managers is the same like the value of the profits perceived by the owners (we use the same numbers on the profit scale for the owner and for the manager in Fig. 5 and 6).


Fig. 5: The relationship between $V(\pi)$ and $\pi$ for $d=0$,
$\alpha=\beta=0.88, \lambda=2.25, \gamma=0.61, \delta=0.69$
Unlike the previous case, in which the proportion between expected profits and reward and innovation cost has been clearly defined, in case of manager's compensation, the proportion between fixed salary and the reward or punishment from the innovation is settled in manager's contract. If the proportion is smaller and if innovation disutility decreases in proportion or is equal to zero, managers of low profit firms will be more willing to innovate and managers of high profit firms will be less willing to innovate than the owner of the same firm (see Fig. 5; managers - blue line, owners - pink line). If all the previous conditions hold and innovation disutility is negative and the same for managers like for owners, than of course, managers (pink line in Fig. 6) are less willing to innovate than owners (yellow line). In order to motivate managers to innovation, the owners may change the proportion between the effect of successful and unsuccessful innovation on manager's compensation. In this case again, managers of firms with lower profits will be more willing to innovate than owners (blue line). Even if the fixed salary of managers is so low, that the outcomes of the innovation for their compensation is higher than proportional, the owners may still be interested in changing the proportion between reward and cost for managers in favor of the reward to increase their motivation to innovate. ${ }^{6}$

[^42]

Fig. 6: The relationship between $V(\pi)$ and $\pi$ for $d=5$,

$$
\alpha=\beta=0.88, \lambda=2.25, \gamma=0.61, \delta=0.69
$$

Similar effects are in place if we allow firms to implement more innovation projects with more or less independent probabilities at the same time. The more independent projects are implemented, the less probable are the extreme outcomes of the innovation activity (like all innovations successful or unsuccessful), and the less extreme are the effects of innovation activity on the compensation of the owners (managers). If we assume that there are extra costs connected to having more (smaller) innovation projects running at the same time, we may conclude that owners (managers) of firms with rather low profits are more willing to cover the extra costs to limit their exposure to risk that owners (managers) of high profit firms. And consequently, that this ability to combine more innovation projects again, ceteris paribus, increases the innovation activity of less profitable firms.

## 4. Conclusions

In this paper, we propose a model that explains the inverted-U relationship between competition and innovation. One of the problems of the inverted-U shape generated by our model is that it declines very slowly, i.e. that contrary to empirical evidence, the innovation activity of firms under less intense competition is similar to innovation activity of firms exposed to more intense competition. In section 3, we present some modifications of the basic model that might reduce the innovation activity of high profit firms, and consequently make the model more consistent with the data.
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#### Abstract

The time limited vehicle routing problem (TLVRP) is related to the vehicle routing problem (VRP). The main difference is that the routes are paths (not cycles), i.e. vehicles do not return to the central city. Costs are given for straight routes between each pair of cities and represent time necessary for going through. Each path must not exceed a given time limit. The sum of time for all routes is to be minimized. Several tens of instances of the TLVRP were solved by the nearest neighbour method and by the tree approach which is the combination of the Mayer method for the VRP and the Christofides method for the traveling salesman problem. The results were analyzed and an interesting dependency of the solution quality on the location of the central city was found out.


Keywords. Time limited vehicle routing problem, vehicle routing problem, traveling salesman problem, Mayer method, Christofides method, tree approach, nearest neighbour method.

## 1. Introduction

The time limited vehicle routing problem (TLVRP) is defined as follows: One central city and other $n$ (ordinary) cities are given and for each pair of cities a cost is given, representing time necessary for going through the straight route between them. The cost matrix is supposed to be symmetric. The goal is to find a set of paths so that each of them has one of its endpoints in the central city, its length does not exceed a given time limit and each city except for the central one lies on exactly one of the paths.

This problem has many practical instances, e.g. transportation newspapers from the printers' to shops, grocery products (dumplings etc.) from the manufactory to restaurants, daily reports from affiliated branches to the headquarters etc. Each vehicle is required to visit all the cities on its route until a given time, but we do not mind how it gets from the end back to the start of its route to realize it next time.

Nevertheless, TLVRP has been studied relatively little. It belongs to the NP-hard problems, for which there is no efficient algorithm finding their theoretical optimum. It is related to the vehicle routing problem (VRP), where routes are cycles instead of paths, and so to the traveling salesman problem (TSP), i.e. the task to construct one cyclic route containing all the cities, too. Thus heuristics (approximation methods) for the TLVRP can be derived from the methods for the VRP and the TSP.

Let us introduce some notation. The central city will be indexed by 0 and the other cities by numbers from 1 to $n$. The cost matrix will be denoted by $\mathbf{C}$ (and so single costs $c_{i j}, i, j=0, \ldots, n$ ).

The aim of this contribution is to test two methods for the TLVRP on several test cases and find out some interesting dependencies of the obtained solution quality on properties of the task.

## 2. Tested Methods

## 3. Tree approach

The tree approach is a combination of the well-known Christofides method for the TSP [1] and the Mayer method for VRP, more preciously for its special case where capacities (demands) of cities and vehicles are specified (so called multipletours traveling salesman problem, cf. e.g. [5])

The Mayer method makes the minimum spanning trees starting in the remotest cities from the central one by the same way as the Prim (Jarník) algorithm ([7], [2]), as large as the capacities of the cities and of the vehicle allow. It only separates cities into groups so that each group contains cities on a route for one vehicle and then some method for the TSP must be used to determine the order of the cities on the single cycles. The detailed description of the Mayer method is available in [3], where more information about the tree approach for the TLVRP is given.

The algorithm of the tree approach is here:

1. Choose from the cities, which have not been put onto any route, such a city $i$ so that $c_{0 i}$ is maximum possible (i.e. the remotest city from the central one) as the first city of the currently created route. Set $T$ to the graph consisting of the only vertex $i$.
2. Let $P$ denote the set of non-central cities in the currently created route and $Q$ the set of non-central cities, which have not been put onto any route.
If $Q=\varnothing$
then stop
else find the minimum $c_{i j}$ so that $i \in P$ and $j \in Q$.
3. Add the vertex $j$ and the edge $\{i, j\}$ to $T$. Derive $T_{0}$ from $T$ by adding the vertex 0 and the edge $\{0, k\}$ such that $k \in P \cup\{j\}$ and $c_{0 k}$ is minimum possible. (Note that both T and $T_{0}$ are trees).
4. Find the minimum cost "nearly perfect" matching $M$ of all such cities of $T$ that have odd degree in $T_{0}$. Obviously, there is odd number of such cities, so exactly one of them, say $l$, is to be isolated in this matching.
5. Now there are exactly two vertices of an odd degree in $T \cup M: l$ and 0 . Find a walk from $l$ to 0 containing all the edges of $T \cup M$.
6. Create a path by preserving the first occurrence of each city in the walk and deleting all other occurrences.
7. If the total cost (the time for going through) of this path does not exceed the time limit given in the input of this task
then declare the path from the last executing of the step 6 ) to be the currently created route and go to 2 ) to search for other cities for this route
else declare the path obtained before the last executing of the steps 2) to 6 ) to be a finished route and go to 1) to start creating a new path.
Let us remark that all paths are supposed to contain at least two non-central cities in this formulation of the algorithm.

## 4. Nearest Neighbour Method

This method is perhaps the simplest possible method for solving the TSP. Its name describes appositely what it is based on. Its algorithm is taken from [6]:

1. Let $Q$ denote the set of non-central cities, which have not been put onto any route. Join the closest city of $Q$ (with the minimum $\mathrm{c}_{0 i}$ ) to the central one (i.e. start the construction of a new path with the edge $\{0, i\}$ ).
2. If $Q=\varnothing$
then stop
else denote $i$ the last city added to the route and find the minimum $c_{i j}$ so that $j \in Q$. If adding the edge $\{i$, $j\}$ the total cost (the time for going through) of this path does not exceed the time limit given in the input of this task
then add the edge $\{i, j\}$ to the solution and continue constructing this route repeating the step 2 )
else go to 1 ) to start creating a new path.

## 5. Test Computations and Their Results

For testing three types of randomly generated cases were taken. In all the types all the cities were located in a circle with 100 time unit radius (the time necessary for going through a given route is supposed to be directly proportional to the distance). The time limit for routes was set to 250 . In the first two types the central city was in the middle of this circle.

Type 1: First let us consider the area between a circle given above and another circle with the radius of 20 time units with the same center. In this area 20 cities are originally randomly generated with the uniform distribution. Then the closest pairs of cities are joined into "regions" so that at most four of them may form one "region" and the final number of non-central cities ("regions") is 12 .

Type 2: This type of test cases contains 24 (non-central) cities randomly generated with the uniform distribution with no additional conditions or modifications.

Type 3: This type differs from the type 1 only that the city taken as the central one is the remotest one from the centre of the circle (the closest one to its perimeter).

For each type ten test cases were computed using both the tree approach and the nearest neighbour method and for better evaluation of the obtained solutions also using the Habr frequencies approach which has shown out
to be generally one of the best methods for the TLVRP (for the definition and more information see [4]). The results are summarized in the tables 1,2 and 3 in the percentage form, where 100 p.c. is the best of the results.

However, it is interesting to notice the difference between the results by these methods at single cases of the same type. As far as the type 1 is concerned, in the cases 2 and 10 the tree approach gave relatively good results while in the cases 5 and 7 it completely failed. Thus some properties, which would have influenced the quality of the tree approach solution, were searched for. It was found that there is an important dependence of the results on the ratio between the farthest and the nearest city from the central one among cities lying on the convex hull of the set of all cities. Big values of this ratio properly indicate that the central city does not lie near the middle of the actually attended region. This property will be called eccentricity and it is added to the tables 1,2 and 3 (NNM denotes the nearest neighbour method, TA the tree approach, HFA the Habr frequencies approach and Ecc. the eccentricity).

Thus for the type 1 the tree approach achieves good results for the cases with relatively high eccentricity. On the contrary, for the type 3 the tree approach gives good results for cases with the small eccentricity (e.g. cases 1, 7 and 9 ) and bad results in the opposite cases ( 3 and 10). Thus the conclusion is that the tree approach usually gives good results for cases with the eccentricity of the medium size.

A similar situation occurs at the nearest neighbour method for the types 2 and 3 . For the type 2 the results are rather worse for the high eccentricity (cases 3 and 6) while the best result is in the case 10 with low eccentricity. For the type 3 there usually are good results for the high eccentricity (cases 5, 6 and 10) and bad results for the low eccentricity (cases 1, 4, 7 and 9). So the nearest neighbour method is suitable for the cases with extreme values of the eccentricity.

|  | NNM | TA | HFA | Ecc. |
| :--- | :---: | :---: | :---: | :---: |
| Case 1 | $108,8 \%$ | $114,6 \%$ | $100,0 \%$ | 1,68 |
| Case 2 | $112,6 \%$ | $109,4 \%$ | $100,0 \%$ | 1,71 |
| Case 3 | $107,1 \%$ | $113,2 \%$ | $100,0 \%$ | 1,76 |
| Case 4 | $110,9 \%$ | $117,5 \%$ | $100,0 \%$ | 2,10 |
| Case 5 | $104,1 \%$ | $126,6 \%$ | $100,0 \%$ | 1,26 |
| Case 6 | $100,0 \%$ | $108,4 \%$ | $100,0 \%$ | 1,30 |
| Case 7 | $106,0 \%$ | $125,9 \%$ | $100,0 \%$ | 1,32 |
| Case 8 | $108,6 \%$ | $106,6 \%$ | $100,0 \%$ | 1,52 |
| Case 9 | $107,1 \%$ | $114,5 \%$ | $100,0 \%$ | 1,24 |
| Case 10 | $104,2 \%$ | $104,8 \%$ | $100,0 \%$ | 1,66 |

Table 1: Test Results - Type 1

|  | NNM | TA | HFA | Ecc. |
| :--- | :---: | :---: | :---: | :---: |
| Case 1 | $112,2 \%$ | $130,9 \%$ | $100,0 \%$ | 1,24 |
| Case 2 | $108,2 \%$ | $112,8 \%$ | $100,0 \%$ | 1,31 |
| Case 3 | $131,4 \%$ | $128,9 \%$ | $100,0 \%$ | 1,44 |
| Case 4 | $115,0 \%$ | $108,9 \%$ | $100,0 \%$ | 1,14 |
| Case 5 | $102,3 \%$ | $101,6 \%$ | $100,0 \%$ | 1,33 |
| Case 6 | $119,0 \%$ | $100,2 \%$ | $100,0 \%$ | 1,39 |
| Case 7 | $120,8 \%$ | $109,4 \%$ | $100,0 \%$ | 1,22 |
| Case 8 | $101,0 \%$ | $100,0 \%$ | $105,2 \%$ | 1,31 |
| Case 9 | $120,7 \%$ | $119,9 \%$ | $100,0 \%$ | 1,41 |
| Case 10 | $100,0 \%$ | $106,1 \%$ | $114,5 \%$ | 1,21 |

Table 2: Test Results - Type 2

|  | NNM | TA | HFA | Ecc. |
| :--- | :---: | :---: | :---: | :---: |
| Case 1 | $108,4 \%$ | $100,0 \%$ | $111,0 \%$ | 2,49 |
| Case 2 | $115,1 \%$ | $100,1 \%$ | $100,0 \%$ | 3,61 |
| Case 3 | $115,5 \%$ | $120,7 \%$ | $100,0 \%$ | 3,97 |
| Case 4 | $115,4 \%$ | $100,0 \%$ | $105,3 \%$ | 2,89 |
| Case 5 | $100,0 \%$ | $100,9 \%$ | $117,7 \%$ | 3,36 |
| Case 6 | $103,0 \%$ | $111,8 \%$ | $100,0 \%$ | 3,66 |
| Case 7 | $104,9 \%$ | $100,0 \%$ | $100,9 \%$ | 2,51 |
| Case 8 | $103,7 \%$ | $106,9 \%$ | $100,0 \%$ | 3,19 |
| Case 9 | $119,0 \%$ | $100,6 \%$ | $100,0 \%$ | 1,80 |
| Case 10 | $103,8 \%$ | $112,0 \%$ | $100,0 \%$ | 5,80 |

Table 3: Test Results - Type 3
All these four dependences:

- for the tree approach for the type 1 ,
- for the tree approach for the type 3,
- for the nearest neighbour method for the type 2,
- for the nearest neighbour method for the type 3 ,
have been confirmed using the linear regression analysis (with p -values less than 0.15 ).


## 6. Conclusion

Both the tree approach and the nearest neighbour method do not be the best ones for the TLVRP. The Habr approach which serves for comparing the results achieved by single methods is much better. Thus it is important to know when to use which of the relatively worse methods according to the properties of a particular task. The eccentricity which describes the location of the central city in the task has shown out to be useful for these purposes. In the test the tree approach gave good solution for the cases with the medium size eccentricity and the nearest neighbour method for the extremely low or high eccentricity. So both these methods complement each another. There is a question how the methods will behave at some different instances, namely larger ones with a greater number of cities, but it can be expected that they will achieve their good results at the similar types of instances as during the observations here.
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#### Abstract

This paper describes an agent-based computational model of a market with reservation prices without intermediation. The market institutions are parameterized, and cover Smith's CDA market, Chamberlin's unorganized market, and many other types of markets. The model allows us to estimate the relative contribution of the individual institutional elements to the market efficiency. Keywords. Simulation, agent-based economics, market, market institutions, market efficiency, mechanism design. JEL C150 D020 D400 D440 D490 D800


## 1 Introduction

The goal of this study is to explore the impact of institutions on the efficiency of a market with reservation prices without intermediation. Specifically, we try to explore how much the individual institutional elements contribute to the experimentally known efficiency of the continuous double auction. For the reasons explained bellow, we use an agent-based computational model for this. The structure of the paper is as follows: 1) we review the relevant literature, 2 ) we describe our model, and 3 ) we present the results of the simulations.

## 2 Literature Review

Hayek [5] claimed that knowledge is dispersed in the society and that "[w]e must look at the price system as such a mechanism for communicating information..." (p. 526). However, there had been no way to test the hypothesis that markets are able to gather, process, and spread information in the way described by the competitive price theory until the first experiments were conducted.

The first market experiment was conducted by Chamberlin [3]. He divided students into buyers and sellers, gave each of them one unit to trade, a secret reservation price (the lowest price for which a seller can sell, or the highest price for which a buyer can buy), and asked them to trade. Neither speculative purchases, nor short sales were allowed. Beside these, he imposed no market institutions. The students were going around the class, meeting in pairs or small groups, and haggling. As soon as they traded, they dropped from the market, and the price was recorded. The market was closed when no transaction took place for some time. The outcomes did not support the Hayek's hypothesis: 1) the quantity traded was bigger than equilibrium, 2) the prices were in average below equilibrium, and 3) there was no tendency toward equilibrium. Chamberlin claimed: "My own skepticism as to why actual prices should in any literal sense tend toward equilibrium during the course of a market has been increased not so much by the actual data of the experiment ... as by failure . . . to find any reason why it should be so" (p. 102).

Later, Smith [7] conducted other experiments. They were similar to the Chamberlin's one with two important differences: 1) there were many trading days, i.e. when the market was closed, the traders were given new units to trade and the market was reopened, which allowed the traders to learn from the past, and 2) he imposed a peculiar market organization: the continuous double auction (CDA). In this kind of auction all traders stand together, can ask or bid at any time, accept the last proposal, and hear what is going on on the market. Smith reported radically different outcomes than Chamberlin: he claimed that "[e]ven where numbers are 'small', there are strong tendencies for a supply and demand competitive equilibrium to be attained..." (p. 134).

Thus from Smith [7] and subsequent experiments we know that markets are indeed able to communicate private knowledge (reservation prices) efficiently, and reach the competitive equilibrium. However, for many decades we lacked a formal model explaining how the equilibrium is attained. The neoclassical models cannot explain this because they presuppose the equilibrium. Another modeling technique was needed that would be able to model the adjusting processed explicitly. One such technique is the agentbased computational economics (ACE). In ACE we proceed in two steps: 1) we describe the behavior of
the economic agents. The agents are not optimizing units, but software robots pursuing their goals based on their reaction functions which need to be neither optimal, nor analytically tractable. 2) We simulate interactions among the robots and observe both their behavior and the behavior of the overall system consisting of them. The interactions may, or may not lead to an equilibrium. The model provides no analytical solution, only simulation data to be statistically analyzed. For more information on ACE see [8].

The first ACE model of the CDA market with reservation prices was created by Gode and Sunder [4]. Their software robots submitted random bids and asks within the limits of their reservation prices, and gained surprisingly high market efficiency measured by total surplus gained. They claimed that "[a]llocative efficiency of a double auction derives largely from its structure, independent of traders' motivation, intelligence, or learning" (p. 119). Later Cliff and Bruten [1, 2] criticized this approach, and proposed software robots able to learn. They claimed that "[m]ore than zero intelligence [is] needed for continuous double-auction markets" [2].

So far, the literature can be summarized in this way: it is the market institution (e.g. CDA) what makes markets efficient. However, the CDA is a complex institution consisting of many elements. The goal of this paper is to test the hypothesis that the market efficiency depends on the market institutions (it decreases as we depart from the CDA market) and explore how much the individual elements of the CDA contribute to its efficiency.

## 3 Description of the Model

Our model consists of a rectangular toroid world on which traders (Cliff and Bruten's software robots) are randomly positioned. The space allows us to define a simple metric of distance between the traders. The traders have a private reservation price, and one unit to trade in each trading day. They trade directly (without intermediation). Each trader has his private haggling price - if he quotes, he quotes this price; if he is asked or bid, he accepts it if the ask or bid price is better or equal to his haggling price. The initial value of the haggling price is the seller's (buyer's) reservation price plus (minus) a random margin in percents. The trader is said to be active if he has not yet traded his unit.

The market institution is described by four parameters: 1) the vision\% parameter ( $0-100 \%$ ) describes how much of the world can each trader see. This describes the market integration. If the vision \% is $100 \%$, each trader can see all other traders, and the market if fully integrated. If the vision\% is lower (e.g. $30 \%$ ), then each trader can see only a circle area in which center he stands and which covers $30 \%$ of the worldthus he can see in average only $30 \%$ of other traders. Then the total market consists of many overlapping sub-markets. 2) The moving-type parameter (moving / not-moving) describes whether the traders can move; if they can move, the market is integrated in this way too. 3) The public-offers? parameter (true / false) determines whether a trader can ask or bid publicly (i.e. every trader in his vision range can possibly accept it, true value), or privately (i.e. he must select one other agent of the opposite type to trade with, false value). And 4) the public-hearing? parameter (true / false) determines whether all traders within the vision range of the asking or bidding trader can hear whether the proposal was accepted, and at what price (true value). Thus this parameter determines whether the trader can learn from the experience of the whole market (true value), or from his own experience only (false value).

These parameters allow us to mix many types of markets. For instance, the CDA means vision\% = $100 \%$, public-offers? = public-hearing? = true. The Chamberlin's market means lower vision\%, uncertain public-offers? and public-hearing?, and moving-type = moving.

Each simulation consists of many trading days. At the beginning of each simulation, traders are created and randomly positioned in the world. They are assigned their reservation price derived from a given supply or demand curve. Their haggling prices and behavioral parameters are assigned their initial values. Other traders' state variables are reset to zero. At the beginning of each trading day, each trader is given a new quantity to trade (one unit), and traders' state variables other than quantity to trade, reservation, haggling price, and behavioral parameters are reset to zero.

A trading day proceeds like this: 1) if moving-type = moving, all traders move. 2) One active trader is randomly selected. If public-offers? = false, he randomly selects one active trader of the opposite type within his vision-range as his partner; otherwise he tries all active traders within his vision-range. 3) If there is a partner, and their haggling prices allow them to trade, they trade and drop out of the market. The price is recorded. 4) If public-hearing? = true, then the selected trader and all traders within his vision-range update their haggling prices; otherwise only the selected trader and his partner adjust them. The steps $1-4$ are repeated unless there is no room for trade or no deal takes place for some time; then the day is over, the market is closed, and reopened for the next trading day.

The haggling price adjustment proceeds in two steps (see [1]): 1) the trader determines whether to rise, or lower his haggling price, and 2) he determines how much to change it. We will describe the algorithm for a seller; the buyer's algorithm is similar. Let us suppose that the seller's haggling price is $p_{t}$ and the last quotation price was $q_{t}$. If the last quotation was accepted, then if $p_{t} \leq q_{t}$, the seller raises his price because he can ask more; if $p_{t} \geq q_{t}$ and he is still active, he lowers his price because otherwise he would be undercut by a competitive seller (if he has already sold, he does not change the price since he can hope he would sell at the same price the next trading day). On the other hand, if the last quotation was not accepted, it was an offer, the seller is still active, and $p_{t} \geq q_{t}$, then the seller lowers his price because he would not get the deal either. Otherwise, he does not change the price.

The new haggling price $p_{t+1}$ is then determined by equations $1-3$ :

$$
\begin{align*}
\tau_{t+1} & =R_{t+1} \cdot q_{t}+A_{t+1}  \tag{1}\\
\Gamma_{t+1} & =(1-\gamma) \cdot \beta \cdot\left(\tau_{t+1}-p_{t}\right)+\gamma \cdot \Gamma_{t}  \tag{2}\\
p_{t+1} & =p_{t}+\Gamma_{t+1} \tag{3}
\end{align*}
$$

First, the seller sets his target price $\tau_{t+1}$ to "test" the market (the $R_{t+1}$ and $A_{t+1}$ are random numbers generated each time; if he is raising the price, they are positive, otherwise they are negative). The $\Gamma_{t+1}$ is the motion of the haggling price. It has two features: 1) the seller does not want to move to his target price $\tau_{t+1}$ at once, but only the proportion $\beta \in\langle 0,1\rangle$, and 2$)$ there is inertia in price changes governed by the behavioral parameter $\gamma \in\langle 0,1\rangle$. The initial momentum $\Gamma_{0}=0$. The $p_{t+1}$ is rounded. If the $p_{t+1}$ is not allowed by the reservation price, it is reset to its old value $p_{t}$.

The overall market efficiency is measured by Smith's coefficient $\alpha[7]$. He defined it in the manner similar to the coefficient of variation as

$$
\begin{equation*}
\alpha=\frac{\sqrt{\frac{\sum_{i=1}^{n}\left(P_{i}-P^{*}\right)^{2}}{n-1}}}{P^{*}} \cdot 100 \% \tag{4}
\end{equation*}
$$

where $P_{i}$ is the $i$-th market price within the trading day, $P^{*}$ is the equilibrium price predicted by the competitive market theory, and $n$ is the number of transactions within the trading day.

The model was implemented in NetLogo (see [6]), the data was analyzed in MatLab. The interactive web version of the model and its source code are available at http://www.econ.muni.cz/~qasar/marketmodel/

## 4 Results of Simulations

We have simulated the model with 19 buyers and 19 sellers. Their reservation prices were generated from symmetric linear demand and supply curves such that their reservation prices were $5,10,15, \ldots$, 100. There were 10 intra-marginal pairs of traders, the equilibrium price was 55 . Traders' behavioral parameters were randomly generated for each trader; their distributions and distributions of $R_{t}$ and $A_{t}$ in eq. 1 were taken from [1]. We simulated 50 trading days, and ran the simulation ten times for each combination of parameters (vision\% being $10 \%, 20 \%, \ldots, 100 \%$ ).

We explored the market efficiency in two ways. 1) We measured with the $\alpha$ how close the market prices converge to the equilibrium price $P^{*}$; for the average eventual levels of the $\alpha$ see tab. 1 . This should be

Table 1. The average eventual levels of the $\alpha$. "T" in the first column stands for true, "F" for false. The order of parameters is public-offers?, public-hearing?, and moving-type. Thus "T/T/F" means public-offers? $=$ public-hearing? = true and moving-type = not-moving. The minimal value in the row is typeset in boldface.

| vision $\%$ | $10 \%$ | $20 \%$ | $30 \%$ | $40 \%$ | $50 \%$ | $60 \%$ | $70 \%$ | $80 \%$ | $90 \%$ | $100 \%$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{~T} / \mathrm{T} / \mathrm{T}$ | 4.43 | 2.19 | 1.24 | 0.87 | $\mathbf{0 . 7 8}$ | 0.88 | 0.92 | 0.96 | 0.94 | 1.08 |
| $\mathrm{~T} / \mathrm{F} / \mathrm{T}$ | 6.57 | 2.88 | 1.58 | 1.15 | 1.06 | 0.76 | 0.67 | 0.60 | 0.63 | $\mathbf{0 . 5 5}$ |
| $\mathrm{~F} / \mathrm{T} / \mathrm{T}$ | 6.50 | 4.28 | 3.70 | 2.96 | 3.47 | 2.86 | 2.64 | 2.60 | 2.60 | $\mathbf{2 . 5 9}$ |
| $\mathrm{~F} / \mathrm{F} / \mathrm{T}$ | 7.94 | 6.63 | 5.27 | 5.22 | 5.69 | 4.89 | 4.82 | 5.03 | $\mathbf{4 . 7 0}$ | 5.10 |
| $\mathrm{~T} / \mathrm{T} / \mathrm{F}$ | 35.19 | 24.54 | 11.71 | 6.42 | 5.13 | 3.52 | 2.16 | 1.80 | 1.24 | $\mathbf{1 . 0 1}$ |
| $\mathrm{~T} / \mathrm{F} / \mathrm{F}$ | 35.43 | 30.06 | 20.88 | 13.25 | 9.84 | 7.32 | 4.93 | 1.88 | 1.23 | $\mathbf{0 . 5 3}$ |
| $\mathrm{~F} / \mathrm{T} / \mathrm{F}$ | 37.26 | 20.84 | 18.37 | 10.64 | 8.11 | 5.69 | 4.59 | 3.13 | 2.95 | $\mathbf{2 . 8 4}$ |
| $\mathrm{~F} / \mathrm{F} / \mathrm{F}$ | 35.45 | 29.52 | 24.21 | 20.29 | 13.85 | 9.83 | 9.63 | 6.23 | 5.33 | $\mathbf{4 . 9 7}$ |

Fig. 1. The left panel shows a typical evolution of prices (red line) and the $\alpha$ (green line) on the CDA market. The trading days are separated with blue lines. The right panel shows the time evolution of the $\alpha$ under various institutions with vision $\%=100 \%$.

compared with results of Smith's experiments 1-7 [7, p. 117] where the eventual $\alpha$ lied between $0.6 \%$ and $9.4 \%$ with median $3.5 \%$ on the CDA markets. 2) We examined the speed of convergence of prices to their stationary values; for this see the right panel of fig. 1.

Generally, the integrated markets provided relatively high efficiency, regardless whether they were integrated through traders' "walking", or through formal market integration (vision\%). However, even when traders could not walk and the vision was limited, the markets were still quite efficient for most combinations of the other institutional elements.

We expected that public-offers = false would slow the price convergence down and not affect the eventual $\alpha$. However, the opposite happened. With public-hearing $=$ false, we expected both a slower convergence and a lower eventual $\alpha$. The price convergence was indeed slower, but the eventual $\alpha$ was surprisingly lower than on the CDA market. The combination public-offers = public-hearing $=$ false led both to slow convergence and to lower efficiency.

Surprisingly, the CDA was not the most efficient market institution: the limited hearing and limited market integration, which both limited the traders' ability to learn from the experience of the others, improved the eventual $\alpha$ significantly. A probable explanation is that the traders' ability to learn from each other leads to "bubbles" in prices. This is confirmed by fact, that the CDA prices were much more strongly autocorrelated.

The prices in the first trading day were in average below equilibrium (e.g. on the CDA market $76 \%$ of simulations had the average price below equilibrium in the first day), which agrees with the experimental findings [3]. It could be easily explained from the initial setting of the haggling prices: if the margin is given in percents, the intra-marginal sellers (those with the lowest reservation prices) add low margins (e.g. $30 \% \times \$ 5$ ) while the intra-marginal buyers (those with the highest reservation prices) subtract high margins (e.g. $30 \% \times \$ 100$ ). Thus the equilibrium given by the haggling-price supply and demand is downward-biased. Moreover, if a transaction takes place below the competitive equilibrium, the next one is likely to be there as well because of the learning.
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#### Abstract

Paper presents graphical and encryption algorithms implemented to visual recurrence analysis of simulated FX rate. The simulation models constructed by CA technique provide versatile generators of time series, which are further processed by VRA algorithms. The proposed procedure implements various measures of time series variations to build VRA specific color images. Public available encryption algorithm is applied on VRA images in order to enable their safe transfer via electronic networks. The paper is focused on algorithmic and numerical aspects of elaborated VRA of simulated FX rate time series.
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## Introduction

The foreign exchange (FX) money markets attract lasting interest of both academic and applied finance families. Standard analysis of FX rate examines economic fundamentals to explain FX rate movements, but, in many cases, the fundamentals-based models fail to explain the past adequately, or predict the future reliably. On the contrary, a lot of FX money market practitioners apply various forms of technical analyses either in short or longer period quite successfully. There is well-known that technical trend signals can affect traders and price behaviour, generating excess market reactions without any fundamental reason. Hence, the instant processing of market messages plays specific role, thus leading to permanent interactions among traders. Since an empirical evidence of trading volumes in spot FX money markets shows that the overwhelming part of the turnover is merely due to short-term speculative trading transactions, one usually accepts neglecting of volumes due to an international trade transactions.

Following the classical ideas, there are typical two kinds of traders applying different trading rules based upon either technical analyses or fundamental ones. The technical analysis concerns with identifications of both trends and trend reverses using more or less sofisticated procedures to predict future price movements from those of the recent past. The fundamental analysis searches and looks for various reasons and/or events thus explaining market actions in order to set up future expectations.

Basically, these two different concepts are used for building various problem-oriented computer-based agent interaction models. The basic idea of such models is rather simple - in mathematical form to allow a selfdevelopment of FX money market under driving forces caused by interactions among computer agents which are designed to model traders', i.e. chartists' and fundamentalists', behaviour. Since these models are formulated in abstract forms, their main issues are usually, rather than prediction of actual foreign exchange market movements, studying complex dynamic effects on the base of non-linear simulation models, and investigation of possible quantitative and/or qualitative responses upon various modes of control.

For more details, the interested readers are referred to the book [1] as regards the financial market theory, and to the papers [2]-[5],[9],[10] as to both various aspects of technical and fundamental analyses and influences of central bank, in particular. The paper [6] gives the motivation and details of color image encryption. Finally, the papers [7],[8] present the author's contributions to the topic.

The paper is composed in following way. In Section 2 we briefly summarize dynamic equilibrium FX rate simulation models with special attention to modelling CB's influences. In Section 3 we provide details of generalization VRA (Visual Recurrence Analysis) procedure, which will enable more detailed and flexible detection and investigation of patters hidden in FX rate time series. In Section 4, there are given some details
regarding encryption schemes of VRA images. The final Section gives conclusions and topics of further research.

## Dynamic equilibrium models

Based upon general concept of market equilibrium conditions we are able to formulate FX money market clearing conditions taking into account the CB's influence in form following [7],[8]

$$
\begin{equation*}
m(t) d^{\mathrm{C}}(t)+(1-m(t)) d^{\mathrm{F}}(t)+d^{\mathrm{B}}(t)=0 \tag{1}
\end{equation*}
$$

where $d^{\mathrm{C}}(t), d^{\mathrm{F}}(t), d^{\mathrm{B}}(t)$ denote temporal money demand of chartists, fundamentalists and the central bank, respectively, at the trading period $t$. The money market shares of chartists and fundamentalists are denoted $m(t)$ and (1-m(t)), respectively.
The FX rate $S(t)$ represents a temporal equilibrium between two currencies available during the trading period $t$, as usual $m_{\mathrm{I}}(t)=S(t) m_{\mathrm{II}}(t)$, or in an additive form $\log \left(m_{\mathrm{I}}(t)\right)=\log (S(t))+\log \left(m_{\mathrm{II}}(t)\right)$. We assume $t \rightarrow S(t)$ is a real positive discrete function defined on $\{\ldots, t-2, t-1, t, t+1, \ldots\}$, which represents a trajectory of a discrete stochastic process with continuous state space.

The demands $d^{\mathrm{C}}(t), d^{\mathrm{F}}(t), d^{\mathrm{B}}(t)$ are formulated in particular as a mix of systematic and unsystematic components as follows

$$
\begin{equation*}
d^{\mathrm{C}}(t)=a^{\mathrm{C}, 1} \varphi(.)+a^{\mathrm{C}, 2} \omega(.) \tag{2}
\end{equation*}
$$

where $a^{\mathrm{C}, 1}, a^{\mathrm{C}, 2}>0$ represent corresponding reaction coefficients levering both modes. The general form is

$$
\begin{equation*}
d^{\mathrm{C}}(t)=a^{\mathrm{C}, 1}\left(\sum_{(i)} \alpha_{\mathrm{i}} \log (S(t-i) / S(t-i-1))\right)+a^{\mathrm{C}, 2} \delta(t-1) \tag{3}
\end{equation*}
$$

where $\delta(t-1) \sim N\left(0, \sigma_{\mathrm{C}}^{2}\right)$ is a typical noise with zero mean and time invariant finite variance $\sigma_{\mathrm{C}}{ }^{2}$, index $i$ identifies truncated history of past rates $\left\{S(t-i), i=1, \ldots, n_{\mathrm{C}}+1\right\}$, with $n_{\mathrm{C}}$ given. The demand excess of fundamentalists $d^{\mathrm{F}}(t)$ within the period $t$ is

$$
\begin{equation*}
d^{\mathrm{F}}(t)=a^{\mathrm{F}, 1}\left(\mathrm{E}_{t}^{\mathrm{F}}[S(t+1)]-S(t)\right) / S(t) \tag{4}
\end{equation*}
$$

where $\mathrm{E}_{t}^{\mathrm{F}}[S(t+1)]$ expresses the expected future FX rate made by fundamentalist agent at $t$, and $a^{\mathrm{F}, 1}>0$ is reaction coefficient coping with relative distance between expected future FX rate and the spot rate. Rather general way of forming that expectation, sometimes called an anchoring heuristics, is following

$$
\begin{equation*}
\mathrm{E}_{t}^{\mathrm{F}}[S(t+1)]=\gamma S^{\mathrm{F}}(t-1)+(1-\gamma)\left(\sum_{(j)} \beta_{\mathrm{j}} S(t-j)\right) \tag{5}
\end{equation*}
$$

where $\beta_{\mathrm{j}} \geq 0$ are weights of $S(t-j), j=1, \ldots, n_{\mathrm{F}}$, such that $\sum_{(j)} \beta_{\mathrm{j}}=1$, with $n_{\mathrm{F}}$ given, and $S^{\mathrm{F}}(t-1)$ denotes the last fundamental value. Development of $S^{\mathrm{F}}(t)$ is quite natural to assume that due to rate-related news it behaves like a discrete random walk

$$
\begin{equation*}
\log S^{\mathrm{F}}(t)=\log S^{\mathrm{F}}(t-1)+a^{\mathrm{F}, 2} \varepsilon(t), \tag{6}
\end{equation*}
$$

where $a^{\mathrm{F}, 2}$ is coefficient representing probability of news shock hitting FX money market, $0<a^{\mathrm{F}, 2}<1$, and $\varepsilon(t) \sim$ $N\left(0, \sigma_{\mathrm{F}}^{2}\right)$ is a typical noise with zero mean and time invariant finite variance $\sigma_{\mathrm{F}}{ }^{2}$, again.

The market share $m(t)$ is formulated generally by following mappings

$$
\begin{equation*}
m(t)=(1+w(t))^{-1}, \text { or equivalently } w(t)=(1-m(t)) / m(t) \tag{7}
\end{equation*}
$$

with $w(t)$ ranging $[0,+\infty[$ being defined in form of a compound function

$$
\begin{equation*}
w(r(t))=\chi_{0}+\left(\sum_{(k)} \chi_{\mathrm{k}} r(t)^{2 \mathrm{k}}\right)^{1 / p} \tag{8}
\end{equation*}
$$

where $\chi_{0} \geq 0, \chi_{\mathrm{k}}>0, k=1, \ldots, n_{\mathrm{S}}$ are real constants given, and $n_{\mathrm{S}} \geq 1, p \geq 1$, too. The function value $r(t)$ expresses a relative distance between $S^{\mathrm{F}}(t-1)$ and $S(t-1)$, in a way similar to (9) in some sense

$$
\begin{equation*}
r(t)=\left(S^{\mathrm{F}}(t-1)-S(t-1)\right) / S(t-1) \tag{9}
\end{equation*}
$$

Hence, $m(t)$ can be calculated form set of past observations $\left\{S(t-i), S^{\mathrm{F}}(t-j), i, j=1, \ldots\right\}$ known.
Finally, the $d^{\mathrm{B}}(t)$ may be expressed as convex combination of both basic CB strategies, i.e reversing and targeting one

$$
\begin{equation*}
d^{\mathrm{B}}(t)=\eta d^{\mathrm{B}, 1}(t)+(1-\eta) d^{\mathrm{B}, 2}(t) \tag{10}
\end{equation*}
$$

where $\eta$ gives a leverage between both intervention strategies, $\eta \in[0,1]$ given. It holds for reversing strategy

$$
d^{\mathrm{B}, 1}(t)=a^{\mathrm{B}, 1}(\log S(t-2)-\log S(t-1)),
$$

whereas for targeting strategy

$$
d^{\mathrm{B}, 2}(t)=a^{\mathrm{B}, 2}\left(S^{\mathrm{F}}(t-1)-S(t-1)\right) / S(t-1)=a^{\mathrm{B}, 2} r(t)
$$

with $a^{\mathrm{B}, 1}, a^{\mathrm{B}, 2}>0$, given reaction coefficients of the corresponding strategies.
Substituting all given expressions $d^{\mathrm{C}}(t), d^{\mathrm{F}}(t), d^{\mathrm{B}}(t)$ into (1) and solving for $S(t)$ we get

$$
\begin{equation*}
S(t)=\mathrm{E}_{t}^{\mathrm{F}}[S(t+1)] /\left\{1-\left(m(t) d^{\mathrm{C}}(t)+d^{\mathrm{B}}(t)\right) /\left(a^{\mathrm{F}, 1}(1-m(t))\right)\right\}, \tag{11}
\end{equation*}
$$

which is the desired dynamic stochastic simulation model of FX rate respecting various CB's influence effects, and also a time series generator for next VRA procedure and numerical experiments.

## Visual Recurrence Analysis

Visual recurrence analysis (VRA) is a tool for time series analysis based on computer graphics approach profiting from various image processing algorithms. It has become a useful and popular technique recently, and the main reasons are following:

1. it is well adapted for analysis of non-linear systems,
2. the output of VRA is an image which is well suited for human perception, thus enabling accumulation of experience,
3. it provides an effective way for detection of various patterns hidden in time series.

The basic steps of VRA procedure are summarized as follows:

1. Input data - the given time series at equidistant time steps $\delta$

$$
\left\{S_{t}\right\}, t=0, \ldots, T
$$

2. Transform data - find a suitable affine transformation A, i.e. moving and scaling of time series state space, in order to get a new series with non-negative values: $\xi_{t} \geq 0, t=0, \ldots, T$

$$
A:\left\{S_{t}\right\} \rightarrow\left\{\xi_{t}\right\}
$$

- calculate their global thresholds

$$
d=\min \left(\xi_{t}\right), h=\max \left(\xi_{t}\right), t=0, \ldots, T
$$

- extract a sample of time series by moving time window $W$ defined by given local start at $t=w$, and a span $K$ :

$$
W:\left\{\xi_{t}\right\} \rightarrow\left\{x_{i}\right\}, i=0, \ldots, K
$$

i.e. by assignment

$$
x_{i}=\xi_{t}, t=i+w, i=0, \ldots, K,
$$

where an integer $w \geq 0$ defines a beginning of the sample, whereas an integer $K$ defines its local end. The value of $K$ is usually determined by pixel resolution of a screen,

$$
K \sim \min (\text { horizontal axis, vertical axis), e.g. } K=700
$$

Hence, the last sample possible to extract is given by indices

$$
t=i+w, i=0, \ldots, K, \text { with } w=T-K
$$

3. Expand an 1-d time series sample $\left\{x_{i}\right\}, i=0, \ldots, K$ into a 2-d image $I(\mathrm{RGB})$.

Well known motivating idea of VRA is to convert numerical values into some graphical information. In particular, it creates a color of each image pixel $(i, j), i, j=0, \ldots, K$ in correspondence with numerical values of a couple ( $x_{i}, x_{j}$ ).
Let $M$ denote a mapping generating the RGB image $I(\mathrm{RGB})$

$$
\begin{equation*}
\mathrm{M}:\left(x_{i}, x_{j}\right) \rightarrow c(i, j), i, j=0, \ldots, K \tag{12}
\end{equation*}
$$

where $c(i, j)$ denotes RGB color of pixel $(i, j)$.
Traditional approach - a color $c(i, j)$ is represented by 24 bits, with 8 bits for each RGB color, and it is set $c(i, j) \sim\left|x_{i}-x_{j}\right|$ using selected color palette (with $256^{3}=16777216$ different colors, in general) and a proper time series state space discretization.

Proposed approach - a color $c(i, j)$ is tackled as 3-d vector $c(i, j)=(r(i, j), g(i, j), b(i, j))^{\mathrm{T}}$, with RGB color components denoted $r(i, j), g(i, j), b(i, j)$ ranging [0,255], respectively, i.e. with 256 different levels each. Such individual acceptance of basic color components gives us larger flexibility to express and investigate various relations between selected cue values $x_{i}, x_{j}$. However in such case, the finest discretization is restricted to 256 levels, which is much coarser than about 16 million of ones provided by traditional approach, but we hope it is still acceptable for various VRA applications in finance.
Let us introduce three color mapping functions

$$
\begin{equation*}
r(i, j)=\varphi\left(x_{i}, x_{j}\right), \quad g(i, j)=\chi\left(x_{i}, x_{j}\right), \quad b(i, j)=\psi\left(x_{i}, x_{j}\right), \tag{13}
\end{equation*}
$$

hence, we able to define a 3-d mapping $\mathbf{M}$ as follows

$$
\begin{equation*}
\mathbf{M}:\left(x_{i}, x_{j}\right) \rightarrow \boldsymbol{c}(i, j)=\left(\varphi\left(x_{i}, x_{j}\right), \chi\left(x_{i}, x_{j}\right), \psi\left(x_{i}, x_{j}\right)\right)^{\mathrm{T}}, i, j=0, \ldots, K . \tag{14}
\end{equation*}
$$

Some possible choices of color mapping functions:
a) $\varphi\left(x_{i}, x_{j}\right)=x_{i}, \quad \chi\left(x_{i}, x_{j}\right)=x_{j}, \quad \psi\left(x_{i}, x_{j}\right)=\left|x_{i}-x_{j}\right|$,
which enables construction of mapping corresponding with the traditional approach $\varphi\left(x_{i}, x_{j}\right), \chi\left(x_{i}, x_{j}\right)=0, \psi\left(x_{i}, x_{j}\right)=\left|x_{i}-x_{j}\right|$ provided the distance $\left|x_{i}-x_{j}\right|$ is converted into blue colors only,
b) $\varphi\left(x_{i}, x_{j}\right)=x_{i}, \quad \chi\left(x_{i}, x_{j}\right)=x_{j}, \quad \psi\left(x_{i}, x_{j}\right)=\left(x_{i}+x_{j}\right) / 2$,
c) $\varphi\left(x_{i}, x_{j}\right)=x_{i}, \quad \chi\left(x_{i}, x_{j}\right)=x_{j}, \quad \psi\left(x_{i}, x_{j}\right)=\left(\left(x_{i}\right)^{2}+\left(x_{j}\right)^{2}\right)^{1 / 2}$,

There is evident we may either build any permutation of RGB color components, and/or to combine any different distances in order to construct a new suitable mapping $\mathbf{M}$.

Note, another interesting possibility will occur if we substitute local values $x_{i}$ and $x_{j}$ by some local averages at $x_{i}$ and $x_{j}$, but that topic will not be discuss in this paper.

Concluding, an advantage of the proposed approach is evident - it provides a lot of various ways how to define a color $c(i, j)$ at the pixel $(i, j)$, and how to produce an image $I($ RGB $)$, since any RGB color component may represent either the first or the second cue value of the time series, i.e. $x_{i}, x_{j}$, their average $\left(x_{i}+x_{j}\right) / 2$, an absolute distance $\left|x_{i}-x_{j}\right|$, an Euclidean distance $\left(\left(x_{i}\right)^{2}+\left(x_{j}\right)^{2}\right)^{1 / 2}$, etc. Such flexibility gives a new opportunity to use VRA for deeper understanding of time series.

## Encryption scheme

Motivation for image encryption stems from fact that generated VRA images, in particular, such ones containing CB's influences upon FX rate, may be declared confidential. Hence, cryptographic solutions should be used to ensure privacy and confidentiality when such VRA images are to be transmitted over un-trusted or public networks.

We adopt the encryption scheme proposed in the paper [6] to produce VRA image encryption, which is welladapted for implementation and cost-effective. The basic idea of this encryption scheme stems from well-known principles of human perception of color images.
Any pixel color image $I(\mathrm{RGB})$, e.g. VRA image, is given by pixel mapping $\pi$ : $\left(\mathrm{Z}_{+}\right)^{2} \rightarrow\left(\mathrm{Z}_{+}\right)^{3}$

$$
\pi:(i, j) \rightarrow \underline{\boldsymbol{c}}(i, j)=(r(i, j), g(i, j), b(i, j))^{\mathrm{T}}, i, j=0, . ., K
$$

Hence, we may summarize the encryption/decryption procedure as follows:

1. Extract magnitude and orientation of color vector $\boldsymbol{c}(i, j)$ at the pixel $(i, j)$, which correspond to luminance and chromaticity in human perception of colors, respectively -

Luminance $\sim$ color vector magnitude is given by

$$
\begin{equation*}
G(i, j)=\|\boldsymbol{c}(i, j)\|=\left((r(i, j))^{2}+(g(i, j))^{2}+(b(i, j))^{2}\right)^{1 / 2} \tag{15}
\end{equation*}
$$

Chromaticity $\sim$ color vector orientation is given by

$$
\begin{equation*}
\boldsymbol{D}(i, j)=\boldsymbol{c}(i, j)(\|\boldsymbol{c}(i, j)\|)^{-1}=\boldsymbol{c}(i, j) / G(i, j), \text { where }\|\boldsymbol{D}(i, j)\|=1 . \tag{16}
\end{equation*}
$$

2. Extract bit-level components in order to alter both luminance and chromaticity simultaneously -

Let redefine the color vector $\underline{\boldsymbol{c}}(i, j)=(r(i, j), g(i, j), b(i, j))$ component-wise

$$
\underline{\boldsymbol{c}}(i, j)=(r(i, j), g(i, j), b(i, j))=\left(c_{1}(i, j), c_{2}(i, j), c_{3}(i, j)\right), \text { each } c_{n}(i, j), n=1,2,3 \text { ranges }[0,255],
$$

we may express the bit-level representation of pixel color as follows

$$
\begin{equation*}
\underline{\boldsymbol{c}}(i, j) \sim \sum_{b=1}^{B}{ }^{b} \underline{\boldsymbol{c}}(i, j)(2)^{B-b} \tag{17}
\end{equation*}
$$

where

$$
{ }^{b} \underline{\boldsymbol{c}}(i, j)=\left({ }^{b} c_{1}(i, j),{ }^{b} c_{2}(i, j),{ }^{b} c_{3}(i, j)\right)=\left({ }^{b} r(i, j),{ }^{b} g(i, j),{ }^{b} b(i, j)\right) \in\{0,1\}^{3},
$$

is a $b$-th bit-level binary vector composed from corresponding RGB bit-level components ${ }^{b} c_{\mathrm{n}}(i, j), n=1,2,3$, $b=1, \ldots, B$, taking $B=8$, as usual in 24-bit color representation.
3. Encryption - transfer - decryption steps

- encryption - use bit-level binary vectors ${ }^{b} \underline{\boldsymbol{c}}(i, j)$ to generate two binary auxiliary/share vectors ${ }^{b} \underline{\boldsymbol{u}}(i, j),{ }^{b} \underline{\boldsymbol{v}}(i, j) \in\{0,1\}^{3}$, which are further used for creation VRA encrypted image, - apply component-wise choice-dependent assignment

$$
\left({ }^{b} u_{n}(i, j),{ }^{b} v_{n}(i, j)\right) \in\{(0,1),(1,0)\} \text { iff }{ }^{b} c_{n}(i, j)=1, n=1,2,3
$$

$$
\{(0,0),(1,1)\} \text { iff }{ }^{b} c_{n}(i, j)=0
$$

- create two share color vectors

$$
\begin{equation*}
\underline{\boldsymbol{u}}(i, j) \sim \sum_{b=1}^{B}{ }^{b} \underline{\boldsymbol{u}}(i, j)(2)^{B-b}, \quad \underline{\boldsymbol{v}}(i, j) \sim \sum_{b=1}^{B}{ }^{b} \underline{\boldsymbol{v}}(i, j)(2)^{B-b} \tag{18}
\end{equation*}
$$

- create pixel-wise two $b$-th bit-level share images ${ }^{b} U(\mathrm{RGB}),{ }^{b} V(\mathrm{RGB})$

$$
{ }^{b} U:=\{\underline{\boldsymbol{u}}(i, j)\}, \quad{ }^{b} V:=\{\underline{\boldsymbol{v}}(i, j)\}, \quad i, j=0, \ldots, K,
$$

which differ in luminance and chromaticity pixel-wise each other and the original VRA image, too.

- transfer VRA encrypted images, $\left\{{ }^{b} U,{ }^{b} V\right\}, b=1, \ldots, B$, over public networks,
- decryption - compose the original VRA image $I(\mathrm{RGB})$ from the VRA encrypted images by decryption procedure, which is 'inverse' to encryption one.

For more technical details we refer the paper [6].

## Conclusions

1. Various FX rate stochastic simulation models were presented. The dynamic money market clearing conditions were used for derivation of such models and special focused upon modelling of CB's influence.
2. Generalization of VRA procedure was proposed. There were discussed various possibilities how to construct color mapping functions more suitable for subtle investigation of a time series sample. We hope the proposed variety of functions gives more flexibility for deeper understanding of correlations patterns hidden in time series.
3. Encryption scheme applied to VRA images in particular was given in details. Such procedure is to provide safe transmit of case sensitive VRA images over public network.

Work on progress and field of further research
a. Development of sw package implementing VRA with encryption on the Java 2D platform implementing the java.ai purpose-oriented package for advanced image processing.
b. Identification and calibration of model constitutive parameters included in presented FX rate models using various estimation procedures. Accumulate and evaluate empirical evidence of real FX rate time series.
c. Further development of VRA procedure, which represents an interesting and challenging instrument for both detection and investigation of various patterns caused by endogenous nonlinear effects already observed and reported in the field of time-dependent FX rate development.
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#### Abstract

The article contains a model built according to thinking of Alois Rasin, the famous Czech economist and politician at the beginning of 20-th century. Author of this article used a selected parts of Rašín's textbook „National economy" which treat of the international adjustment under paper (uncovered) money. Only a few pages of original Rašín's text deal with a lot of economics variables and their relations, often without detailed explanation. Author selected only 12 variables and their relations to construct a sufficiently simple model that transforms the Rašín's ideas to formal mathematical language. The model describes the behavior of domestic economy after the monetary expansion in relation to the rest of the world with stable currency. The model consist of one exogenous variable (money stock in domestic country), 11 endogenous variables (exchange rate, real export and import, domestic and foreign price level, domestic and foreign nominal wage rate, domestic and foreign flow of nominal savings, domestic and foreign interest rate) and 11 equations. After rearrangement the model contains 6 endogenous variables and 6 ordinary linear differential equations. A numerical solution under selected parameters gives the same result as Rašín's claim and it could be considered as a proof of logical consistency of his thinking about the disequilibrium of this economic system. The transformation of historic text to the formalized mathematical language is difficult job and author is familiar with the danger of distortion through misunderstanding of given historic economic paradigm. Nevertheless author maintains that this approach is useful - many times forgotten old ideas can upgrade the contemporary economic thought.


Keywords. Rašín Alois, monetary expansion, disequilibrium open economy, continuous model

## 1. Introduction, methods and objectives

The problem of open economies behavior is more and more important. The cohesion of national economies raise through the continuing globalization and economic affairs in one part of the world influence the economics variables in another part of world. One of the feasible inspirations for description of present economies could be the "old" texts.

By default the abroad influence on domestic economy is explained by the help of automatic adjustment mechanism of the balance of payment or of the trade balance - price, income, monetary and exchange rate mechanism. However in some historic texts we can find mechanisms that are marginalized in contemporary economics.

The aim of the article is to construct an open economy model based on ideas of Alois Rašín expressed in his textbook National Economy published in 1922. Mr. Rašín wasn't an excellent theoretician, more likely he was practical economist and politician. His opinions were influenced by economic paradigms overbearing in central Europe of his days - German historic school, Austrian subjective-psychological school and universal ideas of liberalism. Rašín is known as unyielding advocate of "gold currency" however at the same time he refused the quantity theory of money and often used endogenous money concept. He put emphasis on active interest rate policy performed by central bank which is typical postkeynesian idea in contemporary economics.

From the reason, using different points of view, and further from the reason non-use the formalization for economic relations (the neoclassical economics wasn't wide-spread in central Europe in Rašín's time furthermore), is the transformation of Rašín's text to the formalized model controversial. Author of this article knows all the dangers arisen from this method but is confident that some of this way detected relation may be useful for contemporary economics.

This article connects to the author's previous text [1] where the discrete model of open economy with paper money is shown among others. Now the continuous model is constructed and the numerical solution is demonstrated.

To keep the text well-arranged and transparent, the original Rašín's text (strictly speaking the text parts which the author considers as important for given topic - the resource is the chapter Money in international trade from the textbook National Economy, p. 185-190, [2]) is italic and the formalization and explanation of used variables follow. After the equations reconstruction from the original text is performed the rearrangement to the system of ordinary differential equations and numerical solution.

To keep the model simple, all economic relations are described as linear with eliminated constant terms. Further all equations are constructed, to be all applied parameters positive. The Latin capital letters denote the variables, the small letters (Latin or Greek alphabet) denote the parameters in case of need constants.

It will be seen that Rašín's approach is very unusual, different from "standard economics". The present economic theory distinguishes four ways of automatic adjustment mechanism of trade balance: price, income, monetary and exchange rate. The price adjustment mechanism (price-specie flow) was originally published by David Hume in 1752, for interpretation of this see another author's text [3] and [4]. The income adjustment mechanism was developed by Roy Forbes Harrod in 1932 at the beginning of period of Keynesianism, for a comparison of the price and income adjustment mechanism see [5] and [6]. The monetary adjustment mechanism appeared the first time in the Wealth of Nations by Adam Smith in 1776 but the classical political economy didn't understand this approach and it reappeared again in 70's of 20th century. The rigorous exposition of exchange rate adjustment mechanism was developed in first half of 20th century by Alfred Marshall (1924), Joan Robinson (1937) and Abba Lerner (1944).

In the period of Rašín's live is remarkable also another Czech economist Karel Enlgliš. His work contains a combination of price and exchange rate adjustment. In the concrete it is a macroeconomic partial equilibrium approach with following variables: exchange rate, domestic price level and given world price level. The Engliš's approach is able to be used for both exchange rate regimes - fixed and floating. Under the floating exchange rate regime the adjustment goes through depreciation or appreciation and under the fixed one the all adjustment goes through domestic price level changes i.e. through inflation or deflation, for detailed description of this see [7]. The Rašín's contribution is very unconventional in comparison with the one of Engliš's. It leads up to the absence of automatic adjustment and to the deepening disequilibrium of balance of payment.

## 2. "Model extraction" from original text

... in the countries with paper currency, if circulation of money overflows its actual needs which happen as a rule, because the state uses the printing of money as a source of revenue and reproduces it not for the needs of national economy, but for the help to government budget (e.g. during the war). It is not possible to reduce the circulation of this money if its need is depressed, specie flows out through the payments to abroad, paper money becomes cheaper and gets disagio in relation to species, this means that species become expensive and get agio because of their scarcity and surplus of paper money. Indeed all this influences the exchange rate and commercial papers (bills) in foreign currency rise a lot.

The exchange rate is positively affected by the money stock which could be expressed by simple equation:

$$
\begin{equation*}
E=\omega M \tag{1}
\end{equation*}
$$

where is $E \quad$ nominal exchange rate (outright quote)
$M$ nominal money stock in domestic country
$\omega \quad$ parameter of sensitiveness
Unfortunately Rašín didn't explain how he came to this relation - evidently he had on mind the determination of exchange rate as a relative price between domestic (paper) currency and foreign (gold) currency. He didn't mention other economic variables through them the money stock is connected with the exchange rate and therefore author doesn't want to speculate and accepts this relation as given and the equation as written.

This paper money disagio (agio of species) is profitable for export at the beginning because the exporter can bid the goods very cheap in abroad in foreign currency whereas he become a lot of domestic currency for one unit of foreign currency and purchases the same quantity of goods. ...However the exporter doesn't become the whole agio profit because the wants to export as much as possible and preferably he cuts the prices for the abroad.

Rašín had in mind the physical size of export (real export) which is increasing while domestic currency is depreciating. We will use the linear form of this relation:

$$
\begin{equation*}
X=b E \tag{2a}
\end{equation*}
$$

where is $\quad X \quad$ physical size of export (real export)
$b$ parameter of sensitiveness
However the agio takes effect as a protective tariff, inhibits the import because the importer have to ask to much in domestic paper currency, to obtain a adequate sum in his own currency.

The relation of physical size of import and exchange rate is naturally opposite than by export:
$Z=-d E$
where is $\quad Z \quad$ physical size of import of domestic country (real import)
d parameter of sensitiveness
This implies that domestic producers prosper from less foreign competition and increase the goods prices. Besides the things which have to be imported (e.g. cotton, wool, leather, cooper ore) are sold - calculate in domestic money - very expensive to provide the importer adequate amount in his money and he could buy it in abroad in expensive currency.

The fall of import reduces the goods supply on domestic market and causes the increase of domestic price level:
$\dot{P}_{d}=-\alpha \dot{Z}$
where is $\quad \dot{P}_{d} \quad$ time derivative of domestic price level
$\dot{Z} \quad$ time derivative of real import
$\alpha \quad$ parameter of sensitiveness
All the goods made from this raw materials become expensive which causes the increasing of wages, salaries, etc. and all production costs.

Rašín thought the situation when the wages (wage rates) aren't rigid on the same level but the wages development follows the development of price level:

$$
\begin{equation*}
\dot{W}_{d}=\dot{P}_{d} \tag{5}
\end{equation*}
$$

where is $\quad \dot{W}_{d} \quad$ time derivative of domestic nominal wage rate
to keep simplicity the sensitiveness parameter is missing (thereby is reduced the final number of equations and variables)
...the state with depreciating currency begins to feel the lack of capital because the increasing prices (calculate in depreciate paper money) cause that everybody consumes the greater part of his income then earlier, less saves, ...

The nominal savings fall as a result of increasing price level ${ }^{1}$ :

$$
\begin{equation*}
\dot{S}_{d}=-g \dot{P}_{d} \tag{6}
\end{equation*}
$$

where is $\quad \dot{S}_{d} \quad$ time derivative of nominal domestic savings
$g \quad$ sum of instantaneous intensities of domestic real production and real consumption
...but the production requires more operation capital (wages and interest rates increase), capital isn't accumulated in domestic economy, it is necessary to borrow form abroad. The abroad lends unwillingly ... the uncertain situation must be paid through higher interest rate. ...By this the production margin becomes wrong, interest costs increase in country with depreciating currency.

The interest rate is determined by the capital market where the supply is constituted by savings and demand is constituted by the need of operation capital (wages and interests ${ }^{2}$ ). The simplest way is to define the time derivative of interest rate as a linear function of exceed capital demand:

$$
\begin{equation*}
\dot{R}_{d}=\rho\left(W_{d} l_{d}+R_{d} k_{d}-S_{d}\right) \tag{7}
\end{equation*}
$$

where is $\quad \dot{R}_{d} \quad$ time derivative of domestic interest rate
$\rho \quad$ adjustment speed of domestic interest rate to the exceed capital demand

[^43]| $l_{d}$ | labor size in domestic country (constant) |
| :--- | :--- |
| $k_{d}$ | size of physical capital in domestic country (constant) |

The purchasing power of money increases in the state with appreciating currency, the goods prices and wages decline and the export becomes higher. ...in the state with appreciating currency the more of capital remains at home, interest rate declines a through that the country becomes more-competitive in despite of the agio the depreciating currency.

From the last sentence we can deduce (although it describes the abroad) that interest rate determines real export and according to Rašín even more then exchange rate. The increasing interest rate declines the competitive advantage of the country. Therefore we reformulate the equation (2a) this way:

$$
\begin{equation*}
X=-a R_{d}+b E \tag{2}
\end{equation*}
$$

where is $\quad a \quad$ parameter of sensitiveness
By the reason that import to domestic country is the same as export from abroad, we have to reformulate the equation (3a) by the same way:

$$
\begin{equation*}
Z=-c R_{f}-d E \tag{3}
\end{equation*}
$$

where is $\quad R_{f} \quad$ foreign interest rate
$c \quad$ parameter of sensitiveness
The competitive advantage mentioned by Rašín is to understand as price competitiveness. It is suitable to complete the equation (4a) by the changes of interest rate:

$$
\begin{equation*}
\dot{P}_{d}=-\alpha \dot{Z}+\beta \dot{R}_{d} \tag{4}
\end{equation*}
$$

where is $\quad \beta \quad$ parameter of sensitiveness
From the Rašín's text is noticeable that the process in domestic economy and abroad are "complementary" and therefore we can define for abroad the phenomena described for domestic country by equations (4), (5), (6) a (7) by analogy:

$$
\begin{equation*}
\dot{P}_{f}=-\gamma \dot{X}+\delta \dot{R}_{f} \tag{8}
\end{equation*}
$$

where is $\quad \dot{P}_{f} \quad$ time derivative of abroad price level
$\dot{X} \quad$ time derivative of real export from domestic country (real import to abroad)
$\gamma ; \delta \quad$ parameters of sensitiveness
$\dot{W}_{f}=\dot{P}_{f}$
where is $\quad \dot{W}_{f} \quad$ time derivative of abroad nominal wage rate to keep simplicity the sensitiveness parameter is missing
$\dot{S}_{f}=-h \dot{P}_{f}$
where is $\quad \dot{S}_{f} \quad$ time derivative of abroad nominal savings
$h \quad$ sum of instantaneous intensities of abroad real production and real consumption
$\dot{R}_{f}=\sigma\left(W_{f} l_{f}+R_{f} k_{f}-S_{f}\right)$
where is $\quad \dot{R}_{f} \quad$ time derivative of abroad interest rate
$\sigma \quad$ adjustment speed of abroad interest rate to the exceed capital demand
$l_{f} \quad$ labor size in abroad (constant)
$k_{f} \quad$ size of physical capital in abroad (constant)
The model contains 11 equations which are written again for lucidity and transparency:

$$
\begin{align*}
& E=\omega M  \tag{1}\\
& X=-a R_{d}+b E  \tag{2}\\
& Z=-c R_{f}-d E  \tag{3}\\
& \dot{P}_{d}=-\alpha \dot{Z}+\beta \dot{R}_{d} \tag{4}
\end{align*}
$$

$$
\begin{align*}
& \dot{W}_{d}=\dot{P}_{d}  \tag{5}\\
& \dot{S}_{d}=-g \dot{P}_{d}  \tag{6}\\
& \dot{R}_{d}=\rho\left(W_{d} l_{d}+R_{d} k_{d}-S_{d}\right)  \tag{7}\\
& \dot{P}_{f}=-\gamma \dot{X}+\delta \dot{R}_{f}  \tag{8}\\
& \dot{W}_{f}=\dot{P}_{f}  \tag{9}\\
& \dot{S}_{f}=-h \dot{P}_{f}  \tag{10}\\
& \dot{R}_{f}=\sigma\left(W_{f} l_{f}+R_{f} k_{f}-S_{f}\right) \tag{11}
\end{align*}
$$

The money stock in domestic country $M$ is exogenous variable and the number of endogenous variables is 11 ( $E, X, Z, P_{d}, W_{d}, S_{d}, R_{d}, P_{f}, W_{f}, S_{f}, R_{f}$ ) so the model allows the solution.

First we rearrange the model: substituting equation (1) to the equation (2) and (3), their time differentiation and substitution to equation (4) and (8). Further we rearrange the whole structure to the system of linear ODE:

$$
\begin{align*}
& \dot{W}_{d}=-\alpha\left[-c \sigma\left(W_{f} l_{f}+R_{f} k_{f}-S_{f}\right)+d \omega \dot{M}\right]+\beta \rho\left(W_{d} l_{d}+R_{d} k_{d}-S_{d}\right)  \tag{12}\\
& \dot{S}_{d}=g \alpha\left[-c \sigma\left(W_{f} l_{f}+R_{f} k_{f}-S_{f}\right)+d \omega \dot{M}\right]-g \beta \rho\left(W_{d} l_{d}+R_{d} k_{d}-S_{d}\right)  \tag{13}\\
& \dot{R}_{d}=\rho\left(W_{d} l_{d}+R_{d} k_{d}-S_{d}\right)  \tag{14}\\
& \dot{W}_{f}=-\gamma\left[-a \rho\left(W_{d} l_{d}+R_{d} k_{d}-S_{d}\right)-b \omega \dot{M}\right]+\delta \sigma\left(W_{f} l_{f}+R_{f} k_{f}-S_{f}\right)  \tag{15}\\
& \dot{S}_{f}=h \gamma\left[-a \rho\left(W_{d} l_{d}+R_{d} k_{d}-S_{d}\right)-b \omega \dot{M}\right]-h \delta \sigma\left(W_{f} l_{f}+R_{f} k_{f}-S_{f}\right)  \tag{16}\\
& \dot{R}_{f}=\sigma\left(W_{f} l_{f}+R_{f} k_{f}-S_{f}\right) \tag{17}
\end{align*}
$$

It remains 6 endogenous variables and 6 equations.

## 3. Numerical solution

Putting all the left sides of equations equal to zero we solve the steady state. First it is necessary to choose constants suitable way: $l_{d}=l_{f}=k_{d}=k_{f}=1$. For constant exogenous variable ( $\dot{M}=0$ ) this choice gives as one of possible steady states e.g.: $W_{d}=R_{d}=W_{f}=R_{f}=1 ; S_{d}=S_{f}=2$ (the equations are linear dependent) - this steady state or deviation from it we use as initial conditions for numerical solution of ODE system.

We choose the parameters as follows: $\omega=1 ; a=0.12 ; b=0.08 ; c=0,08 ; d=0.18 ; g=0.9$; $h=0.8 ; \alpha=0.08 ; \beta=0.18 ; \gamma=0.12 ; \delta=0.3 ; \rho=0.02 ; \sigma=0.016$ (the choice is determined by non-overlaying of the trajectories on graph).

Further we have to choose the initial conditions. The system behaves chaotically (different deviation of different variables from steady state leads to totally different directions of variables progression) and therefore we must deviate the variables in the "correct" direction - according to Rašín:

As a result of increase of money stock in domestic country the immediate depreciation of domestic currency passes over, next follows the physical size of export increase and physical size of import decrease. This reduces the supply of goods on the domestic market a leads to rise of domestic price level and nominal ware rate. Further follows decrease of domestic nominal savings (as a consequence of lag of spending behind income). This and the higher demand for operation capital (wages changes proportionally to price level) induce the increasing of domestic interest rate. The reverse process occurs abroad. Hence we choose the small deviation from steady state this way: $W_{d}=R_{d}=1.01 ; W_{f}=R_{f}=0.99 ; S_{d}=1.99 ; S_{f}=2.01$. The exogenous variable we left stable of course, i.e. $\dot{M}=0$.


Graph 1: Variables trajectory

## 4. Conclusion

The theoretically weakest element of the model is the equation (1) which says: the money stock increase causes the lower price of this money in comparison with foreign currency (exchange rate $E$ means the outright quote) - in general: the supply increase decline the relative price whereas the type of commodity doesn't matter, it could be what you want. But a more sophisticated exchange rate understanding is required. Rašín mentioned the "money need in national economy" - money demand - but he didn't specify it. It is possible to define the exchange rate changes as a function of excess money demand, for Cambridge money demand by this simple way: $\dot{E}=\omega(M-(1 / v) P Y)$, thereby we get close to monetary concept of exchange rate. Otherwise Rašín was an advocate of quantitative theory of money in the country with paper currency (more money increases the prices) but the higher prices in open economy he explained using the decline of import, less competition on domestic market and increase of raw materials prices. Therefore the author considers the formulation of equation (1) as adequate and applicable.

Rašín used on a few text pages a lot of economic variables and relations which aren't quite rigorous formulated and explained. The author of this article chose 12 variables and above described relations of them so that the formulation of the model kept simply and could show the consistency of Rašín's ideas: the deviation from steady state (the monetary expansion) leads to explosive trajectory of variables. The permanent increasing domestic interest rate and permanent decreasing abroad interest rate worsen the trade balance of domestic country (the physical size of export is going down and the physical size of import is going up) which attaches the borrowing from abroad. The foreign subjects require a high pay interest on their assets (e.g. as effect of raising risk premium) which causes more and more higher increase of domestic interest rate that is not incorporated in presented model. (Therefore the foreign capital wants to lend in its own currency only to move the risk to debtor and the lack of appetite to undergo the uncertainty have to be compensate by higher interest payments.)

Rašín saw in raising foreign debt the another risk: A state with depreciate currency has a higher spending: the salaries of official and bookkeepers have to be increased, if the state owns a monopoly, the raw materials prices and wages become higher and the profit becomes lower, if the state runs the railways and mines the costs and investments raise, the taxes, monopoly prices and transport ticket prices have to increase and at last the borrowings are necessary but the domestic capital poverty forces to borrowing from abroad in foreign currency or with condition pay-off in species. ...The pay interest on this state debt as well as the private debt causes the
high demand for foreign currency, for foreign bills and a great exchange shocks appear during the time of balance of payment disequilibrium.

On the score of this problem Rašín extrapolated the urgency of "robust anchor" for domestic currency - the gold. The tragic Rašín's death at the beginning of 1923 causes the initiation of the end of effort to restore the gold cover of Czechoslovak currency.
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#### Abstract

The aim of the paper is to analyze the impact of the current crisis on the automobile industry in Slovakia. A computable general equilibrium model is used to model such shocks as decline of domestic production of automotives and production drop in all other industries. Also the scrapping subsidy program in which car owners who scrap cars manufactured before December 31, 1999 can receive a subsidy of up to $€ 2,000$ when buying a new car will be analyzed. The total welfare impact on Slovakian households will be evaluated.
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## 1. Preliminary

Automobile industry, which is in the limelight of this paper, meets the controversial function of former armaments industry in Slovak mechanical engineering industry. As a one of most important sector of Slovak industries experienced a dynamic growth and it was a driving force of Slovak economy development. This industry started in the nineties of 20. century after the period of restructuring and finding of new production programs and markets. Partly thanks to the "Program of development of automotive industry" noted by Slovak government in 1998, which defined the vision, strategy and development goals, has Slovakia in 2007 according to Slovak Automotive Industry Association the first place in world in car production per 1000 inhabitants, which counts 105,7 cars [12]. Currently in Slovakia operate three automobile companies: Volkswagen, PSA Peugeot Citroën and Kia-Hyundai with total production capacity up to 900000 cars per year. Graph 1 shows the production trend from 1992 through 1994 when Volkswagen started the production, 2006 when PSA Peugeot Citroën and Kia-Hyundai produced their first cars in Slovakia, to 2008. There was more than $94 \%$ growth in 2007 due to start of PSA Peugeot Citroën and Kia-Hyundai production. The impact of financial crisis is noticeable on 2008 data, when the production stagnated and according to estimates for 2009 the production will decline by $21 \%$. Some European countries introduced the scrapping subsidy program which goal is to reduce the negative impact of crisis.

Since one quarter of Slovak GNP was produced by three automobile companies and a number of producers of car components and more than $40 \%$ of Slovakian export makes the automobile industry the crisis strongly hurts its economy. Slovakia joined the scrapping scheme program and the government allocated $€ 33.2$ million in the first wave [9] and $€ 22.3$ million in the second wave [10] for those scrap their old car and buy a new one. The main qualifying characteristics of cars eligible for the bonus were the same for both waves: they had to have been in use for at least 10 years and been registered in Slovakia before December 31, 2008. The price limit for new cars which can be purchased under the scheme is $€ 25,000$ and the maximum scrapping bonus was $€ 2,000$. On the part of this amount contributed the state, the rest was provided by the car seller as discounted normal price of the car.

This paper deals with both above mentioned problems: the economic crisis represented by automotives production decline and drop in production in all sectors of economy and with the scrapping subsidy program. The computable general equilibrium (CGE) model was used to simulate these situations and evaluate the impact to Slovak economy. The paper extends the current state of the CGE models in Slovakia (see [1], [2], [3], [7]) by applied model of Slovakia with special emphasis to the sector of automotives.


Graph 1: The automobile production in Slovakia from 1992 to 2008, estimation for 2009
Source: ZAP SR

Computable general equilibrium models are a class of economy-wide models used in policy analysis because they explicitly recognize that an exogenous change that affects any one part of the economy can produce repercussions throughout the system. CGE models describe by a system of equations the main idea that in economy resources equal to their uses. They are based on the microeconomic assumptions according to producers maximize profits subject to production functions, with primary factors as arguments, while households maximize utility subject to budget constraints. The model presented in this work is based on the model presented in [4] and is adapted to Slovak conditions. Changes were made in order to apply the model to the data base of System of national account according to ESA95 [5].

Benčík [1] elaborated the CGE problems in his work in which he constructs an experimental computable general equilibrium model of Slovakia based on Branch-and-Commodity Tables for the Supplies and Usage for year 1996. The model is used for import price increase simulation in primary industry by $8 \%$, for import price increase of agricultural commodities, raw materials and products of primary industry. Benčík concludes that the model is able to provide rational results in spite of its considerable instability. Kotov and Páleník [3] quantify the positives and the negatives of Slovakia's joining the European Union by the CGE model based on social accounting matrix for year 1998. The overall conclusion of this work is that the entry of Slovakia to the European Union does not tend to the significant increase of the standard of living but that the total benefit prevail the total cost. Papers [11] and [8] extend the results of this work.

## 2. The CGE Model

The computable general equilibrium model from [6] was used to simulate the production drop and its modified version was applied to the government subsidy program evaluation.

Notations sets are:
activities $\alpha, \quad \alpha \in A=\{S-A, O-A\}$,
commodities $c, \quad c \in C=\{S-C, O-C\}$,
factors $f, \quad f \in F=\{L A B, C A P\}$,
institutions $i, \quad i \in I=\{U-H H D, R-H H D, G O V, R O V\}$,
households $h, \quad h \in H(\subset I)=\{U-H H D, R-H H D\}$,
where: $\quad S-A \quad$ analyzed activity,
$O-A \quad$ aggregated other activities,

| $S-C$ | analyzed commodity, |
| :--- | :--- |
| $O-C$ | aggregated other commodities, |
| $L A B$ | labor, |
| $C A P$ | capital, |
| $G O V$ | government, |
| $R O W$ | rest of the world, |
| $U-H H D$ | urban household, |
| $R-H H D$ | rural household. |

The model is based on two basic microeconomic foundations: consumer utility maximization problem and firm's cost minimization problem. The problem of consumer utility maximization subject to household's income from ownership of production factors and household's expenditures less income tax and savings equality is formulated as follows:

$$
\begin{align*}
& \max _{Q_{c h}} U\left(Q H_{c h}\right)=\prod_{c \in C} \prod_{h \in H} Q H_{c h}^{\beta_{c h}}  \tag{1}\\
& \text { s.t. } \quad\left(1-m p s_{h}\right) \cdot\left(1-t y_{h}\right) \cdot Y H_{h}-\sum_{c \in C} P Q_{c} \cdot Q H_{c h}=0
\end{align*}
$$

and the household's demand function derived from this problem is

$$
\begin{equation*}
Q H_{c h}=\frac{\beta_{c h} \cdot\left(1-m p s_{h}\right) \cdot\left(1-t y_{h}\right) \cdot Y H_{h}}{P Q_{c}}, \quad c \in C, h \in H \tag{2}
\end{equation*}
$$

where: $\quad m p s_{h} \quad$ ratio of disposable income of household $h$ to savings,
$t y_{h} \quad$ rate of household $h$ income tax,
$\beta_{c h} \quad$ share of commodity $c$ in the consumption of household $h$,
$P Q_{c} \quad$ composite commodity $c$ price,
$Q H_{c h} \quad$ quantity of consumption of commodity $c$ by household $h$,
$Y H_{h} \quad$ household $h$ income.

The production side is described by production function:

$$
\begin{equation*}
Q A_{\alpha}=\alpha d_{\alpha} \cdot \prod_{f \in F} Q F_{f \alpha}^{\alpha_{f \alpha}} \quad \alpha \in A \tag{3}
\end{equation*}
$$

and demand on production factors is derived from the production function such that the wage of factor equals the value of marginal product of that factor:

$$
\begin{equation*}
W F_{f} \cdot W_{F D I S T} T_{f \alpha}=\frac{\alpha_{f \alpha} \cdot P V A_{\alpha} \cdot Q A_{\alpha}}{Q F_{f \alpha}} \quad f \in F, \alpha \in A \tag{4}
\end{equation*}
$$

| where: | $\alpha \mathrm{d}_{\alpha}$ | production function efficiency parameter in activity $\alpha$, |
| :--- | :--- | :--- |
| $\alpha_{f \alpha}$ | value-added share for factor $f$ in activity $\alpha$, |  |
| $P V A_{\alpha}$ | value-added price of activity $\alpha$, |  |
| $Q A_{\alpha}$ | level of activity $\alpha$, |  |
| $Q F_{f \alpha}$ | quantity demanded of factor $f$ by activity $\alpha$, |  |
| $W F_{f}$ | average wage of factor $f$, |  |
| $W F D I S T_{f \alpha}$ | wage distortion factor for factor $f$ in activity $\alpha$. |  |

The model embodies of two types of representative households which own two types of factors: labor and capital which are used in production of commodities. Two types of commodities are demanded by domestic consumers - households and foreign consumers - export. Besides that domestic consumers demand foreign commodity - import which are, with domestic commodity, also used as intermediate goods in production. Households receive income from the ownership of factors and the government and foreign transfers and they have to pay to the government sales tax and income tax.

The equations of the model are grouped in four blocks: price block, production and commodity block, institution block and system constraint block. In the price block, the exogeneity of import and export prices
indicates that the country is small relative to the rest of the world. The export and import prices in domestic currency are simply expressed as multiples of export/import price in foreign currency and the exchange rate. The absorption, total domestic expenditures on commodities in domestic prices, is expressed as sum of the spending on domestic output and import. The domestic price together with the import price enters the composite commodity price. All domestic agents as households, government, producers and investors pay a composite price. The value of domestic output is set in producers prices as sum of domestic output sold in domestic country and the value of export for each commodity. It is distinguished among commodity prices, activity prices and value-added prices. The activity price is derived from suppliers' price and it depends on yield of commodity used per unit of particular activity. Value added per activity is given as the difference between the price of the activity and the price of the commodity used as intermediate good. Prices of factors tend to be distorted in the real world in the broad sense that they differ across activities.

In the production and commodity block it is assumed that all domestic consumers use composite commodities. Constant elasticity of substitution (CES) aggregation function captures the imperfect substitutability of domestic output sold in domestic country and import. Composite commodity is "produced" by domestic commodities and imported commodities and enters the production function as input. It means that demander preferences over import and domestic outputs are expressed as CES function which is called Armington function. Constant elasticity of transformation (CET) function is identical to the CES function, expect to negative elasticities of substitution. The difference between CES and CET functions is that arguments of CES function are inputs and arguments of CET function are outputs. In this sector equations defining optimal mix between imports and domestic output and export and domestic sales, respectively, are also included. The difference between import demand equation and export supply equation is that demanded quantity of import is in an inverse relationship to the price of import and supplied quantity of export is directly related to the price of export.

The institution block states that factors are mobile across activities, available in fixed supplies and demanded by producers at market-clearing prices. On the basis of fixed shares, factor incomes are passed on to the households, providing them with their only income besides the transfers from the sector of government. The composite commodity is therefore demanded by the households at market-clearing prices. Thus it is assumed for the factor market that each activity pays a wage expressed as the product of a wage variable and a distortion factor. In each factor market, adjustments in the average wage clear the market. The investment demand is simply given as base-year investment adjusted by investment adjustments factor. Two types of taxes are implemented to the model: income tax and commodity tax, which make up the revenue of the sector of the government. On the other side the expenditures of the government consist of government demand on commodities and transfers to the households. The corresponding equations are for the income of the government:

$$
\begin{equation*}
Y G=\sum_{h \in H} t y_{h} \cdot Y H_{h}+E X R \cdot t r_{\text {gov, row }}+\sum_{c \in C} t q_{c} \cdot\left[P D_{c} \cdot Q D_{c}+\left(P M_{c} \cdot Q M_{c}\right)\right] \tag{5}
\end{equation*}
$$

and for the expenditures of the government:

$$
\begin{equation*}
E G=\sum_{h \in H} t r_{h, \text { gov }}+\sum_{c \in C} P Q_{c} \cdot q g_{c} \tag{6}
\end{equation*}
$$

| where: | $E G$ | government expenditure, |
| :--- | :--- | :--- |
|  | $E X R$ | foreign exchange rate, |
| $P D_{c}$ | domestic price of domestic output, |  |
|  | $P M_{c}$ | import price, |
| $P Q_{c}$ | composite commodity price, |  |
| $Q D_{c}$ | quantity of domestic output sold domestically, |  |
| $q g_{c}$ | government commodity demand, |  |
| $Q M_{c}$ | quantity of imports, |  |
| $t q_{c}$ | sales tax rate, |  |
| $t t_{i i}$ | transfer from institution $i^{\prime}$ to institution $i$, |  |
| $t y_{h}$ | rate of household income tax, |  |
| $Y G$ | government revenue, |  |
| $Y H_{h}$ | household income. |  |

The system constraints block contains the set of equilibrium conditions that is functionally dependent for the economic system without being considered by its individual agents. The "micro constraints" consider individual factor markets and commodity markets and it is assumed (with few exceptions for labor, export and import) that
flexible prices clear the markets. The "macro constraints" apply to the government, savings-investments balance and the rest of the world. The equilibrium for the government (government closure) is satisfied by its savings and the investment value adjusts to changes in the value of total savings. The model enables two types of closures for the rest of the world sector: the flexible exchange rate or flexible rest of the world savings. In this model the flexible exchange rate ensures the rest of the world closure. The equilibrium condition for factors market assumes that unemployment is fixed with activity specific real wage for labor and fixed use of capital for each activity. The equilibrium condition on the composite commodity market imposes equality of the demand side represented by all types of domestic commodity use with the supply coming from the Armington function that aggregates import and domestic output sold domestically.

### 2.1. Modified model with scrapping subsidy

Implementing the scrapping subsidy to the model, equations applied to households demand on automotive commodity (2) and government expenditures (6) were modified, the producer price was lowered and two new parameters related to the scrapping subsidy were added to the model:

$$
\begin{equation*}
Q H_{c h}=\frac{\beta_{c h} \cdot\left(1-m p s_{h}\right) \cdot\left(1-t y_{h}\right) \cdot Y H_{h}}{P Q_{c} \cdot(1-s)}, \quad c \in S-C, h \in H \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
E G=\sum_{h \in H} t r_{h, g o v}+\sum_{c \in C} P Q_{c} \cdot q g_{c}+S \tag{8}
\end{equation*}
$$

where: $s$ parameter lowering the price of automotive commodity faced by households,
$S \quad$ the total value of subsidy.

## 3. Simulations

There were made two simulation runs on the model. In the first run the impact of the economic crisis was modelled and in the second run the scrapping subsidy program was evaluated.

### 3.1. The Economic Crisis

As it was noted above, the decline in automotive commodity production is estimated on $21 \%$. The drop in production in other sectors may be approximated on level of $15 \%$. Implementing the shocks to the mode leads to the following results: the initial shock results in more than $28 \%$ decrease in the value production of automotives and more than $23 \%$ fall in the production of other sectors. This massive dropdown was caused partly by the initial shock, partly by multiplicative effect, and partly fall of the domes-tic price of automotives by $11.55 \%$ and other commodities by $9.9 \%$. All prices in economy (domestic, export, import) fall resulting in CPI drop by more than $10 \%$. The GDP falls by $6.3 \%$. The welfare analysis made by Hicksian equivalence states that the economic situation of households measured by changes in their utility level and income is better since their income rose by more than $7.5 \%$ and the prices they face fell. The impact of the crisis represented by dropdown in production is hence ambiguous.

### 3.2. The Scrapping Subsidy Program

This program was introduced to the model by lowering the price of automotive commodity the households face by $12.5 \%$. This number is an average percentage subsidy for households fulfilling the conditions when buy a new car. Another change was lowering the producer price of automotives by $4 \%$ and raising the government expenditures by the total amount of subsidy, which is $€ 55.3$ million. The new equilibrium condition implemented to the model is such that the total supply of automotive commodity equals the total demand plus scrapping subsidy. As a result the total production in automotive sector increased by $0.58 \%$, while the production in other sectors drop by $1.75 \%$. The value consumption of cars by households increased by $4.44 \%$, the value of consumption of other commodities decreased. Domestic price of automotives rose by $4.44 \%$, considering the subsidy the price in fact decreased by $3.91 \%$. Also the price of other aggregated commodity decreased by $2.13 \%$. The average price level measured by CPI decreased by $1.53 \%$ what is the reason for decreased value of GDP. The government deepens its debt, partly because the small amount of government income in form of duty stamps and registration fee of new cars was not considered in the model. The total export value in automotives decreased although the export price decreased by $0.79 \%$. The import value in automotives increased while value of import of other commodities dropped. This fact is induced by high domestic consumption in automotives.

The income of both groups of households decreased due to factor prices distortion. Using Hicksian equivalent variation it must be taken off 109640 monetary units from households to reach their pre-change utility level. It concludes that households as representative agents in economy are better off with the scrapping subsidy program.

## 4. The Conclusions

The orientation of Slovak industry toward automotives is its strong and at the same time weak feature. In one side Slovakia as the leading world producer of automobiles per habitant takes advantage of the stabile engineering background developed by decades using its capital and human resources, but in the other side as small open economy exporting more than $90 \%$ of its automotive production sensitively responses to the economic situation in other countries. The estimation for 2009 is that production in automotive sector drop by $21 \%$. This shock hurts all sector of Slovak economy and leads to decreasing GDP by more than $6 \%$. The government intervenes against this inconvenient situation by joining the car scrapping subsidy program. It was shown that the subsidy of $€ 55.3$ million leads to higher domestic consumption constituted by household demand on domestic and imported cars but in other side decreased consumption in other sectors. It is necessary to keep in mind that the scrapping program incurs only short run effects and distorts the market relations.
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#### Abstract

The paper starting from a Slovak pension funds competition environment analysis, an econometric modeling of a key security index developing in dependence with USA macroeconomic development and technical analysis of historical development of key security indices presents an optimization of pension investment fund strategy. The strategy building process uses short term historical data that describe the development of the average income unit of the market competition on Slovak Pension funds market, the long term historical data on selected regional and sectoral indices, bonds and money market tools and long - term historical data on representative subsets of individual assets for selected indices. At the first phase the methodology applies replication procedures to construct the short - term benchmark of average pension unit, at the second phase the same procedures are used to optimize the investment strategy that outperform the benchmark using optimized individual investment strategies within stated risk budget. An optimization of individual strategies is based on a momentum dynamization of Markowitz approach, omega function and outranking procedures. At the third phase the indices are replicated through individual assets.
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## 1. Introduction

The subject of the paper is an investment strategy of a pension fund that is running in the so called second pillar of the Slovak pension system. The process of a pension fund strategy optimization uses supporting tools that provide views on the market competition and investment environment and its assumed development and main tools for the optimization of the strategy with a goal to outperform a benchmark.

At the first the applied approach aims to analyze the market of the corresponding pension funds as a whole, to rank funds in the multiple criteria space, and to derive conclusions about investment efficiency strategies in the selected return-risk spaces. Initially the problem is formulated and solved as a multiple criteria decision one, and Promethee methodology is used for outranking the pension funds in a dynamic context. Applications of modern portfolio theory are then used to approximate efficient frontiers and allocate individual funds. The Markowitz [4] portfolio selection model and its modification suggested by Black and Litterman [1] are used to model efficient frontiers, where the risk is measured by standard deviations, lover semi standard deviations, lower semi absolute deviations or conditional value at risk. The result of the second approach is illustrated in Figure 1, where together with the efficient frontier and individual positions of the Slovak growth funds one can see positions of the market competitions that are computed as simple or weighted averages of individual funds.

For the investment environment modeling and analysis an econometric approach and technical analysis are applied. Technical analysis uses the developed decision support system in Excel environment [9] that applies such indicators as moving averages, relative strength index, stochastics, Bollinger bands, directional movement indicators, moving averages convergence-divergence analysis and their combinations to describe trends, identify divergences and optimize buy - sell signals for a selected security index, e.g. S\&P 500. Optimization is realized from a viewpoint of a pension fund investment with a starting endowment and a possibility invest additional money in following time periods. System looks for such time periods for individual indicators that for a selected historical period generate buy - sell signals with maximal current value of the investments and expected buy sell signal for simulated short term index scenarios.


Figure 1: The Efficient Frontier of the Slovak Growth Pension Funds

As a supporting tool the single equation econometric models for key world security indices that explain index volatility through macroeconomic indicators development is used as well. A short term forecasting is then based on macroeconomic expectations of reputable financial institutions as it is illustrated in Figure 2.


Figure 2: S\&P 500 via USA macroeconomics

Views resulted from the market competition analysis and investment environment analysis enter into the process of a fund strategy optimization in the form of basic asset classes limits and decisions concerning positions (neutral, over weighted, under weighted) in security assets in comparison with the market competition. The pension fund strategy building process then uses short term historical data that describe the development of the average income unit of the market competition on Slovak Pension funds market, the long term historical data on selected regional and sectoral indices, bonds and money market tools and long - term historical data on representative subsets of individual assets for selected indices. At the first phase the methodology applies replication procedures to construct the short - term benchmark of average pension unit, at the second phase the same procedures are used to optimize the investment strategy that outperform the benchmark using optimized individual investment strategies within stated risk budget. An optimization of individual strategies is based on a momentum dynamization of Markowitz approach, omega function and outranking procedures. At the third phase the indices are replicated through individual assets. The basic tools are presented in two following parts of the paper.

## 2. Replication procedures

Let us assume that $\mathbf{R}=\left(R_{1}, R_{2}, \ldots, R_{n}\right)$ is distributed over finite set of points $\mathbf{r}_{t}=\left(r_{1 t}, r_{2 t}, \ldots, r_{n t}\right), t=1,2, \ldots, T$. These are obtained for example by historical data. Let $p_{t}$ be the probability that $\mathbf{R}$ attains $\mathbf{r}_{t}, t=1,2, \ldots, T$, and $W$ is the set of feasible portfolios, where

$$
W=\left\{\mathbf{w} \mid \sum_{j=1}^{n} E_{j} w_{j} \geq \tau, \sum_{j=1}^{n} w_{j}=1, \quad l \leq w_{j} \leq u, \quad j=1,2, \ldots, n\right\}
$$

and $\tau, l$ and $u$ are some appropriate constants.
Two of the replication procedures are based on lower partial risk measures, such as Conditional Value at Risk (CVaR) and Lower Semi Absolute deviation (LSAD) [3] and in the last approach the tracking error is minimized [5]. Let $q_{t}, t=1,2, \ldots, T$, is return of index, then Mean - CVaR model can be written in the form

$$
\min \quad \alpha+\sum_{t=1}^{T} \frac{z_{t}}{(1-\beta) T}
$$

subject to

$$
\begin{aligned}
& z_{t} \geq-\sum_{j=1}^{n} r_{j t} w_{j}+q_{t}-\alpha, t=1,2, \ldots T \\
& z_{t} \geq 0, t=1,2, \ldots T, \mathbf{w} \in W
\end{aligned}
$$

and Mean - LSAD model in the form

$$
\min \quad \alpha+\sum_{t=1}^{T} \frac{z_{t}}{T}
$$

subject to

$$
\begin{aligned}
& z_{t} \geq-\sum_{j=1}^{n} r_{j t} w_{j}+E_{P}, t=1,2, \ldots T \\
& z_{t} \geq 0, t=1,2, \ldots T, \mathbf{w} \in W
\end{aligned}
$$

Let $\mathbf{d}$ is the vector of elements $d_{t} t=1,2, \ldots, T$, where

$$
d_{t}=\sum_{j=1}^{n} r_{j t} w_{j}-q_{t}
$$

then in the last approach the following model is used:

$$
\min \quad \operatorname{var}(\mathbf{d})
$$

subject to

$$
\mathbf{w} \in W
$$

## 3. Individual strategies optimization principles

Although the Markowitz's portfolio selection model is usually used for long term strategic asset allocation, but no for short term allocations. Riberio a Loyes [10] just have shown that Markowitz optimization in a combination with so called momentum based tactical asset allocation can provide significant value added in the process of tactical investment strategy construction.

Most investor base tactical asset allocation decisions on consideration of value but lately also momentum, speed, in relative return across a wide set of asset classes is frequently used. In the most basic form, the strategy invests each 6 months in 5 asset classes, out of a possible 10 , choosing those asset classes with the highest returns over the past 6 months. Momentum is an empirical phenomenon that contradicts market efficiency. In an efficient market, it should not be possible to build a profitable trading strategy without moving into riskier assets. But at now even well-known guardians of the efficient market hypothesis, such as Eugen Fama [6], recognize the possibility that momentum profits could be due to a market inefficiency. There could be other explanation, even base on a rational framework, and there are a lot of theories that try to explain momentum. Arguments of behavioral finance are considered as the most convincing and suggest as reason for momentum underreaction and overreaction to information.

In the under reaction case, investors are unable to process available information in a timely fashion. Thus, security prices undereact to new information. In that case, prices will slowly adjust in the direction on intrinsic value, producing short-term trends. For example, new information arrives that tell investors that fundamentals are better than expected. But investors are suspicious and do not adjust their expectations fully. Prices move less than fundamentals would imply. Consequently, prices will only slowly absorb the positive past information. The overreaction story is also based on other investors` cognitive biases. Investors learn that fundamentals are better than expected. Most of the investors adjust their expectations fully, but some of the investors extrapolate this positive news into the future. Prices increase as fundamentals would predict, but they continue the upward move beyond fundamentals because of extrapolation or even trend following behavior. Both behavioral biases will make prices deviate persistently from intrinsic value.

The performance of the dynamic Markowitz strategy, which is the result of Markowitz optimization and momentum based tactical allocation combination, e.g. in comparison with a naïve strategy based on the momentum strategy, comes from the following sources:

- momentum in asset class returns - as best performing asset classes in the recent past are also more
likely to outperform in the near future,
- persistence (clustering) in asset class volatility and correlation,
- stability in total risk exposure - as we can combine asset classes to maintain a reasonably constant total volatility, thus introducing a volatility timing feature in the strategy.
Many of the difficulties one can encounter in performance measurement and attribution of financial assets or their portfolios are rooted in the over - simplification that mean and variance fully describe distribution of returns. It is a generally accepted stylized fact of empirical finance that few, if any, would now challenge that returns from investment are not distributed normally. Thus in addition to mean and variance higher moments are required for a complete description.

In the last decade one can see many approaches to the portfolio and securities return analyzes and explanations that try to capture an asymmetry in investments returns. Cascon, Keating and Shadwick [8], Keating, Shadwick [2] and Cascon, Keating, Shadwick [7] suggested so called Omega measure (function), which employs all the information contained within the return series and can be used for evaluation and ranking of portfolio assets.

The approach based on the mathematical technique, which facilitate the analysis of returns distributions. This approach enables partitioning returns into loss and gain above and below a return threshold and then considering the probability weighted ratio of returns above and below the partitioning. The formally the measure is defined in the form

$$
\Omega(r)=\frac{\int_{r}^{b}(1-F(x)) d x}{\int_{a}^{r} F(x) d x}
$$

where $(a, b)$ is the interval of returns and $F$ is the cumulative distribution of returns. It is in other words ratio of the two areas $I_{2}$ and $I_{1}$ shown in the Picture 1a for defined loss threshold $r$, where $I_{2}$ is the area above the function $F$ on the right from $r$ and $I_{1}$ is the area below the function $F$ on the left from $r$. If we assume this ratio for all possible return thresholds, we will have the function, illustrated in the Fig. 3a, which is a characteristic one for assumed asset or portfolio.

The Omega function possesses many pleasing features [7] that can be intuitively and directly interpreted in financial terms. As it is illustrates in the Figure 3b, Omega takes the value 1 when $r$ is the mean return. An important feature of the measure is that it is not plagued by sampling uncertainty, unlike standard statistical estimators, as it is calculate directly from the observed distribution and requires no estimates. This function is, in a rigorous mathematical sense, equivalent to the returns distribution itself, rather than simply being an approximation to it. It therefore omits none of the information in the distribution and it is as statistically significant as the return series itself.

As a result, Omega is a perspective tool for financial performance measurement where what is of interest to the practitioner is the risk and reward characteristics of the return series. This is the combined effect of all its moments, rather then the individual effects of any of them, which is precisely what Omega provides


Figure $3 a-b$ : Omega ratio and Omega function

If $E_{P}$ is the required portfolio return, then as a further approach to portfolio selection can be used just the one, which for the stated performance threshold $E_{P}$ looks for such portfolio that maximizes Omega function value. The problem can be formally written in the form

$$
\max \quad \Omega\left(\mathbf{w}, E_{P}\right)
$$

subject to

$$
\begin{aligned}
& \mathbf{e}^{T} \mathbf{w}=1 \\
& \mathbf{w}^{l} \leq \mathbf{w} \leq \mathbf{w}^{u}
\end{aligned}
$$

$$
\Omega\left(\mathbf{w}, E_{P}\right)=\frac{\int_{E_{P}}^{b}(1-F(\mathbf{w}, x)) d x}{\int_{a}^{E_{P}} F(\mathbf{w}, x) d x} .
$$

## 4. Conclusions

The paper presents methodology for pension fund investment strategy modelling based on a synthesis such methodological tools as econometrics, technical analysis and optimisations. It shows how such tools can be combined to create a complete decision support system for investment decisions in Excel environment.
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#### Abstract

The paper introduces a New Keynesian Dynamic Stochastic General Equilibrium (NK DSGE) model of the Czech economy. It is a closed economy model strictly based on microeconomic foundations. The model consists of three representative agents. Behavior of a representative household contains rigidities in consumption in a form of a habit formation. A production sector is divided between tradables and non-tradables. Price setting behavior of a representative firms in both sectors is described by the Calvo style resulting into a New Keynesian Phillips Curves (NKPCs). Monetary authority implements monetary policy according to a modified Taylor rule in the inflation targeting regime. The model contains extra rigidities connected to labor market (wages NKPC and labor adjustment costs). A Bayesian method is used for the estimation of the linearized model equations. A basic analysis of the estimated model is carried out through parameters description and impulse response functions. The model seems to offer a suitable approximation of the Czech economy behavior with respect to its structure.
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## 1 Introduction

The basic aim of the paper is to introduce a suitable conceptual model of the Czech economy with a simple structure, which is estimated. The structure and equations, describing behavior of agents in the model, are required to capture basic characteristics of the Czech economy. Moreover, the model tries to describe fundamental features connected to the macroeconomic behavior of labor market by using a nominal wage rigidity together with a simple real rigidity connected to labor. ${ }^{1}$

A structure of the employed model proceed from $[3]^{2}$ and it is extended by [8]. The model is adjusted and adapted to the conditions of the Czech condition. A closed economy (CE) model is introduced to meet the requirement of a simple structure.

## 2 Conceptual Model

The employed model is a New Keynesian Stochastic General Equilibrium (NK DSGE) model strictly based on microeconomic foundations. It is a closed economy model; this could create a limitation in case of using it for the Czech economy, however, its simplicity helps to understand some basic features of a model framework and also structural characteristics of the economy. The model is composed of domestic representative agents - households, firms, and central monetary authority. There are two production sectors: tradables and non-tradables. The optimizing behavior of agents contains some rigidities. The model is an extension of [6] and [7].

### 2.1 Representative Households

A representative household solves an optimizing problem. It tries to maximize its utility function

$$
\begin{equation*}
E_{0}\left\{\sum_{t=0}^{\infty} \beta^{t}\left[\frac{\left(C C_{t} A_{W, t}\right)^{1-\sigma}}{1-\sigma}-\frac{N N_{t}^{1+\varphi}}{1+\varphi}\right]\right\} \tag{1}
\end{equation*}
$$

[^44]subject to its budget constraint
\[

$$
\begin{equation*}
P_{t} C_{t}+E_{t}\left(\frac{D_{t+1}}{R_{t}}\right) \leq D_{t}+W_{t} N_{t} \tag{2}
\end{equation*}
$$

\]

for $t=0,1,2, \ldots$, where where $\beta$ is a discount factor, $\sigma$ is an inverse elasticity of intertemporal substitution, and $\varphi$ is an inverse elasticity of labor supply. $N_{t}$ denotes hours of labor, $W_{t}$ is a nominal wage for labor supply, $R_{t}$ is a gross nominal interest rate (for payments from a portfolio of assets), $P_{t}$ is an overall consumption price index (CPI), $D_{t}$ is a nominal pay-off on a portfolio held at $t$, and the whole term $E_{t}\left(\frac{D_{t+1}}{R_{t}}\right)$ expresses a price of a portfolio purchased at time $t$. Some rigidities connected to behavior of the representative household are connected to the effective consumption $\left(C C_{t}\right)$ and the adjusted hours of labor $\left(N N_{t}\right)$.

The effective consumption depends on a current and last period consumption $\left(C_{t}\right.$ and $\left.C_{t-1}\right)$, on a habit formation parameter $h$, and on parameter $\gamma$, which is a steady state growth rate of $A_{W, t}($ for all $t$ ):

$$
\begin{equation*}
C C_{t}=C_{t}-h \gamma C_{t-1} \tag{3}
\end{equation*}
$$

A long-run technology shock $A_{t}$ is non-stationary and $z_{t}=\frac{A_{t}}{A_{t-1}}$. The evolution of $z_{t}$ follows a stationary autoregressive process (in a $\log$-linearization form) ${ }^{3}$ :

$$
\begin{equation*}
\tilde{z}_{t}=\rho_{z} \tilde{z}_{t-1}+\epsilon_{z, t}, \tag{4}
\end{equation*}
$$

for all $t$, with parameter $\rho_{z}$, where $\tilde{z}_{t}$ is a deviation from its steady state and the serially uncorrelated innovation $\epsilon_{z, t}$ has a standard normal distribution.

The adjusted hours of work $N N_{t}$ evolves according to the following relationship:

$$
\begin{equation*}
N N_{t}=N_{t}-g N_{t-1} \tag{5}
\end{equation*}
$$

for all $t$, where $g$ is a parametr of adjustment.
The first order conditions (FOCs) derived from the optimizing behavior of the representative household are:

$$
\begin{align*}
A_{W, t} \Lambda_{t} & =C C_{t}^{-\tau}-h \gamma \beta E_{t}\left(\frac{A_{W, t}}{A_{W, t+1}} C C_{t+1}^{-\tau}\right)  \tag{6}\\
\frac{1}{R_{t}} & =\beta E_{t}\left(\frac{\Lambda_{t+1}}{\Lambda_{t}} \frac{P_{t}}{P_{t+1}}\right) \tag{7}
\end{align*}
$$

for $t=0,1,2, \ldots$, where $\Lambda_{t}$ is a Lagrangian multiplier at time $t$.
The total consumption $C_{t}$ is composed of two groups of goods - tradable consumption $C_{T, t}$ and non-tradable consumption $C_{N, t}($ for all $t)$ :

$$
\begin{equation*}
C_{t} \equiv\left\{(1-\lambda)^{\frac{1}{\nu}} C_{T, t}^{\frac{\nu-1}{\nu}}+\lambda^{\frac{1}{\nu}} C_{N, t}^{\frac{\nu-1}{\nu}}\right\}^{\frac{\nu}{\nu-1}}, \tag{8}
\end{equation*}
$$

where $\lambda$ is a share of non-tradable goods in total consumption and $\nu$ is an interteporal elasticity of substitution between tradable and non-tradable consumption.

Then it is possible to declare an overall CPI:

$$
\begin{equation*}
P_{t} \equiv\left\{(1-\lambda) P_{T, t}^{1-\nu}+\lambda P_{N, t}^{1-\nu}\right\}^{\frac{1}{1-\nu}}, \tag{9}
\end{equation*}
$$

for $t=0,1,2, \ldots$, where $P_{T, t}$ is a price of tradable and $P_{N, t}$ is a price of non-tradable consumption bundle.

The labor employed by tradable and non-tradable goods producers is supplied by a representative firm which hires the labor supplied by each household. The wage setting policy of households is subject to the Calvo style. Under the Calvo pricing only a fraction $\left(1-\theta_{W}\right)$ of households sets wages optimally. The rest fraction $\theta_{W}$ adjusts their prices with respect to the steady state wage growth rate $\tilde{\pi}_{w}$. A result of their behavior is a wage inflation New Keynesian Phillips Curve (NKPC):

$$
\begin{equation*}
\tilde{\pi}_{w, t}=\beta E_{t} \tilde{\pi}_{w, t+1}+\frac{\left(1-\beta \theta_{W}\right)\left(1-\theta_{W}\right)}{\theta_{W}} \tilde{m} c_{w, t} \tag{10}
\end{equation*}
$$

for all $t$, where real marginal costs of labor follows the following rule:

$$
\begin{equation*}
M C_{w, t}=\frac{\beta g E_{t} N N_{t+1}^{\varphi}+N N_{t}^{\varphi}}{\Lambda_{t} W_{t}} \tag{11}
\end{equation*}
$$

[^45]
### 2.2 Representative Producers

A continuum of monopolistic competitive producers; each representative producer uses the following production function:

$$
\begin{equation*}
Y_{j, t}(i)=A_{t} A_{j, t} N_{j, t}(i) \tag{12}
\end{equation*}
$$

for $t=0,1,2, \ldots, j=T, N$ (tradable and non-tradable goods), and for the $i$-the producer, where $A_{j, t}$ is a stationary sector specific technology shock described by an $\operatorname{AR}(1)$ process for $j=T, N$ (in a log-linearized form):

$$
\begin{equation*}
\tilde{a}_{j, t}=\rho_{j} \tilde{a}_{j, t-1}+\epsilon_{j, t}, \tag{13}
\end{equation*}
$$

for all $t$, where $\rho_{j}$ is a parameter, $\tilde{a}_{j, t}$ is a deviation of $A_{j, t}$ from its steady state, and $\epsilon_{j, t}$ is a serially uncorrelated innovation with a standard normal distribution.

A solution of a cost minimizing problem of representative producers in both sectors with respect to their demand constraints follows a development of real marginal costs for $j=T, N$ and for $t=0,1,2, \ldots$ according to:

$$
\begin{equation*}
M C_{j, t}=\frac{W_{t}}{R P_{j, t} A_{j, t}} \tag{14}
\end{equation*}
$$

where $R P_{T, t}$ and $R P_{N, t}$ is a relative price of tradables and non-tradables respectively.
Producers set their prices by following a Calvo's setting. In each period, only a fraction $\left(1-\theta_{j}\right)$ of firms reoptimize (sets their their prices optimally). The rest fraction $\theta_{j}$ of firms in the $j$-th sector adjusts their prices with respect to the steady state inflation rate $\pi$.

The $i$-th representative firm in the $j$-th production sector optimizing its price of production at period $t$ maximizes its revenue streams subject to the demand function in the proper sector.A result of this kind of behavior implies that prices are set as a mark-up over the marginal costs. The relationship between inflation and marginal costs after aggregation over all individual firms is a NKPC for $j=T, N$ and for all $t$ :

$$
\begin{equation*}
\tilde{\pi}_{j, t}=\beta E_{t} \tilde{\pi}_{j, t+1}+\frac{\left(1-\beta \theta_{j}\right)\left(1-\theta_{j}\right)}{\theta_{j}} \tilde{m} c_{j, t} \tag{15}
\end{equation*}
$$

### 2.3 Central Monetary Authority

An implementation of monetary policy is approximated by a modified Taylor rule (in a gap form). The rule describes behavior of a central bank in an inflation targeting regime and can be understood as a growth rule for output. The bank is interested in a development of inflation and output gap. The output gap is used in a form of the adjusted output gap by a true value (not the steady state) growth rate of the output. The rule has the following form:

$$
\begin{equation*}
\tilde{r}_{t}=\rho_{r} \tilde{r}_{t-1}+\left(1-\rho_{r}\right)\left[\phi_{1} \tilde{\pi}_{t}+\phi_{2}\left(\Delta \tilde{y}_{t}+\tilde{z}_{t}\right)\right]+\epsilon_{R, t} \tag{16}
\end{equation*}
$$

for all $t$, where $\tilde{\pi}_{t}$ is a deviation of inflation from an inflation target and the output gap $\left(\Delta \tilde{y}_{t}+\tilde{z}_{t}\right)$ is a deviation of adjusted output gap; $\rho_{r}, \phi_{1}$, and $\phi_{2}$ are parameters of the rule

### 2.4 Goods Market Clearing Condition

The condition expresses a fact that the total production is divided between domestic tradable and nontradable consumption (for all $t$ ):

$$
\begin{equation*}
Y_{t}=C_{H, t}+C_{N, t} \tag{17}
\end{equation*}
$$

Consumption in the non-tradables (optimal allocation function for non-tradabel consumption) is a result of the optimizing behavior of a representative household and has the following form (for all $t$ ):

$$
\begin{equation*}
C_{N, t}=\lambda R P_{N, t}^{-\nu} C_{t} . \tag{18}
\end{equation*}
$$

Similar equation can be derived for the tradables:

$$
\begin{equation*}
C_{T, t}=(1-\lambda) R P_{T, t}^{-\nu} C_{t} \tag{19}
\end{equation*}
$$

A combination of three previous equations together yields the goods market clearing condition:

$$
\begin{equation*}
Y_{t}=\left\{(1-\lambda) R P_{T, t}^{-\nu}+\lambda R P_{N, t}^{-\nu}\right\} C_{t} . \tag{20}
\end{equation*}
$$

## 3 Model Equations and Solving of the Model

Log-linearizing and stationarizing of the model forms a linearized system. The system is composed of linearized and recalculated equations $(3),(4),(5),(6),(7),(9),(10),(11),(13),(14),(15),(16)$, and (20), together with the following price and wage inflation identities: $\tilde{\pi}_{t}=\tilde{p}_{t}-\tilde{p}_{t-1}, \tilde{\pi}_{j, t}=\tilde{p}_{j, t}-\tilde{p}_{j, t-1}$, and $\tilde{\pi}_{w, t}=\tilde{w}_{t}-\tilde{w}_{t-1}$. The parameters of the model for an estimation are $\theta_{T}, \theta_{N}, \theta_{W}, \lambda, \sigma, h, g, \nu, \varphi, \rho_{r}$, $\phi_{1}, \phi_{2}, \rho_{z}, \rho_{T}, \rho_{N}$, and steady state value for $\tilde{r_{t}}$.

The log-linearized model can be rewritten into a linear rational expectations (LRE) model, which can be solved and expressed as a general equilibrium (GE) in a form of the following state space model:

$$
\begin{align*}
& s_{t}=A(\theta) s_{t-1}+B(\theta) \epsilon_{t}  \tag{21}\\
& y_{t}=C(\theta)+D s_{t} \tag{22}
\end{align*}
$$

for all $t$, where $s_{t}$ is a vector of states, $\epsilon_{t}$ is a vector of innovations of the exogenous processes, $A(\theta)$ and $B(\theta)$ are matrices of model's deep parameters, which are collected in a vector $\theta$, representing the dynamic core of the model, $y_{t}$ expresses a vector of observables and matrices $C(\theta)$ and $D$.

The Bayesian approach is employed for an estimation of the linearized model. According to the Bayesian formula all inference about the parameter vector is contained in the posterior density. The density is calculated with using a likelihood function and a prior density. To generate draws from the posterior distribution of the model parameters, it is used Markov Chain Monte Carlo (MCMC) method. ${ }^{4}$

## 4 Estimation Results

A data set for the Czech Republic from I.Q 1999 to IV.Q 2008 is used for the estimation. The quarterly data has the following structure:

- a deviation of the real GDP growth from a development of its balanced growth,
- a deviation of the CPI from a development of its dynamic equilibrium and from I.Q 2006 a deviation from a CPI level corresponding to the inflation target,
- a deviation of the level of tradable prices from a development of its dynamic equilibrium,
- domestic nominal interest rate - 3M Pribor.

With using the data and information included in prior densities, 250000 draws of Markov Chain were generated. Parameter $\beta$ was set in the following way: $\beta=\frac{1}{1+r r^{s s} / 100}$, where $r r^{s s}$ is a steady state interest rate. Table 1 presents the posterior estimates of parameters and $90 \%$ probability intervals.

The estimation of parameter $\theta_{T}$ is 0.41 , or in other words an average duration of price contracts of a representative firm in the tradable sector is more than 1.7 quarter. An average duration of the price contracts in the non-tradable sector is slightly shorter - about 1.5 quarter, and for the wage contracts is about 1.3 quarter. A share of the non-tradable goods in consumption $(\lambda)$ corresponds to the prior information. An assumption of a lower possibility of substitution between tradables and non-tradables is reflected in the estimation by 0.60 .

Behavior of a representative household is characterized by an elasticity of substitution -0.81 and by a relatively high habit parameter in consumption $(h)-0.90$. There is also a relatively high elasticity of labor supply about 6.3 which is connected to the relatively high degree of adjustment in hours of work (parameter $g$ ) about 0.45 . The estimated value of the discount factor is 0.99 .

A monetary policy implementation according to the adjusted Taylor rule is estimated as (for all $t$ ):

$$
\begin{equation*}
\tilde{R}_{t}=0.92 \tilde{R}_{t-1}+(1-0.92)\left[1.17 \tilde{\pi}_{t}+0.38\left(\Delta \tilde{y}_{t}+\tilde{z}_{t}\right)\right]+\epsilon_{R, t} \tag{23}
\end{equation*}
$$

which indicates a relatively high stress on the interest rate smoothing. A standard deviation of the monetary policy shock $\left(\sigma_{\epsilon_{R}}\right)$ is low.

Exogenous processes are characterized with a relatively high persistence in a development of all technologies. This is in a combination with a high volatility of the tradable and non-tradable technology shock $\left(\sigma_{\epsilon_{T}}\right.$ and $\left.\sigma_{\epsilon_{N}}\right)$. On the other hand, the standard deviation of the growth rate of the long-run technology shock is relatively small $\left(\sigma_{\epsilon_{z}}=1.43\right)$.

[^46]| Parameter | Prior Mean | Posterior Median | 90 \% Posterior Interval |
| :---: | :---: | :---: | :---: |
| $\theta_{T}$ | 0.50 | 0.4117 | $\langle 0.2520 ; 0.5559\rangle$ |
| $\theta_{N}$ | 0.50 | 0.3112 | $\langle 0.1850 ; 0.4523\rangle$ |
| $\theta_{W}$ | 0.50 | 0.2407 | $\langle 0.0888 ; 0.3920\rangle$ |
| $\lambda$ | 0.48 | 0.5061 | $\langle 0.4720 ; 0.5368\rangle$ |
| $\sigma$ | 1.00 | 1.2320 | $\langle 0.4173 ; 2.1029\rangle$ |
| $\varphi$ | 1.00 | 0.1587 | $\langle 0.0278 ; 0.2884\rangle$ |
| $h$ | 0.70 | 0.9015 | $\langle 0.8172 ; 0.9962\rangle$ |
| $g$ | 0.50 | 0.4455 | $\langle 0.1429 ; 0.7493\rangle$ |
| $\nu$ | 1.00 | 0.6046 | $\langle 0.3644 ; 0.8500\rangle$ |
| $\rho_{R}$ | 0.75 | 0.9216 | $\langle 0.8987 ; 0.9455\rangle$ |
| $\phi_{1}$ | 1.30 | 1.1740 | $\langle 1.0000 ; 1.3226\rangle$ |
| $\phi_{2}$ | 0.40 | 0.3839 | $\langle 0.1756 ; 0.6028\rangle$ |
| $\rho_{z}$ | 0.75 | 0.5581 | $\langle 0.4273 ; 0.6896\rangle$ |
| $\rho_{T}$ | 0.60 | 0.6636 | $\langle 0.5221 ; 0.8010\rangle$ |
| $\rho_{N}$ | 0.60 | 0.5721 | $\langle 0.4210 ; 0.7136\rangle$ |
| $r r^{s s}$ | 0.25 | 0.2512 | $\langle 0.0931 ; 0.3958\rangle$ |
| $\sigma_{\epsilon_{T}}$ | 2.00 | 3.6979 | $\langle 2.1569 ; 5.1619\rangle$ |
| $\sigma_{\epsilon_{N}}$ | 2.00 | 3.1330 | $\langle 2.0063 ; 4.5332\rangle$ |
| $\sigma_{\epsilon_{R}}$ | 0.25 | 0.1098 | $\langle 0.0848 ; 0.1327\rangle$ |
| $\sigma_{\epsilon_{z}}$ | 1.20 | 1.4326 | $\langle 1.1368 ; 1.7091\rangle$ |

Table 1. Posterior Estimates of Parameters and Innovations

## 5 Analysis of Behavior

An analysis of behavior is conducted by impulse response functions as a reaction to a unit change of the exogenous variables of the model - an increase in technology in tradable and non-tradable sector, monetary policy shock, and growth rate of the world wide technology shock. A tradable technology shock is introduced in Figure 1.


Fig. 1. Impulse Response Function from One Unit of Monetary Shock

A unit tradable technology shock increases domestic output and consumption as well. It also reduces tradable inflation. Because production sectors are interconnected, there is a drop in non-tradable inflation. This corresponds to the estimated values of the Calvo parameter in both sectors. Lower inflation causes a reduction in interest rate according to the modified Taylor rule. Lower domestic inflation creates an increase in real wages. On the other hand, hours of work are decreased, but an existence of a rigidity ensures a soften reaction.

## 6 Conclusion

The theoretical background, estimation of the model, and results from the impulse analysis offer an appropriate characteristics of behavior of the Czech economy with respect to the model structure. An extended structure of tradable and non-tradable sectors and an introduction of extra frictions in the modeled labor market can improve understanding of behavior of the economy. The analysis of behavior aimed at the tradable technology shock offers a valuable look at the model structure. The employed model seems to be a suitable starting point for a model with a more complex structure.
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# APPLICATION OF MULTICRITERIA DECISION MAKING FOR EVALUATION OF REGIONAL COMPETITIVENESS ${ }^{1}$ 
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#### Abstract

Extended abstract Regional competitiveness is the source of national competitiveness. This paper deals with multi-criteria decision making methods for evaluation of the regional competitiveness. Specific coefficients reflect economic productivity of the region in form of factors of production inside of the region (effect of oneregional unit) and are revitalized by the capacity of real employment in the region. Particularly, we deal with the coefficient of effective disposability, effectiveness of economical development, effectiveness of investments, effectiveness of revenues and effectiveness of construction works. These coefficients are evaluated in the years 2000 and 2006. The technology for evaluation of regional competitiveness is based on application of two methods of multi-criteria decision making. The first one is the classical Analytic Hierarchy Process (AHP) where relevance of criteria's significance is determined by the method of Ivanovic deviation. The second method - FVK is a multiplicative version of AHP. The results of both methods are compared with the simple averaging. On the basis of the multi-criteria techniques, we obtain a more detailed perspective of the competitiveness of the NUTS 3 regions in the Czech Republic.
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## 1. The competitiveness of regions

The increasing significance of regions in concept of EU deserves more attention especially because of the economic efficiency of regions representing the basis of competitiveness of the country. Regional competitiveness becomes a subject of evaluation on both levels: qualitative and quantitative. The initial problem is to choose such criteria for evaluation of regional competitiveness which would become widely acceptable. Approaches to evaluation of regional competitiveness must solve a problem of non existence of any mainstream, respectively of unique methodology for monitoring and evaluating competitiveness. For this reason the evaluation of competitiveness is determined by the selection of the regional unit. This practice is especially typical for the EU where the NUTS nomenclature of territorial units for statistics is being used. Equally important significance has the length of the period, duration of cycle and especially the selection applicable factors which describe the position of the regions.
There also exist different methodologies which have higher aspiration level. One of these evaluation methods of regional competitiveness is the method according to Viturka [9]. However, this method is orientated to a long term horizon. The problem arises from the fact that we are very limited by the small number of the regional indicators in formulation of the model of regional competitiveness. Nevertheless, these indicators are continuously monitored for each unit. European system of accounts (ESA 1995) is seen as the best tool for monitoring and evaluation of competitiveness at the European level. This system is also the basic starting point in the national accounts and it includes regional accounts. Unfortunately, these accounts do not allow us for assessing the inter-regional transfer of factors of production. If we are looking for initial data, the most useful procedure is to find the smallest territorial unit for which it is possible to obtain comparable data. The smallest territorial unit which provides comparable regional information in the Czech Republic is the level of NUTS 3. At NUTS 3 level it is possible to use the concept of evaluation of the competitiveness of specific indicators as an alternative factor. This is an individual approach which allows us to use a limited number of regional indicators followed by evaluation and comparison of the competitive position of regions.

[^47]
## 2. Specific indicators as alternative method for evaluation of regional competitiveness

The non existence of a mainstream in evaluation of the competitiveness causes that it is not possible to use "universal" methodology for assessment of already reached degree of regional (non)competitiveness. An "alternative approach" for evaluation of regional competitiveness is to define the group of specific economic indicators of efficiency. The basic idea is to assess the internal sources of regional competitiveness in detail. The reason is that only by detailed analysis we can identify risk factors which prevent increasing of competitiveness of selected regions (Martin, [3]). The proposed concept of evaluation of the competitiveness through specific indicators shall be understood individually, see also [2]. The first specific coefficient of employment is constructed as

$$
\begin{equation*}
K_{z}=\frac{\frac{Z_{0}}{Z}}{\frac{S_{0}}{S}} \tag{2.1}
\end{equation*}
$$

$Z_{0} \quad$ - number of employment in the region (NUTS 3);
Z - number of employment in the state (ČR);
$S_{0} \quad$ - number of inhabitants in the region (NUTS 3);
$S \quad$ - number of inhabitants in the state (ČR).
Each specific coefficient compares a concrete level of the value in the region with respect to its total level in the Czech Republic (CR). Particularly, it takes into account the number of inhabitants in the region compared to the total number of inhabitants in the Czech Republic. Here, the coefficients could be used also for regions NUTS 2, however, we focus only on the level of NUTS 3.
The quarterly data are not available for the territorial units NUTS 3. Instead, we use the valuation of the macroregional aggregates at current prices. Generally we can write the coefficient ( $K_{x}$ ) as follows:

$$
\begin{equation*}
K_{x}=\frac{\frac{P_{x}}{P}}{\frac{S_{x}}{S}}, \tag{2.2}
\end{equation*}
$$

$P_{x} \quad$ - macro-regional indicator for regions NUTS 3;
$P \quad$ - value of macro-regional indicator for all the CR;
$S_{x} \quad-$ number of inhabitants in the region NUTS 3;
$S \quad$ - number of inhabitants in the country (CR).
Coefficient of efficiency of disposability results from the comparison of the coefficient of disposability $(K D)$ and the coefficient of employment $\left(K_{z}\right)$ :

$$
\begin{equation*}
K E D=\frac{K D}{K_{z}} . \tag{2.3}
\end{equation*}
$$

From the methodological point of view, the coefficient of efficient disposability is based on the net disposable income. The net disposable income represents the result of current revenues and expenditures (current transactions) by the primary and secondary distribution of incomes.

Coefficient of efficiency in development is compatible with the level of gross domestic product in the region and it also compares the coefficient of productivity $(K P)$ with the coefficient of employment:

$$
\begin{equation*}
K E R=\frac{K P}{K_{z}} . \tag{2.4}
\end{equation*}
$$

From the methodological point of view, it is the gross domestic product which is reached in regions in current prices and its value derives from the degree of facility of production factors in the region.

Coefficient of efficiency of investment construction is derived from the gross fixed capital formation which represents the investment activity of enterprises. We compare this coefficient of efficiency of investment construction ( $K V$ ) with the coefficient of employment:

$$
\begin{equation*}
K I V=\frac{K V}{K_{z}} \tag{2.5}
\end{equation*}
$$

Coefficient of efficiency of revenues considers also sales of own products and services of industrial nature. It compares the coefficient of sales $(K T)$ with the coefficient of employment:

$$
\begin{equation*}
K E T=\frac{K T}{K_{z}} \tag{2.6}
\end{equation*}
$$

Coefficient of efficiency of building works includes works according to supply contracts. It compares the coefficient of works ( $K S$ ) with the coefficient of employment:

$$
\begin{equation*}
K S P=\frac{K S}{K_{z}} \tag{2.7}
\end{equation*}
$$

Finally, the 5 specific coefficients of efficiency described above were calculated for the year 2000 and 2006 (see Table 1).

| region / spec. coef. | KED <br> 2000 | KER <br> 2000 | KSP <br> 2000 | KIV <br> 2000 | KET <br> 2000 | KED <br> 2006 | KER <br> 2006 | KSP <br> 2006 | KIV <br> 2006 | KET <br> 2006 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Praha (PHA) | 1.184 | 1.774 | 2.560 | 1.853 | 1.006 | 1.209 | 1.869 | 2.768 | 2.156 | 0.888 |
| Středočeský (STČ) | 1.030 | 0.927 | 0.494 | 0.983 | 1.693 | 1.028 | 0.877 | 0.537 | 0.884 | 1.588 |
| Ústecký (ULK) | 0.937 | 0.885 | 1.114 | 0.987 | 0.857 | 0.948 | 0.880 | 0.711 | 0.753 | 0.620 |
| Jihočeský (JHČ) | 0.954 | 0.895 | 0.639 | 1.162 | 0.980 | 0.971 | 0.905 | 0.549 | 1.126 | 1.163 |
| Plzeňský (PLK) | 0.908 | 0.779 | 0.450 | 0.567 | 0.617 | 0.889 | 0.764 | 0.348 | 0.768 | 0.513 |
| Moravskoslezský (MSK) | 1.000 | 0.891 | 0.755 | 0.791 | 1.579 | 0.947 | 0.860 | 0.761 | 0.769 | 1.244 |
| Jihomoravský (JHM) | 0.939 | 0.876 | 0.637 | 0.870 | 0.982 | 0.941 | 0.861 | 0.630 | 0.687 | 1.111 |
| Liberecký (LBK) | 0.968 | 0.912 | 0.646 | 0.890 | 0.791 | 0.955 | 0.855 | 0.521 | 0.664 | 0.667 |
| Zlínský (ZLK) | 0.941 | 0.874 | 0.912 | 0.739 | 0.773 | 0.946 | 0.819 | 0.671 | 0.611 | 1.338 |
| Pardubický (PAK) | 0.902 | 0.829 | 0.686 | 0.909 | 0.766 | 0.951 | 0.844 | 0.618 | 0.605 | 0.906 |
| Královehradecký (HKK) | 0.976 | 0.934 | 1.105 | 0.895 | 0.551 | 0.991 | 0.937 | 1.562 | 0.920 | 0.586 |
| Vysočina (VYS) | 0.976 | 0.850 | 0.763 | 0.818 | 0.637 | 0.932 | 0.764 | 0.564 | 0.920 | 0.665 |
| Olomoucký (OLK) | 0.963 | 0.858 | 0.971 | 0.755 | 0.742 | 0.955 | 0.819 | 0.724 | 0.730 | 0.894 |
| Karlovarský (KVK) | 1.006 | 0.867 | 0.658 | 0.796 | 1.208 | 0.994 | 0.940 | 0.672 | 0.954 | 1.256 |

Table 1: Specific coefficients in 2000 and 2006
Moreover, thanks to all 5 coefficients it was possible to rank the Czech NUTS 3 regions. We started with the classical multi-criteria method by averaging the specific coefficients (i.e. criteria) for individual regions. The following Table 2 shows the result - the ranks of regions separately for the year 2000 and 2006. The same results can be found also in Table 3, column 2 and 3.

| region rank/year | 2000 | 2006 | region rank/year | 2000 | 2006 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | PHA | PHA | 8. | LBK | LBK |
| 2. | STČ | JHM | 9. | ZLK | ZLK |
| 3. | ULK | STČ | 10. | PAK | VYS |
| 4. | JHČ | MSK | 11. | HKK | JHČ |
| 5. | PLK | PLK | 12. | VYS | OLK |
| 6. | MSK | ULK | 13. | OLK | HKK |
| 7. | JHM | PAK | 14. | KVK | KVK |

Table 2: Rank of regions - average of 5 specific coefficients
Here, regional competitiveness (see Nevima, [4]) means an application of the regional own production factors which are available to promote an increase of regional economic growth.

## 3. Ivanovic deviation and its applications for evaluation of regional competitiveness

In the previous chapter we presented specific coefficients of efficiency. Here, they become the basis for further analysis. Another technique of evaluation of regional competitiveness is Ivanovic deviation (ID), see [8]. This method belongs to the techniques of multi-criteria decision-making and its purpose is to assess the ranks of the regions, too. In comparison with simple averaging, here, we have to take into account the importance and mutual dependence of the decision-making criteria (i.e. 5 specific coefficients already mentioned). First, the criteria (i.e. specific coefficients) should be ranked according to their relative importance. This ranking is done by an expert evaluation. Here, $K E R$ is the most important coefficient as it reflects total economic efficiency of the region and it also includes the level of production. The second most important criterion is KED. The reason is that the disposable income is another source for the household consumption and transfer savings to investment. KIV is the third in the row as the gross fixed capital formation is an indicator of connection of expenditures for creation of the fixed assets. These assets are also included in the regional production. KET represents another criterion. $K E T$ could be interpreted as the result of realized production so it is not a source of its value but it is an indicator of its use. KSP is the last (but not the least) criterion in this rank.
In the following step, the weight of each criterion is based on its relative importance - ranking and it takes into account correlation coefficients with the previous (i.e. more important) criteria. Then the weighted distance of the current variant to the ideal (fictitious) one is calculated as follows, see [8]:

$$
\begin{equation*}
I_{j}=\frac{\left|x_{1}^{f}-x_{1 j}\right|}{s_{1}}+\sum_{i=2}^{n} \frac{\left|x_{i}^{f}-x_{i j}\right|}{s_{i}} \prod_{k=1}^{i-1}\left(1-\left|r_{k i}\right|\right) \tag{3.1}
\end{equation*}
$$

$x_{i}^{f}$ - value of $i$-th criterion of ideal (fictitious) variant (i.e. region),
$x_{i j}$ - value of $i$-th criterion $j$-th variant,
$r_{k i}-$ correlation coefficient $i$-th a $k$-th criterion (i.e. specific coefficient),
$s_{i}-$ standard deviation $i$-th criterion calculates:

$$
\begin{equation*}
s_{i}=\sqrt{\frac{1}{m} \sum_{j=1}^{m}\left(x_{i}^{j}\right)^{2}-\left(\bar{x}_{i}\right)^{2}} \tag{3.2}
\end{equation*}
$$

$m$ - total value of variants ( $m=14$ ),
$n-$ total number of criterions ( $n=5$ ).
The rank of 14 NUTS 3 regions in the year 2000 and 2006 calculated by ID method can be seen in Table 3, columns 4 and 5 below.

The approach which is based on the application of Ivanovic deviation seems to be more relevant comparing to the results of the method of simple averaging. As we know the importance of the criteria and correlations (i.e. dependences) among the criteria we are able to determine the "distance" to the ideal region in a more realistic way. Then the final rank of regions corresponds to the different economic importance of individual criteria (i.e. specific coefficient of efficiency). Thanks to this we can consider the final rank as another contribution of this alternative approach to evaluation of regional competitiveness of the NUTS 3 regions in the Czech Republic.

## 4. FVK method

In this section we deal with the same problem by another alternative method. The AHP method was published already in 1980s, see [7], recently, it is considered as the "classical" methodology. On the other hand, FVK is a newly created tool extending application possibilities of the classical AHP, see [5,6]. Here, we compare and discuss the results obtained by this method with the previous Ivanovic deviation method (ID).
Comparing ID and FVK methods there are some significant differences:

- In classical AHP the weights $w_{k}$ are calculated from the pair-wise comparison matrix $S=\left\{s_{i j}\right\}$ by the principal eigenvector method, see [7], whereas in FVK the weights $w_{k}$ are calculated from the pair-wise comparison matrix $S$ through the geometric mean as:

$$
\begin{equation*}
w_{k}=\frac{\left(\prod_{j=1}^{n} s_{k j}\right)^{1 / n}}{\sum_{i=1}^{n}\left(\prod_{j=1}^{n} s_{i j}\right)^{1 / n}} \tag{4.1}
\end{equation*}
$$

where $k=1,2, \ldots, 5$. The elements of the pair-wise comparison matrix $S$ are evaluated by expert pairwise comparisons of the relative importance of the criteria - i.e. the specific coefficients.

- The total evaluation $J_{i}$ of every variant (i.e. region) $i=1,2, \ldots, 14$ is calculated as the weighted average:

$$
\begin{equation*}
J_{i}=\sum_{k=1}^{n} w_{k} a_{i k} \tag{4.2}
\end{equation*}
$$

where $a_{i k}$ is the normalized value of the $k$-th specific coefficient for the $i$-th region described in Section 2.

- FVK method reduces some theoretical disadvantages of the method of principal eigenvector used in AHP, e.g. the rank reversal problem.
All results presented in Table 3, column 6 and 7, have been calculated by software tool named FVK. This SW has been created as an add-in of MS Excel 2003 within the GACR project No. 402060431, see [5]

Table 3, columns 6 and 7 shows the results of ranking the regions calculated by FVK method.

| 1. <br> rank /method | 2. <br> average <br> 5 coeff. <br> 2000 | 3. <br> average <br> 5 coeff. <br> 2006 | 4. <br> Ivanovic <br> deviation <br> 2000 | 5. <br> Ivanovic <br> deviation <br> 2006 | 6. <br> FVK <br> 2000 | FVK <br> 2006 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | PHA | PHA | PHA | PHA | PHA | PHA |
| 2. | STČ | JHM | STČ | STČ | STČ | JHM |
| 3. | ULK | STČ | ULK | MSK | ULK | STČ |
| 4. | JHČ | MSK | MSK | PAK | JHČ | MSK |
| 5. | PLK | PLK | PLK | ULK | JHM | PLK |
| 6. | MSK | ULK | LBK | PLK | PLK | ULK |
| 7. | JHM | PAK | HKK | LBK | MSK | PAK |
| 8. | LBK | LBK | JHČ | VYS | ZLK | LBK |
| 9. | ZLK | ZLK | PAK | ZLK | PAK | ZLK |
| 10. | PAK | VYS | ZLK | JHM | LBK | JHČ |
| 11. | HKK | JHČ | JHM | HKK | HKK | VYS |
| 12. | VYS | OLK | VYS | JHČ | OLK | OLK |
| 13. | OLK | HKK | OLK | OLK | VYS | HKK |
| 14. | KVK | KVK | KVK | KVK | KVK | KVK |

Table 3: Final ranks of regions using selected methods

## 5. Conclusion

In this paper we have dealt with some approaches for evaluation of regional competitiveness in the Czech Republic. The final rank of regions has been presented on the basis of specific coefficients of efficiency. In Table 3 the final ranks of NUTS 3 regions in the Czech Republic applying selected methods: the simple averaging, Ivanovic deviation and FVK method is presented. It is clear that any of presented techniques does not lead to very different results. From this perspective the results are considered as robust. For example the rank of extreme cases - Praha (PHA) and Karlovarský (KVK) region remain unchanged. On the other hand each technique is unique so we can not say that some leads to more (or less) credible result than the others. Table 3
also shows that more similar rank of regions is reached in 2000/2006 when using arithmetic average and FVK method. Contrary, smaller similarity in rank is reached when applying Ivanovic deviation. Consequently, all approaches presented here could be considered as allowable alternative ways for evaluation of regional competitiveness in the Czech Republic.

The results presented here are also the part of outcomes of the project of the bilateral cooperation between the Czech Republic and the Slovak Republic under the project "Macroeconomic simulation with focus on currency transformation in the Czech Republic and Slovakia" (MEB 080853).
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#### Abstract

In this study, I employ high frequency 5 minute market data of close prices of the main indices from Prague, Warsaw, Budapest and Frankfurt and perform a detailed price jump analysis focusing on the tail behavior. The data spans June 2003 to the end of 2008. I use two definitions of price fluctuations, namely the price jump index and normalized returns. Using the first approach, I find that the tail part of the distribution of this quantity shows scale behavior. I perform a sensitivity test on the parameters used in this estimation such as the length of the moving average. Using this quantity, I test the different behavior of the high frequency returns between upward and downward movements as well as for a change in the scale behavior after the financial turmoil. To be able to compare it with the existing literature, I employ the second approach and repeat the basic analysis. To strengthen my analysis, I perform a robustness check of the same study using lower frequencies. Keywords. Price jumps, PSE, scale behavior.


## 1 Introduction

The distribution of the stock market price fluctuations using high frequency data has been extensively analyzed, mainly for mature markets. Tail distributions are particularly interesting as they are directly connected with extreme events. The general understanding of the tails of price return distributions suggests that the price returns follow a distribution close to the inverse cubic one $[1,2]$. The tail behavior of price jump distribution using high frequency data for a broad range of stock market indices has been studied in [3], where the authors used normalized returns. The tail distribution of the emerging markets was further studied in [4], where the authors focused on Chinese stock markets. They have shown that power-law scaling behavior is valid only for long term distributions, while for short term distributions the tail behavior is suppressed in an exponential manner. An alternative to normalized returns represents the so-called price jump index used in [5], which is the ratio of the absolute value of returns to its moving average. This quantity obeys the same distributional properties as normalized returns.

In this analysis I focus on stock market indices from the Czech Republic (PX), Hungary (BUX) and Poland (WIG20), and also on the index from Frankfurt (DAX), Germany, chosen because of its geographical closeness. In the first part, I use a price jump index to show a tail distribution for all four indices and for various frequencies as well as for the moving averages with various length. Further, I study the positive and negative jumps separately. Next, I test the change of the scaling properties during the beginning of the financial turmoil. Finally, I employ normalized returns to repeat my basic analysis of the tail behavior.

## 2 Data

I use data with 5 minute frequency for indices from Prague (PX50), Budapest (BUX), Warsaw (WIG20) and Frankfurt (DAX) spanning $06 / 03$ to $12 / 08$. Since the main purpose of this research is to study scaling of the indices with respect to the market dynamics, I have cut-off the very beginning and the very end of the trading day and thus defined the trading period as follows: i) PX: opening hours from 9:15 to 16:00 and trading period from 9:30 to 15:30; ii) DAX: opening hours from 9:00 to 17:30 and trading period from 9:30 to 17:00; iii) BUX: opening hours from 9:00 to 16:30 and trading period from 9:30 to 16:00; and, iv) WIG: opening hours from 9:00 to 16:20 and trading period from 9:30 to 16:00. I distinguish between two types of times, calendar time and trading time, where the latter one runs only during the trading periods, i.e., the last minute at the end of the trading period is followed by the first minute of the next trading period.

[^48]
## 3 Price Jumps Analysis

In this analysis, I perform price jump analysis using two definitions of price jumps: price jump index and normalized returns.

### 3.1 Price Jump Index and Scale Behavior

The intuitive way to study price jumps and their distribution is to compare an absolute value of returns to the average of the same quantity [5]. I use the standard definition of returns as $r(t)=\log (R(t) / R(t-1))$, where $R(t)$ is the price level of an index. Hence, the price jump index $j_{T}(t)$ with the time window $T$ at time $t$ is defined as

$$
\begin{equation*}
j_{T}(t)=\frac{|r(t)|}{\langle | r(t)| \rangle_{T}}, \tag{1}
\end{equation*}
$$

where $\langle | r(t)\left\rangle_{T}\right.$ is the standard moving average of the length $T$ of time steps including a current value.
The distribution of the price jump index $j_{T}(t)$ should behave as $\propto s^{-\alpha_{T}}$, i.e.,

$$
\begin{equation*}
P(j>s ; T) \sim s^{-\alpha_{T}} \tag{2}
\end{equation*}
$$

The value $\alpha_{T}<3$ indicates the Levy-like behavior with an infinite volatility. As mentioned above, the high-frequency returns of the stock prices and indices should follow a process which is on average close to $\alpha \propto 4$, corresponding to an inverse cubic distribution for tails.

First, I will discuss the dependence of $\alpha$ on the length of time window. I take $T=12,24,100,1000$, 2000 and $5000^{1}$. The time steps $T=12$ and 24 are taken in calendar time to focus on a current day without any history. The remaining 4 time widows are taken in trading time.

The tail behavior of the probability distribution from eq. (2) for the PX index for all four frequencies and all six time windows is represented in the Figure 1a. This Figure clearly shows that the higher the time window $T$, the higher is the probability of the occurrence of high events. This result is in agreement with [4], where they explicitly tested for the exponential behavior of the tails.

Fig. 1. LHS: a) Tail part of the price jump index distribution for the PX index for all combinations of frequencies and time windows. RHS: b) The same distribution after performing natural logarithms of both sides of 2 . Symbols used: $\bullet T=12, \diamond T=24, \triangle T=100, \square T=1000,+T=2000$ and $\times T=5000$.


Further on, I focus on the long-term properties of the price distributions. To estimate a characteristic coefficient $\alpha_{T}$ of a power-law distribution, one can proceed at least in two ways. First, one can estimate it using a MLE directly from this distribution, as advocated in [1], or one can linearize eq. (2) by taking natural logarithms and use, as I have done, OLS.

The example of such distributions after linearization is depicted in the Figure 1b. The same Figures for the remaining indices can be found in [6].

Numerical results of the estimated $\alpha_{T}$ for PX can be found in Table 1. The algorithm to estimate $\alpha_{T}$ is the following: Using OLS, I have estimated $\alpha_{T}$ for each combination of frequency, $T$ and for various tail intervals of $\ln (s)$. I have taken the result which has the highest $R^{2}$. Such an algorithm was simple and in agreement with visual observation of the linear region of tails. The results suggest that behavior significantly depends on the length of the time window. Generally, the longest time window supports the existence of extreme events (smaller $\alpha_{T}$ ).

Using the longest time window, I have estimated $\alpha_{T}$ for all the indices and all frequencies. The result is summarized in Table 2. The results with the highest frequency suggest the close characteristic of PX,

[^49]Table 1. Estimated parameter $\alpha_{T}$ for index PX and for $T=100,1000,2000$ and 5000, and for 5, 10, 15 and 30 minute frequency. The value in the bracket is the standard deviation.

| $\alpha_{T}\left(\sigma_{\alpha}\right)$ | $T=100$ | $T=1000$ | $T=2000$ | $T=5000$ |
| :---: | :---: | :---: | :---: | :---: |
| PX, 5 min | $4.156(.055)$ | $3.513(.036)$ | $3.943(.038)$ | $3.586(.033)$ |
| $\mathrm{PX}, 10 \mathrm{~min}$ | $4.791(.131)$ | $4.194(.061)$ | $4.330(.072)$ | $3.349(.029)$ |
| $\mathrm{PX}, 15 \mathrm{~min}$ | $5.626(.157)$ | $4.309(.078)$ | $4.674(.164)$ | $3.713(.040)$ |
| $\mathrm{PX}, 30 \mathrm{~min}$ | $5.670(.260)$ | $4.923(.147)$ | $4.668(.108)$ | $3.666(.093)$ |

Table 2. Estimated $\alpha_{T}$ for all four indices, all frequencies and $T=5000$. The value in the bracket is the standard deviation.

| $\alpha_{T}\left(\sigma_{\alpha}\right)$ | 5 min | 10 min | 15 min | 30 min |
| :---: | :---: | :---: | :---: | :---: |
| PX | $3.554(.033)$ | $3.313(.031)$ | $3.713(.040)$ | $4.167(.085)$ |
| DAX | $4.098(.046)$ | $3.773(.030)$ | $3.542(.049)$ | $2.973(.032)$ |
| BUX | $3.809(.024)$ | $3.403(.027)$ | $3.493(.029)$ | $3.465(.059)$ |
| WIG | $4.949(.083)$ | $4.825(.096)$ | $4.517(.099)$ | $3.927(.063)$ |

DAX and BUX, while WIG20 index has the most different behavior (compare standard deviations). This table also shows a change in the tail behavior on the frequency, which is most visible in the Levy-like behavior of the DAX index for 30 minute frequency.

Fig. 2. Volatility study for PX and DAX using 5 minute data and the shortest time window.


Financial Turmoil In August 2008, financial markets experienced a sudden change in market conditions. The change in the market conditions can be seen in Figure 2, which contains a volatility study for absolute returns for PX and DAX. Both indices confirm that "something" disturbing happened after August 2008, which significantly increased volatility on the markets. Hence, I estimate $\alpha$ month by month test for the significant change in its value after the turmoil started. Figures, including $95 \%$ CI can be found in [6]. However, results cannot statistically confirm any pattern. One of the possible explanations is insufficient amount of data, since one month represents roughly $1.5 \%$ of the data and since this study focuses on extreme events, it would need much stronger statistics.

Up/Down asymmetry I have tested up/down asymmetry by estimating $\alpha$ for the movements up and down separately, using all four indices, all frequencies and $T=5000$. The results are in Table 3. At highest frequency, the hypothesis of the more extreme events in the downward direction is clearly confirmed for PX and BUX. On the other hand, WIG20 behaves quite differently, see the size of the standard deviation. The results also suggest the strong dependence on the used frequency, which can even change the manner of the asymmetry.

### 3.2 Normalized returns

Normalized returns represent the second possible definition of price fluctuations

$$
r_{T}^{n}(t)=\frac{r(t)-\langle r(t)\rangle_{T}}{\sigma_{T}(t)}
$$

where $\langle r(t)\rangle_{T}$ is defined as above but with true values of returns and $\sigma_{T}(t)$ is the standard deviation of the true values of returns.

In this case, I use $T=5000$. The tail part of the normalized returns distribution should also follow the power-law behavior (2). The plot with the tail part of the distributions for all four indices and various frequencies can be found again in [6]. Numerical results for estimated $\alpha_{T}$ are presented in the Table 4.

Table 3. Up/down asymmetry for all four indices and all frequencies for $T=5000$.

| $\alpha\left(\sigma_{\alpha}\right)$ | 5 min | 10 min | 15 min | 30 min |
| :---: | :---: | :---: | :---: | :---: |
| PX, + | $3.654(.047)$ | $3.721(.058)$ | $3.475(.040)$ | $3.516(.077)$ |
| PX, - | $3.435(.041)$ | $3.065(.031)$ | $4.028(.053)$ | $4.008(.082)$ |
| DAX, $+3.836(.037)$ | $3.704(.049)$ | $3.310(.044)$ | $2.720(.044)$ |  |
| DAX, - | $4.277(.057)$ | $3.792(.043)$ | $3.703(.068)$ | $3.233(.037)$ |
| BUX, $+3.887(.027)$ | $3.388(.033)$ | $3.712(.062)$ | $3.712(.078)$ |  |
| BUX, - | $3.769(.033)$ | $3.365(.046)$ | $3.352(.045)$ | $3.359(.063)$ |
| WIG, $+4.208(.075)$ | $4.103(.096)$ | $3.979(.067)$ | $3.277(.081)$ |  |
| WIG, - | $6.205(.293)$ | $4.811(.157)$ | $4.769(.159)$ | $4.076(.127)$ |

The results suggest that the scale behavior of the price jump index and normalized returns have different numerical values. However, they also show the same patterns, see, e. g., the Levy-like behavior of the DAX index for lowest frequency, which is confirmed for both definitions of price jumps, or the problems with the size of the standard deviations of the characteristic exponent estimates for the WIG index, which are much higher compared to other indices. Generally, the size of the standard deviation serves as an indicator for the accuracy of a given approach.

Table 4. Estimated coefficient $\alpha$ for the normalized returns (positve and negative sides) and $T=5000$. Value in brackets means standard deviation.

| $\alpha\left(\sigma_{\alpha}\right)$ | 5 minute | 10 minute | 15 minute | 30 minute |
| :---: | :---: | :---: | :---: | :---: |
| PX + | $3.659(.066)$ | $3.607(.080)$ | $3.651(.038)$ | $3.397(.093)$ |
| PX - | $3.277(.070)$ | $3.186(.027)$ | $3.932(.105)$ | $3.654(.141)$ |
| DAX + | $4.288(.067)$ | $4.025(.036)$ | $3.275(.061)$ | $2.699(.115)$ |
| DAX - | $4.064(.095)$ | $3.815(.061)$ | $3.830(.088)$ | $3.388(.082)$ |
| BUX + | $3.972(.044)$ | $3.636(.060)$ | $3.827(.103)$ | $4.144(.138)$ |
| BUX - | $4.060(.058)$ | $3.756(.037)$ | $3.689(.072)$ | $3.874(.133)$ |
| WIG + | $3.992(.092)$ | $4.316(.098)$ | $4.140(.103)$ | $3.472(.079)$ |
| WIG - | $5.153(.110)$ | $4.872(.215)$ | $5.636(.234)$ | $4.652(.246)$ |

## 4 Conclusion

I have performed both quantitative and qualitative analysis of the tail distribution of price fluctuations using high frequency data for three emerging markets (Visegrad indices: PX, BUX and WIG20) and for one mature market (DAX). The analysis confirmed a power-law behavior of tails and revealed its strong statistical dependence on the used frequency and also on the length of the reference window. I have used two different definitions of price fluctuations: the price jump index, and the normalized returns. I have also performed an analysis of the possible asymmetry between upward and downward movements. This test confirmed three of the four indices that the extreme movements down are more probable compared to movements up. I have also tested for possible different scale behavior before and after the financial turmoil beginning in August 2008. Such an analysis does not confirmed an intuitive hypothesis of the lower characteristic exponent after the financial turmoil, as was expected from the volatility behavior. Despite the existing literature and the work done here, the price jumps and its connection to economics reality still offers a field for future research.
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#### Abstract

Communication networks have increased in scale and heterogeneity. There are multiple network owners and operators. It is useful to find economic mechanisms that result in efficient resource allocations among agents. Auctions for spectrum allocation are devoted to selling frequency spectrum to telecommunication companies. Several auction formats were discussed for realizing the spectrum auction objectives such as efficient outcome, preventing monopolization, and maximizing revenue. Bandwidth auction problems are characterized by sellers with slots of bandwidth and by buyers with values for bundles of slots. The allocation problem here is to assign combinations of bandwidth slots to buyers and match them with sellers so as to maximize the total surplus in the system. These problems lead to combinatorial auctions with multiple criteria. The paper presents mathematical models of auctions in communication networks.
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## 1. Introduction

Communication networks have increased in scale and heterogeneity. The demand for bandwidth in communication networks has been growing exponentially since the birth of worldwide networks and new applications, more and more bandwidth-needing, have been appearing. As a result, despite the efforts made to increase communication rates, the available capacities are often insufficient to satisfy all service requests. Situations of congestion occur frequently, meaning that some users' requests are rejected.

The pricing scheme for communications, based on a fixed charge independent of use, does not take into account the negative externalities among users (a user consuming bandwidth may prevent another request from being treated successfully), and thus constitutes an incentive to overuse the network. Designing new allocation and pricing schemes therefore appears as a solution for solving congestion problems, by inciting users to limit their consumption.

There are multiple network owners and operators. It is useful to find economic mechanisms that result in efficient resource allocations among agents. Auctions for spectrum allocation are devoted to selling frequency spectrum to telecommunication companies. Bandwidth auction problems are characterized by sellers with slots of bandwidth and by buyers with values for bundles of slots. The allocation problem here is to assign combinations of bandwidth slots to buyers and match them with sellers so as to maximize the total surplus in the system.

Selling frequency spectrum to telecommunication companies through on-line auctions was first attempted in New Zealand (1989) and in England (1990) (see [6]). Later, auctions were used for selling spectrum rights in Australia in 1993. These auctions failed to generate much revenue due to flaws in auction design. The paper [5] attributes the problems of the Dutch and Swiss 3G contests, in particular, to a lack of appreciation of the role of auction design in creating incentives for entry and discouraging collusion.

Auctions are important market mechanisms for the allocation of goods and services. An auction provides a mechanism for negotiation between buyers and sellers. In forward auctions a single seller sells resources to multiple buyers. In a reverse auctions, a single buyer attempts to source resources from multiple suppliers, as is common in procurement. Auctions with multiple buyers and sellers are called double auctions. Auctions with multiple buyers and sellers are becoming increasing popular in electronic commerce. It is well known that double auctions in which both sides submit demand or supply bids are much more efficient than several onesided auctions combined.

The communication problems lead to combinatorial auctions. Combinatorial auctions are those auctions in which bidders can place bids on combinations of items, so called bundles. The advantage of combinatorial auctions is that the bidder can more fully express his preferences. This is particular important when items are complements. The auction designer also derives value from combinatorial auctions. Allowing bidders more fully to express preferences often leads to improved economic efficiency and greater auction revenues.

The paper presents mathematical models of auctions in communication networks. Several auction formats were discussed for realizing the spectrum auction criteria such as maximizing revenue, efficient outcome, and preventing monopolization. The criteria can be taken simultaneously. For multicriteria auctions we propose to use the Analytic Network Process (ANP) and a dynamic version the Dynamic Network Process (DNP).

## 2. Spectrum Allocation

Communication authority allocates spectrum licenses. The problem here is to achieve an efficient allocation of new spectrum licenses to communication companies. The mobility of clients leads to synergistic values across geographically consistent license areas. It is required that all the licenses be allocated at the same time as some companies might value certain combination of licenses more than individual licenses.

We consider a version of spectrum auctions, a forward combinatorial auction of indivisible items with one seller and multiple buyers. Let us suppose that the seller $S$ (communication authority) offers a set $R$ of $r$ items (spectrum licenses), $j=1,2, \ldots, r$, to $n$ potential buyers (communication companies) $B_{1}, B_{2}, \ldots, B_{\mathrm{n}}$. Buyers are interested in buying the entire set or some subsets of $R$. Each buyer receives only one subset. The seller wants to maximize his revenue i.e. allocate the goods to the buyers with the highest bids.

Items are available in single units. A bid made by buyer $B_{i}, i=1,2, \ldots, n$, is defined as

$$
b_{i}=\left\{C, p_{i}(C)\right\},
$$

where
$C \subseteq R$, is a combination of items,
$p_{i}(C)$, is the offered price by buyer $B_{i}$ for the combination of items $C$.
$x_{i}(C)$ is a bivalent variable specifying if the combination $C$ is assigned to buyer $B_{i}$.
The forward auction can be formulated as follows

$$
\sum_{i=1}^{n} \sum_{C \subseteq R} p_{i}(C) x_{i}(C) \rightarrow \quad \max
$$

subject to

$$
\begin{align*}
& \sum_{C \subseteq R} x_{i}(C) \leq 1, \forall i, i=1,2, \ldots, n,  \tag{1}\\
& \sum_{i=1}^{n} \sum_{C \subseteq R} x_{i}(C) \leq 1, \forall j \in \square R, \\
& x_{i}(C) \in\{0,1\}, \forall C \subseteq R, \forall i, i=1,2, \ldots, n .
\end{align*}
$$

The objective function expresses the revenue for the communication authority. The first constraint ensures that no buyer receives more than one combination of items. The second constraint ensures that overlapping sets of items are never assigned. Approaches are proposed for solving of forward auctions (see [1]).

## 3. Bandwidth Exchanges

Slots of bandwidth are available of a fixed size and duration with public and private companies (sellers). Service providers or smaller companies (buyers) have values for bundles of slots. The allocation problem here is to assign combinations of bandwidth slots to buyers and match them with sellers so as to maximize the total surplus in the system. The total surplus is the total amount received from the buyers minus the total payments to be made to sellers (see [2], [4]). This problem leads to a double combinatorial auction.

For the double auction, the auctioneer is faced with the task of matching up a subset of the buyers with a subset of the sellers. The profit of the auctioneer is the difference between the prices paid by the buyers and the
prices paid to the sellers. The objective is to maximize the total surplus in the system given the bids made by sellers and buyers. Constraints establish the same conditions as in spectrum allocation problem.

We present a double auction problem of indivisible items (slots of bandwidth) with multiple sellers and multiple buyers. Let us suppose that $m$ potential sellers $S_{1}, S_{2}, \ldots, S_{m}$ offer a set $R$ of $r$ items, $j=1,2, \ldots, r$, to $n$ potential buyers $B_{1}, B_{2}, \ldots, B_{n}$.

A bid made by seller $S_{h}, h=1,2, \ldots, m$, is defined as $b_{h}=\left\{C, c_{h}(C)\right\}$,
a bid made by buyer $B_{i}, i=1,2, \ldots, n$, is defined as $b_{i}=\left\{C, v_{i}(C)\right\}$,
where
$C \subseteq R$, is a combination of items,
$c_{h}(C)$, is the offered price by seller $S_{h}$ for the combination of items $C$,
$p_{i}(C)$, is the offered price by buyer $B_{i}$ for the combination of items $C$.
Bivalent variables are introduced for model formulation:
$x_{i}(C)$ is a bivalent variable specifying if the combination $C$ is assigned to buyer $B_{i}$,
$y_{h}(C)$ is a bivalent variable specifying if the combination $C$ is bought from seller $S_{h}$.

$$
\sum_{i=1}^{n} \sum_{C \subseteq R} p_{i}(C) x_{i}(C)-\sum_{h=1}^{m} \sum_{C \subseteq R} c_{h}(C) y_{h}(C) \rightarrow \max
$$

subject to

$$
\begin{align*}
& \sum_{C \subseteq R} x_{i}(C) \leq 1, \forall i, i=1,2, \ldots, n, \\
& \sum_{C \subseteq R} y_{h}(C) \leq 1, \forall h, h=1,2, \ldots, m,  \tag{2}\\
& \sum_{i=1}^{n} \sum_{C \subseteq R} x_{i}(C) \leq \sum_{h=1}^{m} \sum_{C \subseteq R} y_{h}(C), \forall j \in R, \\
& x_{i}(C) \in\{0,1\}, \forall C \subseteq R, \forall i, i=1,2, \ldots, n, \\
& y_{h}(C) \in\{0,1\}, \forall C \subseteq R, \forall h, h=1,2, \ldots, m .
\end{align*}
$$

The objective function expresses the total surplus in the system. The first constraint ensures that no bidder receives more than one combination of items. The second constraint ensures that no seller sells more than one combination of items. The third constraint ensures for buyers to purchase a required item and that the item must be offered by sellers. Approaches are proposed for solving of double auctions (see [9]).

## 4. Multicriteria auctions

Several auction formats were discussed for realizing the spectrum auction criteria such as maximizing revenue, efficient outcome, preventing monopolization, and other criteria. The criteria can be taken simultaneously. For multicriteria auctions we propose to use the Analytic Network Process (ANP) and a dynamic version the Dynamic Network Process (DNP).

The key feature that makes combinatorial auctions most appealing is the ability for bidders to express complex preferences over bundles of items, involving complementarity and substitutability. Items are complements when a set of items has greater utility than the sum of the utilities for the individual items. Items are substitutes when a set of items has less utility than the sum of the utilities for the individual items.

Different elicitation algorithms may require different means of representing the information obtained by bidders. The paper [8] describes a general method for representing an incompletely specified valuation functions. A constraint network is a labeled directed graph consisting of one node for each bundle b representing the elicitor's knowledge of the preferences of a bidder. A directed edge $(a, b)$ indicates that bundle a is preferred to bundle $b$. Figure 1 represents an example of a constraint network for bundles of three items (A,B,C).


Fig. 1 Constraint network
The constraint network representation is useful conceptually, and can be represented explicitly for use in various elicitation algorithms. But its explicit representation is generally tractable only for small problems, since it contains $2^{m}$ nodes. For preference elicitation of bundles in a constraint network can be used Analytic Network Process. The ANP is the method that makes it possible to deal systematically with all kinds of dependence and feedback in the performance system (see [7]). The structure of the ANP model is described by clusters of elements connected by their dependence on one another. A cluster groups elements that share a set of attributes. At least one element in each of these clusters is connected to some element in another cluster. These connections indicate the flow of influence between the elements (see Figure 2).


Fig. 2 Clusters and connections in multicriteria auctions
The clusters in multicriteria combinatorial auctions can be sellers, buyers, bundles of items, and evaluating criteria also. Paired comparisons are inputs for preference elicitation in combinatorial auctions. A supermatrix is a matrix of all elements by all elements. The weights from the paired comparisons are placed in the appropriate column of the supermatrix. The sum of each column corresponds to the number of comparison sets. The weights in the column corresponding to the cluster are multiplied by the weight of the cluster. Each column of the weighted supermatrix sums to one and the matrix is column stochastic. Its powers can stabilize after some iterations to limited supermatrix. The columns of each block of the matrix are identical in many cases, though not always, and we can read off the global priority of units.

We used the ANP software Super Decisions developed by Creative Decisions Foundation (CDF) for some experiments for testing the possibilities of the expression and evaluation of the multicriteria combinatorial auction models (Figure 3).


Fig. 3 Multicriteria Auction Model
The ANP have been static but for today's world analyzing is very important time dependent decision making. The DNP methods were introduced. There are two ways to study dynamic decisions: structural, by including scenarios, and functional by explicitly involving time in the judgment process. For the functional dynamics there are analytic or numerical solutions. The basic idea with the numerical approach is to obtain the time dependent principal eigenvector by simulation. The DNP seems to be the appropriate instrument for analyzing dynamic network effects (see [3]). The method is appropriate also for the specific features of multicriteria combinatorial auctions. The method computes time dependent weights for bundles of items or weights of bidders.

## 5. Conclusions

The paper is devoted to modeling auctions in communication networks. Modeling and solving the communication problems by combinatorial auctions is a promising for practical exploitations. Spectrum allocation and bandwidth exchange problems are formulated. The spectrum allocation problem is solved by a forward combinatorial auction. The bandwidth exchange problem is solved by a double combinatorial auction. The proposed combinatorial auction models give us an opportunity to design modifications of the auction. Several auction formats were discussed for multiple criteria. The approach is based on the ANP and a dynamic version the DNP. A flexible instrument is proposed for modeling and solving spectrum allocation and bandwidth exchange problems.
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#### Abstract

The relationship between foreign direct investment (FDI) inflows and economic growth is important for policy makers. A positive relationship between this two entities is theoretically expected but available empirical evidence does not always support this idea. Numerous articles bring the attempts to find the factors the presence of which boost, or reduce, the impact of FDI on GDP growth in the host country. Some authors conclude that FDI inflows exert a positive impact on economic growth only in the presence of a highly skilled labor force and trade openness and the more negative one the higher degree of corruption occurs. Others give results showing that FDI imply increase of GDP in developing countries but not in advanced economies. Bringing together, an ambiguity of relations is apparent.

In this article, a FDI and GDP relation in Central European new EU members is studied. Evidently, the difficulties arise how to evaluate relevant characteristics of Czech Rep., Hungary, Poland, Slovakia as for their degree of development. Besides, all the countries do not take part in the FDI process for a sufficiently long time to assemble representative data sets. So, all the countries are studied by the help of panel data techniques and the group is enlarged by Austria, the results of which are used as a sort of verification of credibility of movements and influences found by the models.
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## 1. Introduction

The relationship between foreign direct investment (FDI) inflows and economic growth is important for policy makers. A positive relationship between this two entities is theoretically expected but available empirical evidence does not always support this idea. Numerous articles bring the attempts to find the factors the presence of which boost, or reduce, the impact of FDI on GDP growth in the host country. In [5], the authors conclude that FDI inflows exert a positive impact on economic growth only in the presence of a highly skilled labor force and trade openness and the more negative one the higher degree of corruption occurs. Johnson [3] gives results showing that FDI imply increase of GDP in developing countries but not in advanced economies. A negative effect on growth should, according to [1], have FDI inflows into the primary sector. Bringing together, an ambiguity of relations is apparent. As we intend to study the FDI and GDP relation in central European new EU members, the difficulties arise how to evaluate relevant characteristics. Czech Republic, Hungary, Poland, Slovakia, are they developing countries or advanced enough? Besides, all the countries do not take part in the FDI process for a sufficiently long time to assemble representative data sets. So, all the countries will be studied by the help of panel data techniques and the group will be enlarged by Austria, the results of which should be used as a sort of verification of credibility of movements and influences found by the models.

Two approaches are applied. A traditional one is a formulation of a VAR model looking for eventual relations between GDP and FDI. Newly, an influence of FDI on GDP is studied by the help of an efficiency measurement, as it is e.g. in [5].

Data concerning years 1998 - 2007 (yearly, source: Eurostat), FDI, GDP and gross fixed capital formation are measured in mil. of Euro; their logarithms are fdi, gdp, cap. Productivity is measured as value added per person employed per year and is related to $100=$ EU27average; prod means relevant logarithmic values. The main two entities data are briefly presented at the Figures 1. - 2. Each of the five countries is represented by an average value of GDP and FDI respective. The relations correspond with a common expectation.

[^50]

Figure 1.: Average GDP


Figure 2.: Average FDI

## In both Figures:

1 - Austria, 2 - Czech Republic, 3 - Hungary, 4 - Poland, 5 - Slovakia

## 2. Causality between FDI and GDP

As for the basic question, if FDI induces GDP growth or vice versa, we cannot take advantage of the Granger causality concept (see e.g. [2]) because of the short data series. For the same reason, the individual VAR models dealing with unique countries were not estimated and a usual inference as stationarity and cointegration could not be performed. Instead of it, an equation

$$
\begin{equation*}
G D P=\alpha_{0}+\alpha_{1} G D P_{-1}+\alpha_{2} F D I_{-1}+u \tag{1}
\end{equation*}
$$

was estimated for all economies contemporaneously using the SUR method. Analogically, the other "VAR" equations

$$
\begin{equation*}
F D I=\beta_{0}+\beta_{1} G D P_{-1}+\beta_{2} F D I_{-1}+v \tag{2}
\end{equation*}
$$

were found. The results are summarized in Table 1.
The shadowed arrays indicate unconfirmed influence. Hence, in Austria FDI do not affect the GDP but the GDP is a supporting factor of FDI inflows. A similar situations exhibit Slovakia, thought an economic reasoning will probably be different.

| endogen. |  | Au | Cz | Hu | Pl | Sk |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GDP | const | -35.3369 | -125.012 | 89.5811 | -230.182 | -102.535 |
|  | $\mathrm{GDP}_{-1}$ | 1.04481 | 1.19103 | 1.04542 | 0.999569 | 1.17068 |
|  | st.err. | 0.004434 | 0.02184 | 0.02299 | 0.04089 | 0.01750 |
|  | t-prob | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
|  | $\mathrm{FDI}_{-1}$ | -0.0368617 | -0.805675 | 0.817135 | 3.06503 | 0.0617358 |
|  | st.err. | 0.1472 | 0.2950 | 0.3865 | 0.9743 | 0.2302 |
|  | t-prob | 0.804 | 0.011 | 0.044 | 0.004 | 0.791 |
| FDI | const | -113.783 | 24.8395 | -13.8522 | -64.8206 | 28.2206 |
|  | $\mathrm{GDP}_{-1}$ | 0.0613299 | 0.0965960 | 0.0414152 | 0.0197367 | 0.119191 |
|  | st.err. | 0.01395 | 0.01068 | 0.008969 | 0.006979 | 0.009115 |
|  | t-prob | 0.000 | 0.000 | 0.000 | 0.009 | 0.000 |
|  | $\mathrm{FDI}_{1}$ | -0.704363 | -0.364205 | 0.325419 | 0.649273 | -0.672293 |
|  | st.err. | 0.4631 | 0.1443 | 0.1508 | 0.1663 | 0.1199 |
|  | t-prob | 0.139 | 0.018 | 0.040 | 0.001 | 0.000 |

Table 1. Estimates of equations (1), (2)
The SUR estimates guarantee the smallest possible standard errors but the VAR models reconstructed by this way do not enable to profit from the VAR structure, at least in a case of a standard software support.

That is why the data sample was treated as a panel set and a real VAR model comprising (1) and (2), and introducing dummy variable D for Austria, was estimated in the sense of pooled regression. The results are in Table 2.

| endogen. |  |  |
| :--- | :--- | :--- |
|  | const. | 44834 |
|  | dummy | 23831 |
|  | st.err. | 29540 |
|  | t-prob | 0.425 |
|  | GDP $_{-1}$ | 0.899 |
|  | st.err. | 0.157 |
|  | t-prob | 0.000 |
|  | FDI $_{-1}$ | 0.019 |
|  | st.err. | 2.398 |
|  | t-prob | 0.016 |
|  | const. | 2751.96 |
|  | dummy | 135.502 |
|  | st.err. | 2498 |
|  | t-prob | 0.957 |
|  | GDP -1 | 0.032 |
|  | st.err. | 0.013 |
|  | t-prob | 0.024 |
|  | FDI -1 | -0.138 |
|  | st.err. | 0.202 |
|  | t-prob | 0.498 |

Table 2.

The shadowed arrays again indicate statistic unsignificance. There is no confirmation of a special position of Austria in the followed context. Besides, appropriate tests show that the presence of FDI and GDP including lag 1 is relevant. Economic interpretation speaks in favor of influence in both directions ( $F D I \leftrightarrow G D P$ ).

Besides, the two roots of companion matrix have modulus less then one, so the equation system is stable and an impulse response analyze can be performed. The results are given by the Figure 3. and show a quick return to an equilibrium position.


Figure 3.

## 3. Effectiveness of FDI influence on GDP

In latest papers e.g. [5], a stochastic frontier production function is used to study whether FDI inflows increase economic growth by the help of efficiency gains. Under an assumption of the same technology available across all countries in the sample, technical efficiency of the economies is computed as $T E=\exp \left(\hat{u}_{i t}-\max \left\{\hat{u}_{i t}\right\}\right)$ when assuming the production function to be a Cobb - Douglas one (details e.g. [4]).


Row1(Řada1) - Austria - dark blue ${ }^{2}$ Row 2(Řada2) - Czech Rep. - lilac
Row 3(Řada3) - Hungary - yellow
Row 4(Řada4) - Poland - azure
Row 5(Řada5) - Slovakia - bordeaux

Figure 4.

A most simple relation using logarithmic values show

$$
\begin{equation*}
g \hat{d} p=7.155+0.526 f d i \tag{3}
\end{equation*}
$$

[^51]Technical efficiency TE of FDI influence is presented by the help of Figure 4. The acute part of the Austrian line may be related to a measurement error (for a verification there was no alternative data source available), otherwise a comparability between Austria and Poland is apparent what can be a consequence of evident similarity of GDP and FDI levels (Fig. 1 and 2). The main difference between this two economies is that Poland exhibit the same macroeconomic performance with triple of inhabitants. The other three economies show similar lower results.

Having in mind an important influence of capital and labor force performance, the alternative variant of the model is

$$
\begin{equation*}
g \hat{d} p=1.135+1.098 c a p+0.00006 f d i-0.136 \text { prod } \tag{4}
\end{equation*}
$$

with strongly non-significant $f d i$ and slightly non-significant prod influence.
To be more exact when speaking about an economic growth, the increments of GDP should be used as endogeneous variable instead of level values. But, such a model fails completely.

## 4. Conclusions

Four central European economies were studied; their results were individualized by the choice of SUR, respective panel data, technique. A basic influence of FDI on GDP and vice versa was confirmed by relevant estimates for the group as a whole but, not always if detailed to countries. An efficiency of FDI with respect to GDP is higher and comparable for Austria and Poland. Czech Republic, Hungary and Slovakia exhibit similar but lower values. Nevertheless, the influence of FDI on GDP is marginal in comparison with an impact of gross fixed capital formation on GDP. Besides, there is no evidence about an influence of FDI on increments of GDP.

Hence, a significant contribution of FDI to an economic growth during years 1998-2007 cannot be validated in the followed countries. The results rather support an idea that a total economic performance is a main factor influencing the other indicators.
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#### Abstract

Vehicle routing problem (VRP), in which splitting of the customer demand into more routes is permitted, is denoted as split delivery vehicle routing problem (SDVRP). Due to both NP hardness of the problem and many binary variables in the mathematical model of the problem, using of heuristics is necessary. Some heuristics for the problem are shown in the paper.
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## 1. Split Delivery Routing Problem (SDVRP)

Vehicle routing problem (VRP) in the basic formulation presumes that the vehicles involved have the fixed transport capacity. It is generally supposed the number of the vehicles to be unlimited and the vehicles have the same transport capacity. VRP can be modified by adding restriction regarding to the pre-set fixed number of the vehicles, eventually withdrawing restriction relating to the same transport capacity. In VRP a communication network consisting of nodes - points and edges is given, represented e.g. by road net. Initial node (depot, production point) is denoted as node 1 , remaining nodes represent customer points with prescribed volume of demand. Edges in the communication net are weighted by distances in km, eventually by transport costs connected with the edge. Demand in node $i$ is denoted $q_{i}>0$, vehicle capacity is $V>0$. It is presumed that each node is served at a time, therefore $q_{i} \leq V$ and $\sum q_{i}>V$. In this case, the vehicle has to serve nodes by several routes, every route has to begin and end in node 1 . The task is to minimize the sum of distances of all routes. Mathematical model VRP supposing the homogeneous and unlimited vehicle park, non-split delivery to nodes and demand in nodes not surpassing vehicle capacity came from Miler-Tucker-Zemlin formulation of the travelling salesman problem (see [2]). Arrangement that a vehicle serves node $i$ first and node $j$ afterwards on a route is denoted by binary variable $x_{i j}$.
(MTZ):
$\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i j} \longrightarrow \min$
$\sum_{i=1}^{n} x_{i j}=1, \quad j=2,3, \ldots, n$,
$\sum_{i=1}^{n} x_{i j}=1, \quad i=2,3, \ldots, n$,
$u_{i}+q_{j}-V\left(1-x_{i j}\right) \leq u_{j}, \quad i=1,2, \ldots, n, \quad j=2,3, \ldots, n, \quad i \neq j$,

Another formulation of the VRP is based on the Dantzig-Fulkerson-Johnson formulation of the travelling salesman problem.
Mathematical model of the split delivery vehicle routing problem is based on a formulation of the VRP. As all the routes have to be identified, it is necessary to use variables indexed by three indices likewise the vehicle routing problem with various vehicle capacity. In contrast to the non-split delivery model to nodes, new variables $q_{i}{ }^{k}$ are introduced to represent delivery to node $i$ in $k$ - th route as one node $i$ may be included in several routes (therefore the equations (2) and (3) have not valid for the solution).

$$
\begin{align*}
& \sum_{k=1}^{K} \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x^{k}{ }_{i j} \longrightarrow \min  \tag{6}\\
& \sum_{i=1}^{n} x^{k}{ }_{i j}=\sum_{i=1}^{n} x^{k}{ }_{j i}, \quad j=2,3, \ldots, n, k=1,2, \ldots K,  \tag{7}\\
& \sum_{j=1}^{n} x^{k}{ }_{1 j} \leq 1, \quad i=2,3, \ldots, n, k=1,2, \ldots K,  \tag{8}\\
& u^{k}{ }_{i}+q^{k}{ }_{j}-V^{k}\left(1-x^{k}{ }_{i j}\right) \leq u^{k}{ }_{j}, \quad i=1,2, \ldots, n, \quad j=2,3, \ldots, n, \quad i \neq j, k=1,2, \ldots, K,  \tag{9}\\
& \sum_{k=1}^{K} q_{i}^{k}=q_{i}, \quad i=2,3, \ldots, n,  \tag{10}\\
& q_{i}^{k} \leq q_{i} \sum_{j=1}^{n} x_{i j}^{k}, \quad i=2,3, \ldots, n, k=1,2, \ldots K,  \tag{11}\\
& u^{k}{ }_{1}=0, \quad u^{k}{ }_{i} \leq V^{k}, \quad i=1,2, \ldots, n, k=1,2, \ldots, K . \tag{12}
\end{align*}
$$

Objective function (6) and constraints (7) and (8) have the same meaning as the corresponding equations in previous VRP model (1) - (5). Vehicle balance is described, likewise in previous VRP model, by the inequalities (9) and (12) with one distinction: the delivery to the node $j$ in the route $k$ is $q_{j}^{k}$, not $q_{j}$. Equation (10) describes the fact that the node $i$ is stocked up to its demand $q_{i}$ by partial deliveries $q_{i}{ }^{k}$ supplied via various routes. Inequality (11) expresses that the node not included in appropriate route is not supplied.

The "three indices" model represents considerable increase of variables in comparison with the "two indices" model. This factor has the effect that in solving practical NP-hard problems an optimal solution can not be obtained. In this situation, one can put up with a suboptimal solution yielded by branch and bound method when the computation is aborted (if this solution is found) or various heuristics can be proposed and employed.
It holds that any feasible solution of the non-split demand problem is also an feasible solution of the split delivery demand problem. It can be proved that splitting the demand can cut the overall transport costs, especially in cases when demands in nodes are higher then half the vehicle capacity. An algorithm was proposed (see [1]) enabling the optimal solution VRP (eventually heuristic solution of the VRP) to be farther enhanced by a heuristic. This heuristic is inspired by the savings method seeking cut down transport costs by splitting the delivery to a given node and executing it by two different routes.

## 2. Features of SDVRP

## Reducibility in SDVRP

If it holds $q_{i}>V$ for at least one node, we can form the reducibility problem for SDVRP and VRP. Problem is reducible if for each node $i$ with $q_{i}>V\left\lfloor q_{i} / V\right\rfloor$ direct routes exist in the optimal solution ([1]).
We can use the reducibily of the problem for the solution the problem, when we at first form direct routes for all nodes with $q_{i}>V$ and then solve the problem with reduced demands of the nodes.
Problem is reducible if the matrix C satisfies the triangular inequality.

## Dror-Trudeau theorems

If the cost matrix $C$ satisfies the triangular inequality then each two routes can have at least one split demand node in the optimal solution. So, if there are two routes which have two common nodes with split demand, if one of them is removed from one route, the costs did not increase [2].
We can define $k$-split cycle: the set of nodes $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ is $k$-split cycle if the nodes $i_{1}, i_{2}$ lay on the first route, the nodes $i_{2}, i_{3}$ lay on the second route,..., $i_{k}, i_{1}$ lay on the $k$-th route. It was proved that in the optimal solution does not exist $k$-split cycle.

## 3. Heuristics for SDVRP

## Quest for starting solution SDVRP

Any solution of the corresponding VRP problem (i.e. non-split demand to node) can be used as a starting solution of the SDVRP problem. The following heuristics are the most common ones: nearest neighbour method, savings method and insert method. Besides, improving methods for this starting solution (e.g. method of node
exchanges) can be used, by which this starting solution can be further enhanced. In [3] the good heuristics for TSP and VRP is proposed, named as GENIUS heuristics.

Heuristic methods proposed for vehicle routing problem (VRP) can be easily modified in the following way: The last node intended for including to the route but unable to be included for capacity reasons (incomplete vehicle capacity) will be nevertheless included with the proviso that delivery to that node (point) will be partial only, limited by remaining vehicle capacity. Further heuristics are method of node exchanges, 2 -split heuristics and adding route heuristics [2].

## Method of node exchanges between routes

Let us have 2 routes with underused capacities $s_{1}$ and $s_{2}$. Method of node exchanges consists in substituting the node $k$ of the first route for the node $l$ of the second route and vice versa. In the first route, the node $k$ is preceded by the node $i_{l}$ and succeeded by the node $j_{l}$, in the second route, the node $l$ is preceded by the node $i_{2}$ and succeeded by the node $j_{2}$ (see Pic.1). Exchange of the nodes $k$ and $l$ is advantageous, if the following term is positive:

$$
s_{k l}=c_{i_{1}, k}+c_{k, j_{1}}+c_{i_{1}, l}+c_{l, j_{2}}-\left(c_{i_{1}, l}+c_{l, j_{1}}+c_{i_{1}, k}+c_{k, j_{2}}\right)>0 .
$$

The exchange is possible if the vehicle capacity in both routes is sufficient, i.e.

$$
q_{l} \leq q_{k}+s_{l} \quad \text { and } \quad q_{k} \leq q_{l}+s_{2}
$$

This method can be used even in the case the delivery to any node has been split.


Pic. 1 Node exchanges

## Heuristic method of splitting delivery (2-split heuristics)

The method consists in changing nodes in three routes; the first two routes are appended by an additional node with split delivery and the very same node is removed from the third route. Let us denote this node $p$; in the third route, the node $p$ is preceded by the node $a_{p}$ and succeeded by the node $b_{p}$. The demanded delivery to this node is $q_{p}$.

The first and second route do not use the complete vehicle capacity, the available capacity of these routes is denoted $s_{1}$ and $s_{2}$, supposing $s_{I}+s_{2} \geq q_{p}$. On this condition the delivery $q_{p}$ can be split into two parts and each of them can be included in one of these two routes if favourable. Convenience of this exchange can be calculated using distance matrix C . The node $p$ is included into the route 1 between two given nodes in this route denoted as $i_{1}$ and $j_{1}$, accordingly it is included into the route 2 between two given nodes denoted as $i_{2}$ and $j_{2}$. The nodes $\left(i_{1}, j_{1}\right)$ form the edge of the route 1 , the nodes $\left(i_{2}, j_{2}\right)$ form the edge of the route 2 . These edges are cancelled in both routes, as well as the edges $\left(a_{p}, p\right)$ and $\left(p, b_{p}\right)$ in the third route. On the other hand, the inclusion of the node $p$ into the first route implies the inclusion of the two edges $\left(i_{1}, p\right)$ and $\left(p, b_{1}\right)$ into this route; accordingly, the inclusion of the node $p$ into the second route implies the inclusion of the two edges $\left(i_{2}, p\right)$ and $\left(p, b_{2}\right)$ into this route.


Pic. 2: 2-split

The length difference of the added edges and the cancelled edges represents the total change of the solution value; if and only if this difference is negative, then the change is carried into effect. The length difference of the added edges and the cancelled edges is described by the term

$$
c_{i_{1}, p}+c_{p, j_{1}}+c_{i_{2}, p}+c_{p, j_{2}}+c_{a_{p}, b_{p}}-\left(c_{i_{1}, j_{1}}+c_{i_{2}, j_{2}}+c_{a_{p}, p}+c_{p, b_{p}}\right) .
$$

## Adding route heuristics

If the demanded delivery to the node $p$ is split into two routes, then this node can be removed from both routes and a new route can be constructed with this node only. In the first route, the node $i_{l}$ precedes the node $p$ and the node $j_{1}$ succeeds the node $p$, in the second route the node $p$ is preceded by the node $i_{2}$ and succeeded by the node $j_{2}$. This change is favourable and it is carried into effect, if the following term is positive:

$$
c_{i_{1}, p}+c_{p, j_{1}}+c_{i_{1}, p}+c_{p, j_{2}}-\left(c_{i_{1}, j_{1}}+c_{i_{2}, j_{2}}+c_{1, p}+c_{p, 1}\right)>0
$$

## 4. Summary

The split delivery routing problem (with delivery to network nodes) is a generalization of the basic vehicle routing problem VRP and it may represent a more effective implementation of the transport to customers. As the mathematical model represents an extensive integer programming problem, the implementing of this model to a problem with a large number of nodes eventuates in the unacceptable computing time. The using of heuristic methods is therefore a proper problem-solving instrument.
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#### Abstract

In our contribution, we analyze fully anticipated shocks in a medium-scale closed economy DSGE model and compare them with unanticipated shocks. Anticipated shocks might lead to a significant adjustment of agents' behavior before a period when these shocks hit the economy. From a practical policy side, modelling of anticipated shocks can be a useful tool for a policy forecasting since we admit relevance of rational expectations in reality. Keywords. DSGE Model, monetary transmission, credit channels.


## 1 Introduction

The behavioral analysis of DSGE models via impulse responses to structural shocks is one of key methods for accepting a model for macroeconomic research or practical forecasting. In literature, we can often find impulse response analysis of main macroeconomic variables to various unanticipated shocks. This analysis is important, but sometimes not sufficient. For a practical use of a DSGE model, modelers need to know (and understand) the reaction of almost all model variables to all shocks. Hence in our previous work, we laid emphasis on understanding the behavior of the middle-scale closed economy DSGE model (see Tonner et al. [11]). Moreover, one might be interested in impulse responses to fully anticipated shocks. Anticipated shocks play an important role in modern economies. All agents have some personal projections about future economic development, based (at least partly) on rational expectations. When rational expectations are relevant (and people are aware of significant future shocks), agents do not wait for the period when the shocks hit the economy. Instead, they change their behavior immediately (or at least some time before the hit).

From the practical forecasting side, anticipated shocks are one of key elements of a good forecast. An admirable example of using anticipated shocks is the Czech National Bank case. One indisputable advantage of the new g3 model is its ability to combine anticipated and unanticipated structural shocks. Our former and current colleagues (O. Kameník, M. Andrle, J. Beneš, T. Hlédik, and J. Vlček) developed an excellent method which allow for a mix of some unanticipated and some fully anticipated shocks in the forecast.

In this paper, we investigate the behavior of a DSGE model via impulse responses to fully anticipated shocks. We compare the behavior with the unanticipated case when a shock is a surprise for agents. This contribution extends our last paper [11] where only unanticipated shocks were discussed. The rest of this paper is organized as follows. Section 2 briefly describes the model and the technique. The third section presents impulse responses and explains the differences between anticipated and unanticipated shocks. The final section concludes the contribution.

## 2 The Model

For the analysis, we use the closed economy middle-scale DSGE model with staggered nominal price and wage setting. This version of the model can be found directly in Fernández-Villaverde and Rubio-Ramírez [6] and [7], but the structure is very similar to other models that can be found in the literature. ${ }^{4}$ Because of

[^53]the limited length of this contribution, we refer to cited papers for the description of the model structure and its features and, instead, focus on the model behavior. ${ }^{5}$

The model economy has a standard structure with optimizing agents and rational expectations borrowed from the real business cycle theory. It is enriched with some real rigidities and the price and wage stickiness. In spite of its closed economy nature, it can be qualified as a middle-scale model. It incorporates Calvo-type sticky prices and wages, wage and price indexations, adjustment costs for investment, intensity of use of the capital stock etc. The model contains five sectors - monopolistically competitive households, monopolistically competitive intermediate goods producers, two aggregators, and a policy authority. The final equations can be found in the Appendix of [11].

The solution of linear difference models under rational expectations is outlined in famous paper of Blanchard and Kahn [3]. Because of lack of the space, and because we do not intend to rewrite equations of the solution, we refer to the paper for the technique description.

## 3 Behavior of the Model

The model economy is hit by five shocks - a monetary policy shock, a shock to the investment specific technology, a shock to the total factor productivity, an intertemporal preference shock, and a shock to the labor supply. In this section, we present the impulse responses to the monetary and total factor productivity shocks. For the analysis, we use a parametrization according to the estimation in [11]. The model is simulated with the IRIS Toolbox [2].

In the figures, the solid line denotes unanticipated shocks whereas the dashed line denotes fully anticipated shocks. In general, we can see that the behavior changes significantly when a shock is anticipated. In the anticipated case, agents know the timing of the shock, its nature (short- or long-lasting), and they realize (rationally) all its effects. Hence, they alter their behavior before the period of a hit. ${ }^{6}$

The figure 1 shows impulse responses to the monetary policy shock. With the presence of nominal rigidities in the model, the monetary policy matters. We can see from the figure that in the unanticipated case, the nominal and real interest rates rise and the inflation falls below its target. Consequently, the output, consumption, investment, hours worked, and the real wage fall below their steady-states. Also, these variables display a hump-shaped dynamics. The optimal inflation rate is significantly below the total inflation rate because of the presence of nominal rigidities in the model. Due to the presence of capital adjustment cost, the return of investment (and capital) to the steady-state is relatively long-lasting.

In the anticipated case, agents are aware of a future positive monetary policy shock. Moreover, they understand its effects (a rise of the real interest rate, a decrease of inflation, output, wages, hours worked etc.). Since they are optimizing, they lower their optimal price inflation before the shock hits the economy. ${ }^{7}$ As in the previous case, the decrease of the overall inflation is smaller than the optimal inflation fall. The monetary authority sets interest rate consistently with new conditions in the economy. ${ }^{8}$ This objective implies a releasing of monetary conditions via lower interest rates. Note that the interest rate increase is much smaller in the period of the hit and the return to the steady-state is faster than in the unanticipated case. Output, wages, hours worked, consumption, and investment increase initially. These variables have a hump-shaped profile and return slowly to their steady-states. Some of them jump significantly below the steady-state after some periods as a reaction to new conditions in the economy (returning of inflation, expecting of monetary policy shock, dynamics of both production inputs deviations etc.). The behavior of the capital stock is strongly affected by investment adjustment cost (see Tonner et al. [11]).

The figure 2 shows a positive total factor productivity (TFP) shock. The unanticipated shock results in a decline of investment, consumption, wages, hours worked, and output below the steady-state. ${ }^{9}$ Simply said, an unanticipated technological shock means that agents observe (fully unexpected) change of the technology which makes them more productive. A decrease of inflation and interest rates is consistent
${ }^{5}$ See also Dixit and Stiglitz [4], Erceg et al. [5], Yun [14], Fuhrer [8], Abel [1], and Kim [10] for detailed explanation of model features.
${ }^{6}$ Note that they are maximizing their objectives (utility or profits functions). Typically when optimizing, agents try to spread the effects of a shock in a longer period.
${ }^{7}$ Note that the timing of deviations before the hit depends on the calibration and the overall model design. Here the effects are relatively long-lasting, but we do not perceive this feature as a model fault. One needs to realize that this model does not serve for forecasting purposes and our objective is the behavioral analysis only.
${ }^{8}$ The monetary authority targets inflation and output.
${ }^{9}$ Note that the model has the balanced growth path where all variables are either constant or grow at a constant pace in the long run. In a case of a positive technological shock, one needs to realize a permanent level shift after a positive temporary technological shock. Hence, some variables below the steady state are still growing, but with less growth rates with respect to the after-shock steady state.
with the technology improvement. On the other hand, when the shock is fully anticipated, agents know perfectly that they will be more productive in future. Moreover, they understand a permanent level shift of the shock and adapt immediately to the new situation. They raise their consumption and decrease their hours worked and investment below the steady-state. Inflation raises with respect to the demand stimulus because the economy still faces the old (before-shock) productivity. Nominal interest rate raises as a reaction to the above-target inflation and the positive output gap. ${ }^{10}$ When the shock hits the economy, it makes inputs more productive. Almost all variables are below the steady-state. As was noted, this means (with the reference to technology shocks) that the economy is more productive and the old growth rates are now insufficient.

## 4 Conclusion

In our contribution, we analyze fully anticipated shocks in a medium-scale closed economy DSGE model and compare them with unanticipated shocks. When a shock is fully anticipated, agents adjust their behavior before a period when a shock hits the economy. This behavioral change might be significantly different when compared to the unanticipated case. In the paper, we present impulse responses to two model shocks (a monetary policy shock and a total factor productivity shock) with a parametrization according to [11]. This analysis extends our previous work where only unanticipated shock were assumed. From figures, one can observe a significant altering of agents' behavior. The current calibration results in a relatively long-lasting return of model variables to their steady states. These deviations depend on the parametrization of the model, but general patters might remain. From a practical policy side, modelling of anticipated shocks can be a useful tool for a policy forecasting since we admit relevance of rational expectations in reality.
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#### Abstract

The paper proposes a particle swarm optimization (PSO) algorithm for solving the basic vehicle routing problem (VRP). A direct route-based representation of VRP is used in the implementation of PSO, i.e. each particle represents a set of feasible routes. After initial routes have been constructed, a modified edge recombination crossover operator is used to move particles towards better solutions. The paper presents early results on application of the proposed PSO algorithm to VRP using benchmark data sets available from the literature.
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## 1. Introduction

In the vehicle routing problem (VRP), the task is to specify a set of routes on which vehicles will run to serve customers, while all restrictions on customers, vehicles and routes are hold and the set is optimal. Many variants and solution methods of VRP have been formulated ([9]). In this paper, we deal with the so-called capacitated vehicle routing problem (CVRP): the customers have delivery demand only, the vehicles have equal capacities and they all start and end at a single depot. The total route cost is subject to optimization and it is only composed of distance-dependent travel costs of vehicles.

VRP is an important NP-hard optimization problem and since its formulation fifty years ago, plenty of exact, heuristic and metaheuristic solution techniques have been invented. In our contribution, we present a metaheuristic solution technique based on particle swarm optimization (PSO). PSO is a population-based algorithm that simulates spatial behavior of animals living in groups such as flock of birds or school of fish in which the individuals move toward common target without central control. Although PSO has been used for many optimization problems, its applications for VRP are rare ([6]). Recently, PSO for VRP with simultaneous pickup and delivery has been presented ([1]).

The paper is organized in the following way. First, we define the problem of capacitated vehicle routing and we mention some solution methods. Then, we introduce the particle swarm optimization and we propose its application for CVRP including the explanation of the modified edge recombination operator. Finally, we discuss the results and future work.

## 2. Capacitated vehicle routing problem

The capacitated vehicle routing problem (CVRP) can be formally defined in the following way. Let $G=(V$, A) be such a graph where $V=\left\{v_{0}, v_{1}, \ldots, v_{n}\right\}$ is a set of vertices representing customers, and $A=\left\{\left(v_{i}, v_{j}\right) \mid v_{i}, v_{j} \in\right.$ $\mathrm{V}, \mathrm{i} \neq \mathrm{j}\}$ is a set of arcs. Let $\mathrm{k}_{\text {max }}$ denote the number of vehicles available, each with the same capacity Q . Let $\mathrm{v}_{0}$ denote a depot where all vehicles are stationed; the $\mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{n}}$ vertices represent customers. For each customer, delivery demand quantity $q_{i}$ is defined. Finally, a matrix of travel costs associated with arcs $\left(c_{i j}\right)$ for each $\left(v_{i}, v_{j}\right)$ $\in \mathrm{A}$ is also defined. A solution of CVRP is defined as a set of at most k routes respecting the following conditions:

> each route starts and ends at the depot,
> each customer is visited exactly once by exactly one vehicle,
> the total demand of customers in each route does not exceed the vehicle capacity.

Solution of CVRP is subject to optimization. Let the total cost of all routes be defined as the sum of travel costs spent by vehicles running on arcs that are parts of respective routes. The following condition has to be fulfilled, too:
the total cost of all routes is minimized.

### 2.1. Solution methods for CVRP

Since the CVRP was formulated, it was solved by exacts methods. The exact methods include branch-andbound algorithms, branch-and-cut algorithms and set-covering-based algorithms ([9]). Twenty years ago, heuristic methods were introduced which outperformed the exact methods. These methods explore rather limited regions of the solution space, find good quality solutions and require moderate computing time ([5]). The heuristic methods (now called classical) can be classified as constructive heuristics, two-phase heuristics and improvement heuristics ([5]).

Recently, metaheuristic techniques have been invented. These methods explore the most promising regions of the solution space in detail ([5]) and typically, the solutions generated during the solution search process may be of poorer quality or even infeasible ([3]). The main metaheuristics widely used for the CVRP are simulated annealing, deterministic annealing, tabu search, genetic algorithms, ant algorithms and neural networks ([3]). Very recently, particle swarm optimization and artificial immune systems have been used as yet another two promising metaheuristic algorithms for solving CVRP. So far few results can be found in the literature ([7]).

## 3. Particle swarm optimization

Particle swarm optimization (PSO) is a population-based algorithm ([2]). The algorithm is inspired by spatial behavior of large groups of animals (e.g. bird flocks or fish schools) which are capable to move in a coordinated manner towards common target without central control. The group is called swarm and the individuals are called particles. Each particle represents one solution of the problem. For each particle, position in the solution space and velocity driving its movement in the solution space is specified. Let $\mathbf{x}_{i}(\mathrm{t})$ denote the position of the ith particle in the solution space at time step $t$ and let $\mathbf{v}_{\mathbf{i}}(\mathrm{t})$ denote the velocity vector of the ith particle in the solution space at time step t . The new position of the ith particle is calculated as:

$$
\begin{equation*}
\mathbf{x}_{\mathrm{i}}(\mathrm{t}+1)=\mathbf{x}_{\mathrm{i}}(\mathrm{t})+\mathbf{v}_{\mathrm{i}}(\mathrm{t}+1) \tag{5}
\end{equation*}
$$

The velocity vector comprises the individual experience of the particle (so-called cognitive component) as well as the collective experience of the swarm (so-called social component). Each particle keeps information about the best position it has ever reached as personal best position. For each position, its quality is calculated using the fitness function defined on the solution space.

For each particle, its neighbors are specified according to the neighborhood structure defined. One of the basic neighborhood structures is so-called total star neighborhood where each particle is a neighbor of all other particles. Each particle also keeps information about the best position ever reached by its neighbors as global best position. Let $\mathbf{y}_{\mathrm{i}}(\mathrm{t})$ denote the personal best position of the ith particle at time step t , and let $\hat{\mathbf{y}}_{\mathrm{i}}(\mathrm{t})$ denote the global best position of the ith particle at time step $t$. The velocity of the ith particle is calculated as:

$$
\begin{equation*}
\mathrm{v}_{\mathrm{ij}}(\mathrm{t}+1)=\mathrm{v}_{\mathrm{ij}}(\mathrm{t})+\mathrm{c}_{1} \mathrm{r}_{1 \mathrm{j}}(\mathrm{t})\left[\mathrm{y}_{\mathrm{ij}}(\mathrm{t})-\mathrm{x}_{\mathrm{ij}}(\mathrm{t})\right]+\mathrm{c}_{2} \mathrm{r}_{2 \mathrm{j}}(\mathrm{t})\left[\hat{\mathrm{y}}_{\mathrm{ij}}(\mathrm{t})-\mathrm{x}_{\mathrm{ij}} \mathrm{t}(\mathrm{t})\right] \tag{6}
\end{equation*}
$$

so the new position of a particle can be formulated as:

$$
\begin{equation*}
\mathrm{x}_{\mathrm{ij}}(\mathrm{t}+1)=\mathrm{x}_{\mathrm{ij}}(\mathrm{t})+\mathrm{v}_{\mathrm{ij}}(\mathrm{t})+\mathrm{c}_{1} \mathrm{r}_{1 \mathrm{j}}(\mathrm{t})\left[\mathrm{y}_{\mathrm{ij}}(\mathrm{t})-\mathrm{x}_{\mathrm{ij}}(\mathrm{t})\right]+\mathrm{c}_{2} \mathrm{r}_{2 \mathrm{j}}(\mathrm{t})\left[\hat{\mathrm{y}}_{\mathrm{ij}}(\mathrm{t})-\mathrm{x}_{\mathrm{ij}}(\mathrm{t})\right] \tag{7}
\end{equation*}
$$

Cognitive and social acceleration coefficients $c_{1}$ and $c_{2}$ serve the purpose to strengthen or weaken the attraction of a particle towards its personal best and global best positions, respectively. They are usually constant during the iterations. Random coefficients $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ in the range $<0 ; 1>$ represent small perturbations in the attraction of a particle towards the personal best and global best positions, respectively. Typically, the $c_{1}$ and $c_{2}$ constants are set to a value in the range $<0 ; 2>$, the swarm size is between 20 to 50 , and the simulation is run from 500 to 5000 time steps. In the basic version of the PSO, the algorithm starts by creation and initialization of the particles of the swarm. The remaining steps are performed in the loop until the stopping criterion is met: for each particle, its personal best position is updated, then its neighbor best position is updated and finally the position of the particle is updated using the equation (7).

### 3.1. PSO representation of CVRP

Different coding schemas can be used for representation of CVRP solution in PSO. In their work ([1]), Ai and Kachitvichyanukul represented the solution as priorities assigned to customers. The solution is used in the constructive heuristics: the higher the priority, the earlier the customer will be placed on a route to be served.

We propose the solution instance based representation which is a sequence based representation. Let n denote the number of customers and k the number of vehicles used, $\mathrm{k} \leq \mathrm{k}_{\text {max }}$. The number of vehicles used is set in such a way that:

$$
\begin{equation*}
(k-1) * Q<\sum_{i=1}^{n} q_{i} \leq k * Q \tag{8}
\end{equation*}
$$

Each particle represents a set of k routes. The position $\mathbf{x}$ of a particle is defined as $\mathrm{n}+\mathrm{k}-1$ dimensional vector such that:

$$
\begin{align*}
& (\mathbf{x})_{i} \in\{0,1, \ldots, n\} \text { for } 0 \leq i \leq n+k-1 \text {, where }  \tag{9}\\
& (\mathbf{x})_{i}=j \text { for exactly one value of } i, 1 \leq j \leq n \text {, and }  \tag{10}\\
& (\mathbf{x})_{i}=0 \text { for exactly }(k-1) \text { values of } i .
\end{align*}
$$

$\mathrm{a}=(\mathbf{x})_{\mathrm{i}}$ and $\mathrm{b}=(\mathbf{x})_{i+1}$ adjacent values in the position represent the fact that the arc $\left(\mathrm{v}_{\mathrm{a}}, \mathrm{v}_{\mathrm{b}}\right)$ is included in the route. The $\operatorname{arc}\left(\mathrm{v}_{0}, \mathrm{v}_{\mathrm{b}}\right)$ represents the starting $\operatorname{arc}$ of the route of a vehicle, the $\operatorname{arc}\left(\mathrm{v}_{\mathrm{a}}, \mathrm{v}_{0}\right)$ represents the ending arc of the route of a vehicle. For $\mathrm{c}=(\mathbf{x})_{1}$ and $\mathrm{d}=(\mathbf{x})_{\mathrm{n}+\mathrm{k}-1}$, the $\left(\mathrm{v}_{0}, \mathrm{v}_{\mathrm{c}}\right)$ and $\left(\mathrm{v}_{\mathrm{d}}, \mathrm{v}_{0}\right)$ arcs are also added at the beginning and the end of the corresponding routes, respectively. For example, the position $\mathbf{x}=(8,17,11,12,15,0,6,16,2,4,18,0,5,1,9,13,3,10,7,14)$ represents three routes on customers $\left\{\mathrm{v}_{1}, \ldots, \mathrm{v}_{18}\right\}$ (see Fig. 1).


Fig. 1. Three routes on customers $\left\{v_{1}, \ldots, v_{18}\right\}$.
Because ( $\mathbf{x})_{i}=0$ for exactly ( $k-1$ ) values of $i$, the position of a particle represents routes of exactly $k$ vehicles, all starting and terminating in the depot (the $\mathrm{v}_{0}$ vertex), and all customers (the $\mathrm{v}_{1}, \ldots, \mathrm{v}_{\mathrm{n}}$ vertices) are visited by exactly one vehicle. The representation thus ensures that the solution encoded by the position of a particle will hold the conditions (1) and (2) of the optimization problem. The condition (3) of the optimization problem is kept during the process of the particle construction. Initially, the position of each particle is constructed in such a way that the total demand of customers in a route does not exceed the capacity Q of the vehicle, if possible. During the solution search process, when the particles move in the solution space, the position is adjusted if the condition (3) does not hold. The fitness function includes a penalty function which adds a big penalty to the resulting fitness of the solution if the (3) condition is violated. The fitness function is formulated as total travel costs of the route.

As the representation is based on sequences instead of state variables, the general PSO model has to be reinterpreted. The velocity models attraction of a particle towards a position in the solution space, and in the case of state variable based representation it is computed as difference of two positions. This difference is then added to a position of the particle and thus the particle moves to a new position. In the case of sequence-based representation, subtracting and adding positions as vectors is not defined. Instead, we apply edge recombination crossover (ERX) operator on position pairs. The result of such an operation is again a new position such that it shares common parts with both operand positions. We reformulate the calculation of the new position of a particle in the following way:

$$
\mathbf{x}_{i}(t+1)=\left\{\begin{array}{l}
\mathbf{y}_{i}(t) \otimes \mathbf{x}_{i}(t), \text { if } p_{i}(t) \in\left\langle\frac{u_{i}(t)}{u_{i}(t)+\hat{u}_{i}(t)} ; 1\right\rangle  \tag{12}\\
\hat{\mathbf{y}}_{i}(t) \otimes \mathbf{x}_{i}(t) \text {, if } p_{i}(t) \in\left\langle 0 ; \frac{u_{i}(t)}{u_{i}(t)+\hat{u}_{i}(t)}\right),
\end{array}\right.
$$

where $\otimes$ denotes the edge recombination crossover operator, $\mathrm{p}_{\mathrm{i}}(\mathrm{t}) \in<0 ; 1>$ is assigned a value with uniform distribution probability, $u_{i}(t)$ is fitness of $\mathbf{y}_{i}(t)$ and $\hat{u}_{i}(t)$ is fitness of $\hat{\mathbf{y}}_{\mathrm{i}}(\mathrm{t})$.

### 3.2. Edge recombination crossover operator

The edge recombination crossover operator was introduced as crossover operator in genetic algorithm for the travelling salesman problem ([10]). When the solution of TSP is represented as a path, the ERX operator applied to two operand (parent) solutions (e.g. see Fig. 2) yields a new offspring solution such that each segment of the offspring solution was randomly selected from one of the two parent solutions (e.g. see Fig. 3a). As the experiments have shown ([4]), the effectiveness of the ERX operator can be enhanced by giving higher priority to the segments shared by both operands (e.g. see Fig 3b).



Fig. 2. Two parent paths sharing segments 1-2, 3-4 and 5-6.



Fig. 3. a) Offspring path. b) Offspring path with segments 1-2 and 5-6 included.
The application of the ERX operator is performed in the following way. Firstly, the adjacency matrix of all nodes contained in the both operand paths is constructed in such a way that for every node the nodes adjacent with the given node in either operand paths are listed (e.g. see Tab. 1.).

| node | adjacent nodes |
| :--- | :--- |
| 1 | $2,6,2,4$ |
| 2 | $1,3,1,5$ |
| 3 | $2,4,4,6$ |
| 4 | $3,5,1,3$ |
| 5 | $4,6,2,6$ |
| 6 | $1,5,3,5$ |

Tab. 1. Adjacency matrix for paths from Fig. 2.
Each node in the adjacency matrix has exactly four adjacent nodes (two from each operand paths). Duplicate nodes on the list of adjacent nodes mean that the segment is common for the both operand paths.

The adjacency matrix is used in the resulting path construction. Initially, a starting node $\mathrm{n}_{\mathrm{s}}$ of the path and one node $\mathrm{n}_{\mathrm{a}}$ from the list of its adjacent nodes are selected and they become the first segment of the resulting path. The rest of the path is constructed in a loop: the information on adjacency of $n_{s}$ and $n_{a}$ in the resulting path is recorded for both nodes $n_{s}$ and $n_{a}$. Furthermore, the node $n_{s}$ is removed from the list of adjacent nodes for all nodes in the adjacency matrix. The node $n_{a}$ gets then assigned to $n_{s}$, and $n_{a}$ is assigned a node selected from the list of the adjacent nodes of $\mathrm{n}_{\mathrm{s}}$ (see Tab. 2a, 2b).

| Adjacency matrix |  |
| :--- | :--- |
| node | adjacent <br> nodes |
| $\underline{1}$ | $\underline{z}, 6, \geq, \underline{4}$ |
| 2 | $\pm, 3, \neq 5$ |
| 3 | $z, 4,4,6$ |
| 4 | $3,5, \not,, 3$ |
| 5 | $4,6, z, 6$ |
| 6 | $\pm, 5,3,5$ |

Tab. 2a. Construction of the resulting path, $n_{s}=1, n_{a}=4$.

| Adjacency matrix |  |
| :---: | :---: |
| node | adjacent nodes |
| 1 | z,6, ${ }^{\text {, }}$, 4 |
| 2 | \#, 3, $\ddagger$, 5 |
| 3 | z,4,4,6 |
| 4 | 3,5, $\mathbf{4}, 3$ |
| 5 | 4,6,z,6 |
| 6 | \#,5,3,5 |


| Resulting path |  |
| :--- | :--- |
| node | adjacent <br> nodes |
| 1 | 2,4 |
| 2 | 1 |
|  |  |
| 4, | 1,5 |
| 5 | 4 |
|  |  |

Tab. 2b. Construction of the resulting path, $n_{s}=4, n_{a}=5$.

The loop halts when the list of the adjacent nodes of the current $n_{s}$ is empty and the adjacency matrix becomes empty. The last node of the path is then made adjacent with the node which was used to start the path.

### 3.3. ERX operator for vehicle routes

When we use the ERX operator for the VRP (see e.g. Fig. 4), we have generally more than one path, thus the node 0 corresponding to the depot has more than four adjacent nodes in the adjacency matrix of the operand solutions. During the construction of the resulting route set, we have to deal differently with the node 0 in the role of $n_{s}$ : it cannot be removed from the list of adjacent nodes for all nodes in the adjacency matrix, as the construction would result in a single huge route passing through the depot node and all nodes. On the other hand, keeping the node 0 in the adjacency matrix, routes can be closed too early leaving some nodes not included in any route. Therefore, when selecting the next $n_{a}$ node from the adjacent nodes of the current $n_{s}$ node, we give less priority to the node 0 than to other nodes. We also give higher priority to duplicate adjacent nodes of the current $\mathrm{n}_{\mathrm{s}}$ node (meaning common segments in the operand solutions). When the list of the adjacent nodes of the current $\mathrm{n}_{\mathrm{s}}$ is empty, we close the current route, and we start another one by selecting such a node in the adjacency matrix that still has adjacent nodes listed. The application of the ERX operator halts when the adjacency matrix becomes empty.



Fig. 4. Two operand route sets.

### 3.4. Refinement of the solution

To terminate the construction of new solution, we have to check that the solution is composed of k routes and that each route passes through the depot. If necessary (see e.g. Fig. 5), we randomly merge two routes into one or split one route into two until we get k number of routes such that they all pass through the depot.

Finally, when $k$ number of routes is reached, we have to ensure that the condition (3) is met. We can apply some solution multiroute improvement heuristic regarding the edge exchange (see [5] for details) to balance the total demand of routes.


Fig. 5. The result of the ERX operator application on the operand route sets from Fig. 4.

## 4. Results and future work

The algorithm proposed has been run on several CVRP instances, i.e. the benchmark problems of Solomon ([8]). So far, the results are not competitive with the other results achieved. The reason is that, currently, a little problem-specific information is used to guide the movement of the particle swarm in the solution space. Instead of random selection, the problem specific features can be taken into account, e.g. during the application of the ERX operator or refinement of the solution. The PSO algorithm can be made more elaborated, too. Random replacement of a particle can be introduced as another mechanism that brings stochastic element into the search. It allows the swarm to escape from the local optimum which can attract all particles. Currently, in the calculation of the next position of a particle, fitness of the personal best and neighbor best positions is used. Instead, probabilities proportional to the social and cognitive components can be applied.
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#### Abstract

The neoclassical theory of investment considers a firm's optimization behavior - the objective of the firm is to maximize the present value of the firm subject to some technological constraints. Another concept of investment was developed by Tobin who suggested that the rate of investment is a function of $q$, defined as the ratio of the market value of new additional investment goods to their replacement cost. It was shown by Hayashi that the two different approaches to investment can be integrated and that $q$ can be interpreted as the value to the firm of an additional unit of capital, which is the discounted value of its future marginal revenue products. This can be demonstrated from an application of Pontryagin's maximum principle. In the present paper we consider a similar problem. We present necessary conditions for an infinite horizon optimal control problem to find an optimal investment behavior of a firm.
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## 1 The Value of the Firm

The basic principle of investment comes from a common profit maximization and can be formulated as follows: the firm chooses such level of the input that the marginal productivity of this input is equal to its relative price. In the long period, all inputs of the firm can be adjusted, including such fixed inputs like capital, i.e. machines, buildings and equipment. To develop the principle of investment in more detail it is necessary to consider decisions that will influence profits in long period. The concept that allows us to do it is the value of the firm. The value of a firm can be defined as the present value of the expected future net cash flow (NCF) that the firm will generate. The general formula can be written as

$$
\begin{equation*}
V_{t}=\int_{t}^{\infty} e^{-\int_{t}^{s} r(v) d v} \Pi(s) d s \tag{1}
\end{equation*}
$$

where $t, t \geq 0$ represents time and $\Pi(s)$ is the net cash flow of the firm at time $s, s \geq t$, which represents revenues minus costs without any concern for depreciation of assets. The parameter $r(s)$ is the discount rate at time $s, s \geq t$. For purposes of this paper we may assume that this rate is a constant. Then the present value of the firm $V_{t}$ at time $t$ can be expressed in a simpler form

$$
\begin{equation*}
V_{t}=\int_{t}^{\infty} e^{-r(s-t)} \Pi(s) d s \tag{2}
\end{equation*}
$$

## 2 Neoclassical Investment Problem

One of the first dynamic models of the firm is the neoclassical investment model, see (Jorgenson, ?) and (Hall, Jorgenson, ?). Let $p(t), p(t)>0$, be the unit price of the output of the firm at time $t$, $w(t)$, $w(t)>0$, the unit price of labor and finally $g(t), g(t)>0$, the unit price of investment good. Let $Q(t)$ be the quantity of output at time $t, L(t)$ the quantity of input, say labor, and $I(t)$ the rate of investment at time $t$. Now the net cash flow at time $t$ can be written as

$$
\begin{equation*}
\Pi(t)=p(t) Q(t)-w(t) L(t)-g(t) I(t) \tag{3}
\end{equation*}
$$

The firm that is owned by households wants to maximize its value $V_{0}$. If we consider the neoclassical production function $F$, then $Q=F(K, L)$, where $K, K=K(t)$, is the quantity of capital stock at time $t$ and $L, L=L(t)$ is the quantity of labor at time $t$. It is assumed that capital depreciates at the rate $\delta$, $\delta \in(0,1)$. The value of the firm $V_{0}$ defined by (??) is then given as a function of the variables $K, L$ and $I$ and the problem can be formulated as follows

$$
\begin{equation*}
\max \left\{V_{0}(K, L, I) \mid K \in M_{1}, L \in M_{2}, I \in M_{3}\right\} \tag{4}
\end{equation*}
$$

where

$$
\begin{gather*}
M_{1}=\left\{K \in P C^{1}([0, \infty)) \mid \dot{K}=I-\delta K, K(0)=K_{0}>0, K \geq 0, \delta \in(0,1)\right\}  \tag{5}\\
M_{2}=\{L \in P C([0, \infty)) \mid L \geq 0\}  \tag{6}\\
M_{3}=P C([0, \infty)) \tag{7}
\end{gather*}
$$

The current-value Hamiltonian of this problem is

$$
\begin{equation*}
H^{c}=H^{c}(K, L, I, q)=p F(K, L)-w L-g I+q(I-\delta K), \tag{8}
\end{equation*}
$$

where we suppressed the variable $t$ denoting time in the enrollment of the functions $K=K(t), L=L(t)$, $I=I(t), p=p(t), w=w(t), g=g(t)$ and where $q=q(t)$ is the current-value adjoint variable. Let $(\hat{K}, \hat{L}, \hat{I})$ be the optimal solution to problem (??). We will also use the notation $\hat{H}^{c}=H^{c}(\hat{K}, \hat{L}, \hat{I}, q)$. If Pontryagin maximum principle for infinite horizon is used, see e.g. (Seierstad, Sydsæter, ?), then the following necessary conditions are obtained:

$$
\begin{gather*}
\hat{H}_{L}^{c}=p F_{L}(\hat{K}, \hat{L})-w=0,  \tag{9}\\
\hat{H}_{I}^{c}=-g+q=0, \tag{10}
\end{gather*}
$$

and the adjoint equation is

$$
\begin{equation*}
\dot{q}-r q=-\hat{H}_{K}^{c}=-p F_{K}(\hat{K}, \hat{L})+\delta q . \tag{11}
\end{equation*}
$$

The relation (??) is a standard employment optimality condition - the labor is employed if the marginal labor product $p(t) F_{L}(\hat{K}(t), \hat{L}(t))$ is equal to unit price of labor $w(t), t \in[0, \infty)$. Since (??) is a necessary condition for optimal solution to (??) we have $q(t)=g(t), t \in[0, \infty)$. This condition can be substituted into (??) and we gain the relation

$$
\begin{equation*}
p(t) F_{K}(\hat{K}(t), \hat{L}(t))=\delta g(t)+r g(t)-\dot{g}(t), t \in[0, \infty) \tag{12}
\end{equation*}
$$

which means that the cost of capital has three components: the capital depreciates at rate $\delta$; using the capital, the firm gives up the choice of selling it and invest the money at interest rate $r$; and the firm may get a capital gain or suffer a capital loss, i.e. the price of the capital good may change in the rate $\dot{g}(t)$. If the relative price of capital is constant, i.e. $\dot{g}(t)=0$ and is normalized to unity, we obtain the standard rental rate expression $p(t) F_{K}(\hat{K}(t), \hat{L}(t))=r+\delta$ which one gets in the static model of the firm. On the optimal path the firm should determine a desired level of the capital stock from (??), i.e. it should adjust the actual capital stock immediately to its desired level. The firm chooses its desired capital stock through optimal investment. What is the optimal investment rate if the initial capital stock $K(0)$ is not at its desired level? Since capital evolves continuously over time, see (??), and a discrete change in the capital stock is required an infinite rate of investment is necessary. It means that the optimal investment strategy given by (??) to obtain the desired level of capital stock is infeasible. Moreover, any discrete change of the exogenous parameter as interest rate $r$ leads to a discrete change in the desired capital stock. Similarly as in the previous observation this will lead to an infinite investment level. The theory of investment tackles these problems by introducing capital adjustment costs.

## 3 Adjustment Cost and Investment

We will consider that capital is costly to install and uninstall - the more detailed discussion was given in (Pražák, ?). The net cash flow at time $t, t \in[0, \infty)$, of the representative firm can be modified as follows

$$
\begin{equation*}
\Pi(t)=p(t) Q(t)-w(t) L(t)-g(t) I(t)-C(I(t), K(t)) \tag{13}
\end{equation*}
$$

The key assumption in this formulation of the net cash flow of the firm is that there is a convex installation cost $C(I, K)$, particularly we will assume that the adjustment cost for installing new capital has the form

$$
\begin{equation*}
C(I, K)=\beta \frac{I^{2}}{2 K} \tag{14}
\end{equation*}
$$

where $\beta$ is a positive real constant. Notice that if $p(t), w(t)$ and $g(t)$ are exogenously given function and moreover if $Q(t)$ is given by a neoclassical production function then $\Pi(t)=\Pi(K(t), L(t), I(t))$. If we use (??) in (??) then the current-value Hamiltonian in the problem (??) is

$$
\begin{equation*}
H^{c}=H^{c}(K, L, I, q)=p F(K, L)-w L-g I-C(I, K)+q(I-\delta K) . \tag{15}
\end{equation*}
$$

Now we use Pontryagin maximum principle for infinite horizon problem. Since $H^{c}(K, L, I, q)$ is concave with respect to variables $L$ and $I$ the optimal solution $(\hat{K}(t), \hat{L}(t), \hat{I}(t))$ to (??) satisfies the following necessary conditions:

$$
\begin{gather*}
\hat{H}_{L}^{c}=p F_{L}(\hat{K}, \hat{L})-w=0  \tag{16}\\
\hat{H}_{I}^{c}=-g-C_{I}(\hat{I}, \hat{K})+q=0 \tag{17}
\end{gather*}
$$

The relation (??) is again the standard employment optimality condition. If we use (??) for adjustment cost function we can rewrite (??) as

$$
\begin{equation*}
\frac{\hat{I}(t)}{\hat{K}(t)}=\frac{q(t)-g(t)}{\beta} \tag{18}
\end{equation*}
$$

which means that optimal investment has the same sign as $q(t)-g(t), t \in[0, \infty)$. This criterion can be used as a rule for regulation of optimal investment. Whenewer the control variables $\hat{I}$ and $\hat{L}$ are continuous the adjoint function $q$ satisfies the adjoint equation

$$
\begin{equation*}
\dot{q}-r q=-\hat{H}_{K}^{c}=-p F_{K}(\hat{K}, \hat{L})+C_{K}(\hat{I}, \hat{K})+\delta q \tag{19}
\end{equation*}
$$

with the transversality condition

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{-r t} q(t) \hat{K}(t)=0 \tag{20}
\end{equation*}
$$

Note that $-p F_{K}(\hat{K}, \hat{L})+C_{K}(\hat{I}, \hat{K})=-\Pi_{K}(\hat{K}, \hat{L}, \hat{I})$, see (??), which means that adjoint equation (??) can be rewritten as

$$
\begin{equation*}
\dot{q}-(r+\delta) q=-\Pi_{K}(\hat{K}, \hat{L}, \hat{I}) \tag{21}
\end{equation*}
$$

This is a linear differential equation and its solution $q(t)$ can be express with the following relation

$$
\lim _{s \rightarrow \infty} q(s) e^{-(r+\delta) s}-q(t) e^{-(r+\delta) t}=\int_{t}^{\infty} e^{-(r+\delta) s}\left[-\Pi_{K}(\hat{K}(s), \hat{L}(s), \hat{I}(s))\right] d s
$$

The economically relevant solution requires that $\hat{K}(t)$ is bounded and it means that transversality condition (??) gives

$$
\lim _{t \rightarrow \infty} e^{-r t} q(t)=0
$$

This observation yields that

$$
\begin{equation*}
q(t)=\int_{t}^{\infty} e^{-(r+\delta)(s-t)}\left[\Pi_{K}(\hat{K}(s), \hat{L}(s), \hat{I}(s))\right] d s \tag{22}
\end{equation*}
$$

which denotes the present value of the marginal contribution of capital to net cash flow of the firm. A unit increase in the firm's capital stock at time $t$ increases the present value of the firm's net cash flow by $q(t)$. It means that $q(t)$ shows how an additional unit price of capital affects the present value of net cash flow of the firm and thus it raises the value of the firm by $q(t)$. Thus $q(t)$ can be interpreted as the market value of a unit of capital for a given firm.

### 3.1 Marginal $\boldsymbol{q}$

To check the interpretation of $q(t)$ let us find the derivative of the functional that represents the value of the firm at time $t$, i.e. the functional

$$
V_{t}=V(\hat{K}(t), \hat{L}(t), \hat{I}(t))=\int_{t}^{\infty} e^{-r(s-t)} \Pi(\hat{K}(s), \hat{L}(s), \hat{I}(s)) d s
$$

with respect to function $K(t)$ that represents capital stocks. It can be proved that

$$
\begin{equation*}
\frac{\partial V_{t}}{\partial K}=\int_{t}^{\infty} e^{-(r+\delta)(s-t)} \Pi_{K}(\hat{K}(s), \hat{L}(s), \hat{I}(s)) d s=q(t) \tag{23}
\end{equation*}
$$

Therefore the marginal $q(t)$ can be considered as the ratio of the change in the value of the firm to the added capital cost for a small increment to the capital stock.

### 3.2 Tobin's $q$

There is a problem with marginal $q$. It cannot be measured and therefore it cannot be considered for empirical work. Instead of that it is necessary to use some approximations and average values. The average $q$ or Tobin's $q$ is defined as

$$
q^{A}(t)=\frac{V_{t}}{g(t) K(t)}
$$

which represents the ratio of the total value of the firm to the replacement cost of its total capital stock, see (Tobin, ?). The relationship between average $q$ and marginal $q$ was for the first time shown in (Hayashi, ?).

### 3.3 Hayashi observation

Now we use the fact that $F$ is a neoclassical production function which reflects a constant return to scale. It means that $F$ is a homogeneous function of degree one. Let us further consider that also the adjustment cost function $C$ is a homogeneous function of degree one such that we consider for example in (??). Then according to Euler's theorem for homogeneous function of degree one we have

$$
F(K, L)=K F_{K}(K, L)+L F_{L}(K, L), C(I, K)=I C_{I}(I, K)+K C_{K}(I, K)
$$

Relations (??), (??) and the previous observations allow us to express $\hat{K} \Pi_{K}(\hat{K}, \hat{L}, \hat{I})$ as follows

$$
\begin{aligned}
\hat{K} \Pi_{K}(\hat{K}, \hat{L}, \hat{I}) & =p \hat{K} F_{K}(\hat{K}, \hat{L})-\hat{K} C_{K}(\hat{I}, \hat{K}) \\
& =p\left[F(\hat{K}, \hat{L})-L F_{L}(\hat{K}, \hat{L})\right]-\left[C(\hat{I}, \hat{K})-I C_{I}(\hat{I}, \hat{K})\right] \\
& =p F(\hat{K}, \hat{L})-\hat{L} w-C(\hat{I}, \hat{K})+\hat{I}(q-g) \\
& =\Pi(\hat{K}, \hat{L}, \hat{I})+q \hat{I}
\end{aligned}
$$

This relation, (??) and (??) can help us to find the following derivative

$$
\begin{aligned}
(q \hat{\hat{K}}) & =\dot{q} \hat{K}+q \dot{\hat{K}} \\
& =\left[(r+\delta) q-\Pi_{K}(\hat{K}, \hat{L}, \hat{I})\right] \hat{K}+q[\hat{I}-\delta \hat{K}] \\
& =r q \hat{K}+\delta q \hat{K}-\Pi(\hat{K}, \hat{L}, \hat{I})-q \hat{I}+q \hat{I}-\delta q \hat{K} \\
& =r q \hat{K}-\Pi(\hat{K}, \hat{L}, \hat{I}) .
\end{aligned}
$$

We obtained a linear differential equation for an unknown function $q(t) \hat{K}(t)$. The solutions to this equation can be written in the following form

$$
\lim _{s \rightarrow \infty} e^{-r s} q(s) \hat{K}(s)-e^{-r t} q(t) \hat{K}(t)=-\int_{t}^{\infty} e^{-r s} \Pi(s) d s
$$

where we use a truncated version for $\Pi(\hat{K}(s), \hat{L}(s), \hat{I}(s))=\Pi(s)$. If we take into account transversality condition (??) and we can finally write

$$
q(t) \hat{K}(t)=\int_{t}^{\infty} e^{-r(s-t)} \Pi(s) d s=V_{t}
$$

which means that

$$
\begin{equation*}
q(t)=\frac{V_{t}}{\hat{K}(t)}=g(t) q^{A}(t), t \in[0, \infty) \tag{24}
\end{equation*}
$$

The latter expression means that if we normalize the unit price of investment good, i.e. $g(t)=1, t \in[0, \infty)$, the marginal $q$ and average $q$ are equal.

## 4 Conclusion

The paper deals with a neoclassical investment model with adjustment cost on infinite time horizon, uses necessary conditions given from Potryagin maximum principle and offers a simple and a transparent proof of Hayashi result which states that Tobin's $q$ and marginal $q$ are equal providing that the firm is price taker, its production function is concave, its cost function is convex and both functions are homogeneous of degree one.
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#### Abstract

The goal of this paper is to estimate timing and shape of a structural change (regime switch) of the Czech economy, which took place at the end of the nineties. The approach we have chosen is based on Dynamic Stochastic General Equilibrium (DSGE) model with Markov switching regimes. In order to keep the estimate meaningful with respect to the number of parameters (model complexity) and the length of Czech macroeconomic time series, we have chosen a small prototypical New Keynesian model. This model has been estimated by Bayesian techniques. The results do not consist of parameter estimates for different regimes only, but also of probabilities of these regimes in time. This offers very interesting view of the changes the Czech economy went through in the second half of the nineties.
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## 1 Introduction

Even a quick glance at main macroeconomic time series of the Czech economy raises a question:

- Did the Czech economy undergo a structural change in the late nineties?

In other words, did the dynamic behavior of the Czech economy change or did the economic development at the late nineties just reflect extreme exogenous shocks?

Prior to the estimation of the possible structural change we know that at least a switch of the monetary regime to inflation targeting took place at that time. Therefore we expect that the structural change happened and the question above have to be refined:

- Did the structural change in the late nineties consist only in a monetary regime switch or another aspects of the Czech economy changed as well?

In this paper, we try to find the answer to this question. According to this objective, we focus on estimation of a possible change in fairly general aspects of the economy. The precise assessment of a structural change would require more realistic (and complicated) model structure. At least an open economy model should be considered in this case.

## 2 Simple New Keynesian Model

As has been written above, we would like to find out whether the dynamics of the Czech economy changed due to other aspects then monetary policy or not. Because we do not aspire to track down concrete sources of a structural change, a simple New Keynesian model fits our requirements well enough. Moreover, estimation of more complicated model structure could be problematic with respect to the number of estimated parameters and length of the Czech time series.

The chosen model is a slightly modified version of the closed economy New Keynesian dynamic stochastic general equilibrium (DSGE) model presented in [1]. We refer the reader to the cited paper for more detailed discussion.

The economy consists of a representative household, a continuum of intermediate goods producing firms, a final goods producing firm, and a monetary authority. The representative household consumes

[^55]final goods and supplies the intermediate goods producing firms with homogeneous labor. The model supposes perfect competition on labor market and that's why household and firms are wage-takers. The intermediate goods producing firms hire labor and produce goods according to constant returns on scale production function. The j-th firm faces the quadratic price adjustment costs
\[

$$
\begin{equation*}
A C_{t}(j)=\frac{\phi}{2}\left(\frac{P_{t}(j)}{P_{t-1}(j)}-\left(1+\pi^{s s} / 100\right)\right)^{2} Y_{t}(j) \tag{1}
\end{equation*}
$$

\]

where $\phi$ is the measure of price stickiness, $\pi^{s s}$ is steady state inflation rate of the final goods, $P_{t}(j)$ is price of its production in period $t$, and $Y_{t}(j)$ is its production. The monetary authority which pays attention to inflation rate and growth rate of output sets nominal interest rate according to Taylor type rule.

The linearized model in terms of stationary variables is

$$
\begin{align*}
& \hat{y}_{t}=E_{t} \hat{y}_{t+1}-\frac{1}{\tau}\left(\hat{r}_{t}-E_{t} \hat{\pi}_{t+1}-\rho_{z} \hat{z}_{t}\right)  \tag{2a}\\
& \hat{\pi}_{t}=\beta E_{t} \hat{\pi}_{t+1}+\frac{\tau \kappa}{\left(1+\frac{\pi^{s s}}{100}\right)^{2}}\left[\hat{y}_{t}+\varepsilon_{\pi, t}\right]  \tag{2b}\\
& \hat{r}_{t}=\rho_{r} \hat{r}_{t-1}+\left(1-\rho_{r}\right)\left[\psi_{1} \hat{\pi}_{t}+\psi_{2}\left(\hat{y}_{t}-\hat{y}_{t-1}+\hat{z}_{t}\right)\right]+\varepsilon_{r, t},  \tag{2c}\\
& \hat{z}_{t}=\rho_{z} \hat{z}_{t-1}+\varepsilon_{z, t}, \tag{2~d}
\end{align*}
$$

where variables with hat are deviations from steady state. The first equation is IS curve, the second is Phillips curve, the third is Taylor rule, and the last one represents technology process. Parameter $\tau$ is the inverse elasticity of intertemporal substitution in consumption, $\beta$ is the discount factor, and $\kappa=\frac{1-\nu}{\nu \phi}$ where $\nu$ is the inverse elasticity of demand for intermediate goods. The shocks $\varepsilon_{\pi, t}, \varepsilon_{r, t}$ and $\varepsilon_{z, t}$ are Gaussian with mean zero and standard deviation $\sigma_{\pi}, \sigma_{r}$ and $\sigma_{z}$, respectively.

The model variables are connected with observed data via measurement equations

$$
\begin{align*}
Y G R_{t} & =\gamma^{s s}+\hat{y}_{t}-\hat{y}_{t-1}+\hat{z}_{t}  \tag{3a}\\
I N F L_{t} & =\pi^{s s}+\hat{\pi}_{t}  \tag{3b}\\
I N T_{t} & =\pi^{s s}+100\left(\beta^{-1}-1\right)+\gamma^{s s}+\hat{r}_{t} \tag{3c}
\end{align*}
$$

where $\gamma^{s s}$ is steady state growth rate of technology, and the observed data are
YGR - growth rate of seasonally adjusted and adjusted by working days per capita real gross domestic product. Data are obtained from Eurostat.
INFL - CPI inflation per quarter. Data are obtained from SourceOECD Statistics.
INT - 3-month Prague InterBank Offered Rate (PRIBOR, in per cent per quarter). Data are obtained from ARAD data series system of the Czech National Bank.

We used quarterly data from 2Q1996 to 3Q2007.

## 3 Estimation Method

This section gives a brief description of the method used to estimate model parameters and regime switches. The detailed discussion of the theory of Markov switching state space models is presented in [3] and [4].

After solving rational expectations ${ }^{1}$, the model given by the equations (2) and (3) is put into the state space form

$$
\begin{align*}
x_{t} & =F\left(\theta, S_{t}\right) x_{t-1}+G\left(\theta, S_{t}\right) u_{t}+w_{t} \\
y_{t} & =H\left(\theta, S_{t}\right) x_{t}+A\left(\theta, S_{t}\right) u_{t}+\epsilon_{t} \tag{4}
\end{align*}
$$

where $w_{t} \sim N\left(0, Q\left(\theta, S_{t}\right)\right)$ and $\epsilon_{t} \sim N\left(0, R\left(\theta, S_{t}\right)\right)$ is a process and measurement noise, respectively, $x_{t}$ is a state vector, $y_{t}$ is a measurement vector and $u_{t}$ is known exogenous vector. Matrices $F, G, H, A, Q$ and $R$ are functions of parameter vector $\theta$ and state indicator $S_{t}$. The process of state indicators $\left\{S_{t}\right\}_{t=0}^{T}$ follows a discrete-time two state Markov process with unknown transition matrix $\xi$. The vector $\theta$ equals $\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}\right)^{\prime}$, where $\theta_{1}$ is the vector of model parameters when state 1 arises and $\theta_{2}$ consists of values of model parameters when state 2 of the system arises.

[^56]We carried out Bayesian estimate of the parameter vector $\theta$, transition matrix $\xi$ of the Markov chain, and realization $S=\left(S_{1}, S_{2} \ldots, S_{T}\right)$ of the (hidden) Markov chain based on the componentwise Metropolis-Hastings sampling. This means that we simulated draws from posterior simultaneous probability

$$
\begin{equation*}
p(S, \xi, \theta \mid \mathcal{Y}), \tag{5}
\end{equation*}
$$

where $\mathcal{Y}$ is set of observed data. Because the likelihood $p(\mathcal{Y} \mid S, \xi, \theta)$ is invariant to relabeling of states of the Markov chain, we chose priors for $S_{0}, \xi$ and $\theta$ invariant to permutation of states, performed random permutation sampling variant of the sampler mentioned above, which provided us with balanced mixture of draws from all labeling-specific subspaces, and processed the posterior draws in order to attain unique labeling rather than restricting to the subspace specified by a certain formal identifiability constraint. We had decided for permutation sampling method because an a priori chosen identifiability constraint need not guarantee unique labeling.

## 4 Results

We simulated 100,000 draws and threw away first half of the simulated chain to get rid of effect of initial conditions. The computation was done in Matlab. We estimated all model parameters except for discount factor $\beta$. We calibrated this parameter to value 0.995 , which imposed steady state real interest rate approximately equal to $0.5+\gamma^{s s}$ per cent per quarter. Prior densities for other parameters are reported in Table 1. The priors are identical among different states. Next, we chose Dirichlet distribution ${ }^{2}$ with parameter 3 for diagonal element and 2 for off-diagonal element for each row of the transition matrix $\xi$ of the hidden Markov chain. The probabilities of state 1 and state 2 at the initial period were set both to 0.5 .

We have estimated "sharp" distribution of the states in the period under consideration. The probability of state 1 is depicted in Figure 1. The whole period is divided into two intervals corresponding to two states of the economy. Based on the estimation results, the regime switch arose during the first quarter of the year 1999. This is the quarter after the first inflation target. ${ }^{3}$ This means that the estimated regime switch do not coincide with monetary regime switch, which took place at the beginning of 1998. This lag can be caused by subsequent changes of another aspects of the Czech economy and/or by gradual propagation of the monetary regime switch to the structure of the economy.


Fig. 1. Probability of state 1

The estimates of the model parameters are presented in Table 1. As can be seen, we found strong evidence of a change in steady state values. The steady state growth rate of technology decreased from 1.174 (approx. 4.7 per cent p.a.) to 0.358 per cent (approx. 1.4 per cent p.a.). The steady state inflation also decreased. It dropped from 2.025 (approx. 8 per cent p.a.) to 0.142 per cent (approx. 0.6 per cent p.a.). The steady state inflation in the second part of the period is quite low and significantly lower then inflation targets. This reflects the fact that the Czech National Bank (CNB) undershooted the inflation target systematically (see [5]). Nevertheless, the estimate is still low despite of undershooting.

[^57]Table 1. Priors and estimation results (The prior distribution functions are Beta (B), Gamma (G) and Inverse Gamma (IG).)

| Param. | Prior Distribution |  |  | Posterior - State 1 |  |  | Posterior-State 2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Dist. | Mean | Std. dev. | Mean | $\mathbf{5 \%}$ | $\mathbf{9 5 \%}$ | Mean | $\mathbf{5 \%}$ | $\mathbf{9 5 \%}$ |
| $\tau$ | G | 2.000 | 0.500 | 2.214 | 1.834 | 2.723 | 3.752 | 3.506 | 4.043 |
| $\kappa$ | G | 0.200 | 0.100 | 0.242 | 0.109 | 0.377 | 1.541 | 1.395 | 1.856 |
| $\rho_{r}$ | B | 0.500 | 0.200 | 0.857 | 0.795 | 0.922 | 0.697 | 0.569 | 0.794 |
| $\psi_{1}$ | G | 1.500 | 0.250 | 1.202 | 1.067 | 1.335 | 1.227 | 1.074 | 1.353 |
| $\psi_{2}$ | G | 0.500 | 0.250 | 0.456 | 0.312 | 0.696 | 0.502 | 0.335 | 0.701 |
| $\rho_{z}$ | B | 0.500 | 0.100 | 0.272 | 0.183 | 0.348 | 0.425 | 0.326 | 0.491 |
| $\gamma^{\text {ss }}$ | G | 0.800 | 0.250 | 0.358 | 0.272 | 0.451 | 1.174 | 1.031 | 1.324 |
| $\pi^{s s}$ | G | 1.000 | 0.500 | 0.142 | 0.048 | 0.251 | 2.025 | 1.921 | 2.129 |
| $\sigma_{\pi}$ | IG | 1.000 | 0.500 | 1.326 | 1.016 | 1.623 | 2.286 | 1.952 | 2.484 |
| $\sigma_{r}$ | IG | 0.300 | 0.150 | 0.368 | 0.265 | 0.473 | 0.865 | 0.707 | 0.958 |
| $\sigma_{z}$ | IG | 1.500 | 0.500 | 1.663 | 1.436 | 1.953 | 2.850 | 2.507 | 3.130 |

The steady state values are not the only parameters which changed. The parameters influencing the shape of reaction of the Czech economy to shocks changed as well. The parameter $\tau$ decreased. This induces an increase of intertemporal elasticity of substitution in consumption and hence consumption (output in closed economy model) has become more sensitive to real interest rate. The parameter $\kappa$ decreased significantly. This parameter lowers if the adjustment costs increase (parameter $\phi$ ) or elasticity of demand for intermediate goods $(1 / \tau)$ decreases. Looking at estimates of $\tau, \kappa$ and $\pi^{s s}$ and the Phillips curve (2b), the inflation seems less sensitive to output fluctuations and hence more stabilized during the second part of the period under consideration. As far as parameters of monetary policy rule are concerned, the results are ambiguous. The interest rate smoothing parameter $\rho_{r}$ raised during the period but another two parameters ( $\psi_{1}$ and $\psi_{2}$ ) remained almost unchanged.

Based on the estimates, the standard deviations of all shocks decreased in the late nineties inducing lesser volatility of the Czech economy after the structural change. The cost-push shock is the one whose influence has reduced the most if changes of parameters $\tau, \kappa$ and $\pi^{s s}$ are taken into account (see (2b)).

## 5 Conclusion

This paper has aimed to detect a structural change of the Czech economy in the late nineties, its timing and shape in general aspects. It has made an inference based on Bayesian estimate of the Markov switching state space model.

The paper has found strong evidence of one structural change of the Czech economy which took place during the first quarter of the year 1999. This switch did not consist in change of steady states only but also in change in reaction of the economy to exogenous shocks. The structural change of the Czech economy did not comprise only of a change of monetary regime but also of another aspects of the economy (elasticities, degree of nominal rigidity). Besides that, volatility of the economy lessened as indicated by standard deviations of exogenous shocks included in the model.
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#### Abstract

The choice of capital structure by firms is a fundamental issue in financial literature. According to a recent finding, the capital structure of firms remains almost unchanged during their lives meaning that leverage ratios are significantly stable over time. The stability of leverage ratios is mainly generated by an unobserved firm-specific effect that is liable for the majority of variation in capital structure [1]. However, the important fact is that the study focuses on the US economy which is relatively stable. I study how substantial changes in the economy affect the stability of firm capital structure in transition countries. Specifically, I concentrate on Central and Eastern European economies that passed through transition from central planning to market economy and privatization, Russian financial crisis, and EU membership. In addition, I investigate whether the ownership structure of the firms is responsible for the part of the unexplained variation in leverage.
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## 1. Introduction.

Capital structure choice is an important decision for a firm. It is important not only from the returns maximization point of view, but also because this decision has a great impact on a firm's ability to successfully operate in a competitive environment. Current literature has suggested a number of factors that can explain about $30 \%$ of the total variation in capital structure. However, an important finding is that the capital structure of firms remains almost unchanged from their birth to death meaning that leverage ratios are significantly stable over time. The stability of leverage ratios is not affected by the process of going public, but it is mainly generated by an unobserved firm-specific effect that is responsible for the majority of variation in capital structure [1]. As Lemmon, Roberts, and Zender (2008) focus on the US economy which is relatively stable over time, their finding raises a question whether this significant stability in leverage ratios is determined by the stability of the economy the firms operate in. The impact of substantial changes in the economy on capital structure stability has not been studied yet.

In this paper I focus on countries that experienced substantial changes in all economic spheres during the transition. There are several events that could have the strong impact on firms' capital structures. These are transition from a central planning to market economy and privatization, the Russian financial crisis, and EU membership. The paper is organized as follows. In the next section I survey the literature. Section 3 describes the data sources. In section 4, I present the models and discuss the obtained results. I summarize the paper and conclude in section 5.

## 2. Literature.

The question about the choice of capital structure by firms is fundamental in financial literature. This literature is fairly extensive [2-4]. Scholars have identified a number of factors which are correlated with leverage. Six factors (industry median leverage, market-to-book assets ratio, tangibility, profitability, firm size and expected inflation) account for more than $27 \%$ of the variation in leverage, while another 19 factors improve the explanatory power of the model by only $2 \%$ [4]. However, traditional leverage determinants explain a minor part of the variation in leverage (at most $30 \%$ ), while $60 \%$ remain unexplained [1]. This variation comes from an unobserved firm-specific time-invariant component that is responsible for persistence in leverage ratios over time. As the authors focus on the US economy, which is relatively stable, it is not clear whether leverage ratios exhibit a similar level of persistence when the economic environment rapidly changes over time. To answer this question I will refer to transition economies.

[^58]There are only a few papers that attempt to study the capital structure of firms in transition economies. Some of them are concentrated on the firm-specific determinants [5, 6]. They investigate capital structure determinants and find that leverage ratios of firms in transition economies behave differently from leverage ratios of firms in Western economies. For example, asset tangibility and profitability are negatively related to leverage in transition countries, while studies on Western firms report positive relationships. Moreover, profitability and firm age are found to be the most robust determinants of target leverage ratios among transition countries [7, 8]. Some studies suggest that not only firm-specific factors matter, but also institutional and macroeconomic factors are able to explain the variation in leverage ratios [9]. However, my paper differs from existing studies on the capital structure of firms from transition economies by focusing on the question of capital structure stability and its sources.

In addition, I attempt to investigate whether the ownership structure is able to explain the part of unexplained firm-specific variation in leverage. My motivation for the inclusion of this factor into the model is based on the existing differences in ownership patterns between the US and Europe. In the US dispersed ownership prevails, while in Europe it is more concentrated. The majority ownership not only gives a right to make important strategic decisions, but also creates strong incentives to monitor managers. The controlling share owner is directly interested in firm performance and is likely take part in firm capital structure decisions. Thus, ownership structure seems to be an important determinant of firm capital structure.

## 3. Data.

The firm-level data is obtained from the Amadeus database constructed by Bureau Van Dijk. This database is the most comprehensive source containing financial information on public and private companies in Europe. In this study I use the Top 1 million companies and focus on ten Eastern European countries (Bulgaria, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia, Slovenia) in 1996 - 2006.

I require that all key variables have nonmissing data. I keep only firms that have leverage from zero to one interval. Firms from financial intermediation sector are excluded from the sample, since they have a specific liability structure. I exclude observations if the sum of current and non-current liabilities does not exceed the trade credit because in this case the nominator is negative ${ }^{2}$ or if capital is negative. In addition, as I am interested in studying the firm-specific time-invariant effect, I require every firm in the sample to have a minimum 3 consecutive years of data. The construction of all of the variables used in the study is presented in the Appendix.

The resulting sample is unbalanced and the number of observations across countries varies. Estonia and the Czech Republic have the greatest coverage, while Lithuania and the Slovak Republic have the lowest. The mean leverage in all countries is in the $40 \%$ range, however, it is lower in Estonia (0.36) and higher in Hungary (0.52). The largest firms in terms of total assets are located in Poland. In terms of profitability, firms' mean return in assets is larger than their median return. This implies that firms' profitability distribution is positively skewed and most firms have low profitability, while only a few firms have very high profitability. The average age of firms in the sample is about 7 years ${ }^{3}$.

## 4. Model.

### 4.1. The determinants of leverage in transition economies.

I study the determinants of leverage using three different models: pooled OLS, fixed effect and random effect. I start with estimating pooled OLS model [3, 4].

$$
\begin{equation*}
Y_{i t}=\alpha+\beta X_{i t-1}+v_{t}+\varepsilon_{i t}, \tag{1}
\end{equation*}
$$

where $Y_{i t}$ is leverage of firm $i$ at time $t ; v$ is a time fixed effect and $\varepsilon$ is a random error term. The standard errors are robust to heteroskedasticity and correlation within firm [10].

As recent literature suggests that fixed effect matters and it is responsible for the majority of the variation in leverage, I also estimate the following model using fixed effect and random effect regressions.

$$
\begin{align*}
& Y_{i t}=\alpha+\beta X_{i t-1}+\eta_{i}+v_{t}+u_{i t} \\
& u_{i t}=\rho u_{i t-1}+w_{i t} \tag{2}
\end{align*}
$$

where $u$ is stationary, $w$ is a is a random disturbance that assumed to be possibly heteroskedastic, but serially and cross-sectionally uncorrelated, $\eta$ is a firm fixed effect.

The results are reported in Table 1. The first column contains the pooled OLS regression results. The results are similar to previous works examining transition economies. The size of the firm has a positive highly

[^59]significant effect. However, it appears that tangibility, profitability and GDP growth are insignificant, while industry median leverage has a strong positive effect on leverage. Unexpectedly, the age of the firm is negatively related to the leverage ratio. On the one hand, older firms are better known on the market. They have certain reputation and lower information asymmetries, thus, it is easier for them to get debt. On the other hand, the negative sign could be due to older firms who are able to finance their operations from their internal sources and prefer to do so rather than use the external sources. Finally, the dummy for a firm's status is negatively related to leverage and highly significant, meaning that public firms tend to have lower leverage than private firms [11].

On the whole, the pooled OLS model explains only about $11 \%$ of the variation in leverage. Fixed and random effect models perform better; however, the random effect model is rejected in favor of the fixed effect model using the Hausman specification test. All the determinants are statistically significant despite tangibility, which is measured imprecisely. Larger firms tend to have higher leverage because they more diversified and face lower bankruptcy risk. Firms also prefer to borrow more when growth opportunities are high as predicted by the pecking order theory. The estimated relation between leverage level and profitability is positive. This finding is consistent with agency theory, which says that firms use more debt to avoid misuse of the free cash flow by managers [12]. Moreover, higher debt could be served as a tax shield. I also find that in the fixed effect model age is positively related to leverage. Older firms appear to be more leveraged because they have a wellestablished reputation which guarantees them easier access to debt.

Table 1. Determinants of Leverage in Transition Economies

| Variable | Book Leverage |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Pooled OLS |  | Fixed Effect | Random Effect |  |
| Log(Total Assets) | 0.010*** | (0.0005) | 0.002*** (0.0004) | 0.004*** | (0.0003) |
| Tangibility | 0.001 | (0.0008) | 0.0001 (0.0002) | 0.0001 | (0.0002) |
| Profitability | -0.002 | (0.0014) | 0.0004** (0.0002) | 0.0003 | (0.0002) |
| GDP growth | 0.001 | (0.0004) | 0.002*** (0.0003) | -0.001*** | (0.0002) |
| Industry median | 0.663*** | (0.0103) | $0.460 * * *(0.0094)$ | 0.586*** | (0.0055) |
| Expected inflation | 0.001** | (0.0004) | 0.001*** (0.0003) | -0.0002 | (0.0002) |
| Age | -0.002*** | (0.0001) | 0.006*** (0.0004) | -0.002*** | (0.0001) |
| cons | 0.017 | (0.0112) | $0.078 * * *(0.0025)$ | 0.195*** | (0.0063) |
| Hausman |  |  | 389.38 (0.0000) |  |  |
| Adjusted $\mathrm{R}^{2}$ | 0.1072 |  |  |  |  |
| AR(1) |  |  | 0.532 | 0.532 |  |
| Obs | 313537 |  | 238296 | 313596 |  |

Although the fixed effect model has a statistical advantage over the random effect and the pooled effect models because it has the highest adjusted $\mathrm{R}^{2}$, there is a certain threat that fixed effect estimation kills all of the cross-sectional variation and evaluates the time-series variation in the data. However, this is acceptable when the cross-sectional and the time-series impacts are equal, but if this assumption is violated, fixed effect estimates are not able to capture the total impact of the leverage factors [13].

### 4.2. Ownership structure of the firm as a determinant of firm capital structure.

I started with the question of how much variation in firms' leverage is firm-specific and time-invariant in transition economies. To answer this question I run the regression of leverage on firms‘ fixed effects. The adjusted $\mathrm{R}^{2}$ from this regression is about $65 \%$ which is larger than in the US. Then, I conduct a sensitivity analysis by considering only firms that have at least 5,7 , and 10 years of non-missing data for book assets. I find that the variation explained by firm fixed effects approaches $60 \%$ as the number of years available increases. However, it is quite surprising that even in rapidly changing transition economies, the fixed effect is responsible for the same or even a larger part of the variation in leverage. As the majority of unexplained variation comes from unobserved time-invariant firm characteristics, I suggest looking at such firm-specific leverage determinants in European countries as ownership of the firm. I distinguish between three ownership categories which are majority ownership ( $>50 \%$ ), blocking minority ownership ( $>33 \%$, but $\leq 50 \%$ ) and legal minority ownership ( $>10 \%$, but $\leq 33 \%$ ).

The majority ownership not only gives a right to make important strategic decisions, but also creates strong incentives to monitor managers. The controlling share owner is directly interested in firm performance and is likely to choose following low-risk strategies which result in lower leverage levels. In addition, blocking
minority ownership grants a right to block a number of decisions concerning major changes in the business activity of the firm. For example, blocking minority owners are able to block the decisions of major shareholder concerning changes in assets and the firm's activities. Finally, legal minority ownership gives the possibility to delay or completely block the implementation of larger shareholders decisions through lengthy court proceedings [14]. Thus, ownership structure has a potential to be an important determinant of firm capital structure.

The direct ownership data are available starting from 2004. Firms controlled by major owners are largest in terms of total assets. In fact, median total assets are significantly lower compared to their mean value. This fact suggests that total assets are positively skewed. In other words, total assets of most firms are low, while total assets of few firms are high. However, in terms of profitability, tangibility and leverage level there are no significant differences with respect to ownership concentration.

Table 2 reports the results of leverage regression that accounts for ownership structure of the firm. The first column contains estimates from the pooled OLS regression. In the second column I add ownership concentration variables to traditional leverage determinants. As can be seen from Table 2, it only slightly increases the explanatory power of the model. All the estimates stay approximately the same. At the same time, majority and legal minority ownership appear to affect the level of leverage. In the third column in addition to ownership concentration I also distinguish between foreign and domestic ownership. Only majority and legal minority domestic ownership estimates are significant and positively related to leverage. Thus, ownership structure of the firm could be considered as one of the capital structure determinants. However, it does not increase substantially the explanatory power of the model.

Table 2. Leverage and Direct Ownership

| Variable | Book leverage |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) |  | (2) |  | (3) |  |
| Log(Total Assets) | -0.004*** | (0.001) | -0.004*** | (0.001) | -0.004** | (0.001) |
| Tangibility | 0.0003* | (0.0001) | 0.0003* | (0.0001) | 0.0003* | (0.0001) |
| Profitability | -0.082*** | (0.026) | -0.082*** | (0.026) | $-0.08 * * *$ | (0.026) |
| GDP growth | 0.008*** | (0.002) | 0.008** | (0.002) | 0.007*** | (0.002) |
| Industry median | 0.562*** | (0.028) | 0.561*** | (0.028) | 0.559*** | (0.028) |
| Expected inflation | 0.009*** | (0.004) | $0.009^{* * *}$ | (0.004) | 0.009** | (0.004) |
| Age | -0.001*** | (0.0002) | -0.001*** | (0.0002) | $-0.001^{* * *}$ | (0.0002) |
| Quoted | -0.004 | (0.017) | -0.003 | (0.017) | -0.008 | (0.019) |
| Majority |  |  | 0.01* | (0.006) |  |  |
| Monitored Majority |  |  | 0.004 | (0.007) |  |  |
| Minority |  |  | 0.01* | (0.006) |  |  |
| Majority*foreign |  |  |  |  | 0.009 | (0.008) |
| Majority*domestic |  |  |  |  | 0.011* | (0.006) |
| Monitored Majority*foreign |  |  |  |  | -0.029 | (0.050) |
| Monitored Majority*domestic |  |  |  |  | 0.004 | (0.007) |
| Minority*foreign |  |  |  |  | 0.001 | (0.022) |
| Minority*domestic |  |  |  |  | 0.011* | (0.006) |
| cons | 0.208*** | (0.029) | 0.199*** | (0.030) | 0.205*** | (0.030) |
| Adjusted R ${ }^{2}$ | 0.10 |  | 0.10 |  |  |  |
| Obs | 385 |  | 385 |  |  |  |

## 5. Conclusion.

Using a comprehensive database of firms in transition countries, I examine the determinants of capital structure. First, I check how much variation in leverage is explained by traditional determinants. I took the determinants which were previously identified as relevant for both developed and transition economies. It appears that a number of core determinants are able to explain about $11 \%$ of the variation in leverage. This percent is low mostly because the majority of firms in the sample is unlisted. Listed companies are about $1 \%$ of the entire sample. The obtained coefficient estimates are in line with estimates reported in earlier studies in transition economies [9, 6]. An interesting finding is that tangibility and profitability are weak determinants of firm capital structure. At the same time, age is a highly significant determinant of capital structure in transition economies. Different models estimate different signs for this determinant, but a positive relation between
leverage and age estimated by the fixed effect model is more intuitive. Older firms have a well-established reputation on the market and are able to borrow at lower cost. As a result, they have higher leverage. Moreover, the fixed effect model accounts for unobserved firm-specific time-invariant factors which are responsible for about $65 \%$ of the variation in leverage in transition economies.

Second, I investigate whether the ownership structure of the firm is able to explain at least a part of the unexplained variation in leverage. This determinant has a certain potential because major owner is directly interested in firm's performance. He has control over firms and can directly monitor and replace the management. I control for majority, monitored majority and minority ownership. Majority and minority ownership appear to be significant determinants of firm's leverage, however, they do not improve the explanatory power of the model substantially. I also distinguish between foreign and domestic owners. The estimated coefficients of ownership concentration dummies appear to be insignificant for foreign owners, while estimates of majority and minority domestic ownership are significant.

As I mentioned earlier, Eastern European firms operate in an environment that is completely different from that of US firms, but firm fixed effect is responsible for even a larger part of the variation in leverage. It seems to be not an effect of the stable economic environment firms operate in, but rather purely a firm-specific characteristic.

## Appendix.

Leverage $=\frac{\text { debt }}{\text { debt }+ \text { equity }}$, where debt $=$ total liabilities - trade credit $[7]$.
GDP growth is a proxy for growth opportunities of the firm.
Age $=$ Age $_{t}-$ Year of incorporation
$\log$ (total assets) is the natural $\log$ of total assets.
Majority ownership=1, firm is controlled by a majority owner, the rest are hold less than $10 \%$.
Monitored minority ownership $=1$, despite of the majority owner at least one minority owner is present.
Minority ownership $=1$, either blocking or legal minority owner is the largest owner.
Dispersed ownership $=1$, all shareholders hold less than $10 \%$ of equity.
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#### Abstract

The paper presents the model for a real-life problem that consists in optimisation of production process of white masses (WMs) for one of the global world companies. The problem is formulated as a standard blending problem with several special features. The optimisation criterion is minimisation of total costs of the production process. The most important constraints are requirements on composition of WMs, composition of raw materials and limits for surplus sales of materials. The results of the model offer recommendation for purchase of raw materials, own production of materials, and surplus sales of raw materials. We have used MS Excel interface cooperating with LINGO solver for its solving.
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## 1. Introduction

We were addressed by a food-processing company to set up a model that would optimise protein costs. The company is intent on production of diary products such as yoghurts, acidified milk drinks etc. They would like to optimise the purchase of raw milk (RM) and other dairy ingredients such as cream (CR), skimmed milk (SM), concentrated milk (SMC), powdered milk (SMP) or anhydrous milk fat (AMF). The aim of the model is to blend different white masses (WMs) according to recipes using different ingredients and to achieve the lowest costs as possible due to constraints. The problem of production WMs is a standard blending problem with several special features that can be formulated as a linear programming problem.

## 2. Mathematical model

The optimisation criterion is the minimization of total costs of the production process. They consist of costs of input supplies and costs of processing reduced by revenues from surplus sales. The constraints that must be fulfilled during the optimisation follows from requirements. The most important ones are as follows:

- requirements on the composition of WMs (fat and protein content, total weight of milk, limits of protein and fat contents from different sources, etc.),
- composition of ingredients (RM, CR, SM, etc.) with respect to fat, protein, available amount and price of ingredients,
- limits for surplus sales of RM and ingredients, unit prices of the sales, etc.

We have to take into consideration that raw milk cannot be used as an ingredient, but it is used for producing cream and skimmed milk. Produced and purchased skimmed milk can be used for producing concentrated skimmed milk. The company has contracts with some of the vendors to purchase certain amount of raw milk or ingredients as well as contracts with customers to resell certain amount of raw milk, cream or skimmed milk.

The results of the optimisation offer recommendation for purchase of raw milk and ingredients, own production of ingredients, surplus sales, composition of WMs, etc.

The complete model is as follows. Each part of the model is described in detail below.

Minimize

$$
\begin{align*}
& z=\sum_{i} \text { PURC }_{i} \text { Rprice }_{i}+\sum_{k} R M_{k} \text { Mprice }_{k}+\operatorname{prodRM}\left(\sum_{k} R M_{k}-\sum_{k} s p R M_{k}\right)+ \\
& +\operatorname{prodSMC~}_{i \in S M} S M C 1_{i}-\left(\sum_{p} \operatorname{priRM}_{p} s r p R M_{p}+\sum_{q} \operatorname{priCR}_{q} s r p C R_{q}+\sum_{r} \operatorname{priSM}_{r} s r p S M_{r}\right) \tag{2.1}
\end{align*}
$$

subject to
$\operatorname{Rprot}_{1} C R 1_{k}+\operatorname{Rprot}_{8} S M 1_{k}+\operatorname{Dprot}_{k}^{-}-\operatorname{Dprot}_{k}^{+}=\operatorname{Mprot}_{k}\left(R M_{k}-s p R M_{k}\right), \quad \forall k$
$R f a t_{1} C R 1_{k}+$ Rfat $_{8} S M 1_{k}=\operatorname{Mfat}_{k}\left(R M_{k}-s p R M_{k}\right), \quad \forall k$,
$C R 1_{k}+S M 1_{k}=R M_{k}-s p R M_{k}, \quad \forall k$,
$\operatorname{Dprot}_{k}^{+} \leq$deviation1 $\cdot \operatorname{Mprot}_{k}\left(R M_{k}-s p R M_{k}\right), \quad \forall k$,

$\operatorname{PURC}_{i}=\sum_{j} x_{i j}, \quad i \geq 2, i \in C R$,
$P U R C_{1}=\sum_{k} C R 1_{k}$,
$P U R C_{8}=\sum_{k} S M 1_{k}$,
$\sum_{j} x_{1 j}+\sum_{q} s r p C R_{q}=P U R C_{1}$,
$\sum_{j} x_{8 j}+\sum_{r} s r p S M_{r}=P U R C_{8}-u s e S M C ~_{8}$,
$\sum_{k} s p R M_{k}=\sum_{p} s r p R M_{p}$,
$P^{\prime} U R C_{i}=u s e S M C_{i}+u s e W M_{i}, \quad \forall i \in S M$,
$\sum_{j} x_{i j}=u s e W M_{i}$,
$\forall i \in S M$,
$\begin{array}{ll}\text { Rprot }_{i} \text { useSMC }_{i} \geq \text { Rprot }_{17} \text { SMC1 }_{i}, & \forall i \in S M, \\ \text { Rfat }_{i} \text { useSMC } & \geq \text { Rfat }_{17} \text { SMC1 }_{i},\end{array} \quad \forall i \in S M, ~ \$$
$\sum_{i \in S M} S M C 11_{i}=\sum_{j} x_{17, j}$,
PURC $_{17}=\sum_{i \in S M} S M C 1_{i}$,
$P^{\prime} \operatorname{URC}_{i}=\sum_{j} x_{i j}, \quad \forall i \in S M C$,
$\operatorname{PURC}_{i}=\sum_{j} x_{i j}, \quad \forall i \in A M F$,
$P^{\prime} \mathcal{R C}_{i}=\sum_{j} x_{i j}, \quad \forall i \in S M P W$,

$$
\begin{align*}
& P \cup R C_{i}=\sum_{j} x_{i j}+\sum \frac{x_{i+6, j}}{10,5}, \quad \forall i \in S M P, \\
& \sum_{j} x_{i j}=u s e \text { SMPW }_{i}, \quad \forall i \in S M P W \text {, }  \tag{2.12}\\
& \sum_{j} x_{i j}+\frac{u s e S M P W_{i+6}}{10,5} \leq u b R_{i}, \quad \forall i \in S M P, \\
& \sum_{i} x_{i j}+\operatorname{dev}_{j}-\operatorname{dev}_{j}=\text { WMweig }_{j} \text { WMquant }_{j}, \quad \forall j,  \tag{2.13}\\
& \left.\operatorname{dev} 1_{j}+\operatorname{dev}_{j} \leq 0,01 \text { WMweig }_{j} \text { WMquant }_{j}\right), \quad \forall j, \\
& \sum_{i} \text { Rfat }_{i} x_{i j}-\text { fatDEV }_{j}^{+}=\text {WMfat }_{j} \text { WMquant }_{j}, \quad \forall j,  \tag{2.14}\\
& \sum_{i} \operatorname{Rprot}_{i} x_{i j}-\operatorname{prot}^{2} E V_{j}^{+}=\text {WMprot }_{j} \text { WMquant }_{j}, \quad \forall j,  \tag{2.15}\\
& \sum_{i \in A M F} \text { Rfat }_{i} x_{i j} \leq \text { AMFmax }_{j} \text { WMfat }_{j} \text { WMquant }_{j}, \quad \forall j, \\
& \sum_{i \in S M C} \text { Rprot }_{i} x_{i j} \leq \text { SMCmax }_{j} \text { WMprot }_{j} \text { WMquant }_{j}, \quad \forall j \text {, }  \tag{2.16}\\
& \sum_{i \in S M P} \text { Rprot }_{i} x_{i j} \leq S M P \max _{j} \text { WMprot }_{j} \text { WMquant }_{j}, \quad \forall j, \\
& \sum_{i \in S M} \operatorname{Rprot}_{i} x_{i j} \leq S M \text { max }{ }_{j} \text { WMprot }_{j} \text { WMquant }_{j}-\sum_{i \in S M P W} R^{2} \operatorname{Rprot}_{i} x_{i j}, \quad \forall j, \\
& l b M_{k} \leq R M_{k} \leq u b M_{k}, \quad \forall k,  \tag{2.17}\\
& l b R_{i} \leq P U R C_{i} \leq u b R_{i}, \quad \forall i,  \tag{2.18}\\
& l b R M_{p} \leq \operatorname{srpR} M_{p} \leq u b R M_{p}, \quad \forall p, \\
& l b C R_{q} \leq \operatorname{srp}^{\prime} \mathrm{CR}_{q} \leq u b C R_{q}, \quad \forall q,  \tag{2.19}\\
& l b S M_{r} \leq \operatorname{srpSM}_{r} \leq u b S M_{r}, \quad \forall r, \\
& 0 \leq \text { fatDEV }_{j}^{+} \leq \text {deviation } \text { WMfat }_{j} \text { WMquant }_{j}, \quad \forall j, \\
& 0 \leq \operatorname{protDEV}_{j}^{+} \leq \text {deviation } \text { WMprot }_{j} \text { WMquant }_{j}, \quad \forall j,
\end{align*}
$$

where the index sets mean

- $\quad j$ - white masses that have to be produced,
- $\quad i$ - ingredients that can be purchased, this index set has six subsets ( $C R, S M, S M C, S M P, S M P W, A M F)$ according to different types of ingredients, each subset contents different vendor of the ingredients,
- $\quad k$ - raw milks that can be purchased from $k$ different vendors,
- $\quad p$ - customers that buy the surplus of raw milk,
- $q$ - customers that buy the surplus of cream,
- $\quad r$ - customers that buy the surplus of skimmed milk.

The variables of the model are as follows:

- RMk - amount of raw milk that should be purchased from vendor $k$,
- spRMk - amount of raw milk from vendor $k$ that is not used for ingredients production and is resold as surplus,
- SMCli - amount of concentrated skimmed milk produced from skimmed milk $i, i \in S M$,
- PURCi - amount of ingredient i that should be purchased (or produced),
- srpRMp - surplus of raw milk that can be sold to customer p,
- srpCRq - surplus of cream that can be sold to customer q,
- srpSMr - surplus of skimmed milk that can be sold to customer $r$,
- CRIk - amount of cream produced from raw milk,
- SM1k - amount of skimmed milk produced from raw milk,
- Dprot- $k$ - negative deviation of protein in protein balance of raw milk $k$,
- Dprot $+k$ - positive deviation of protein in protein balance of raw milk $k$,
- xij - amount of ingredient $i$ in white mass $j$,
- useSMCi - amount of skimmed milk used in concentrated skimmed milk production, $i \in S M$,
- useWMi - amount of skimmed milk used for white masses production, $i \in S M$,
- devlj - negative deviation of milk weight in white mass $j$,
- dev $2 j$ - positive deviation of milk weight in white mass $j$,
- fatDEV+j-positive deviation of fat in fat balance in white mass $j$,
- protDEV+j - positive deviation of protein in protein balance in white mass $j$,
- useSMPWi - amount of reconstituted powdered milk $i$.

The input parameters of the model can be divided into two groups. The parameters given by white masses recipes are as follows:

- AMFmaxj - maximal \% of total fat content in WM i can be from anhydrous milk fat,
- SMCmaxj - maximal \% of total protein content in WM i can be from concentrated milk,
- SMPmaxj - maximal \% of total protein content in WM i can be from powdered milk,
- SMPWmaxj - maximal \% of total protein content in WM i can be from reconstituted powdered milk,
- SMmaxj - maximal \% of total protein content in WM i can be from skimmed milk,
- WMfatj - fat content in $\mathrm{kg} / 100 \mathrm{~kg}$ of white mass,
- WMprotj - protein content in kg/l00kg of white mass,
- WMquantj - quantity of white mass i produced in chosen period,
- WMweigj - total weight of milk in kg/l00kg of white mass.

The other group of input parameters follows from parameters of the purchased ingredients. These are:

- Mpricek - price in local currency per 1 kg of raw milk from vendor $k$,
- Mprotk - \% of protein in raw milk from vendor $k$,
- Mfatk - \% of fat in raw milk from vendor $k$,
- Rpricei - price in local currency per 1 kg of ingredient $i$,
- Rproti - \% of protein in ingredient i,
- Rfati - \% of fat in ingredient i,
- prodRM - production cost of processing of 1 kg of raw milk,
- prodSMC - production cost of processing 1 kg of concentrated milk from skimmed milk,
- priRMp, priCRq, priSMr - price of raw milk (cream, skimmed milk) resold to customer $p(q, r)$,
- lbRMp,lbCRq, lbSMr - amount of RM (CR, SM) that has to be resold to customer $p(q, r)$,
- ubRMp, ubCRq, ubSMr - maximal amount of $R M(C R, S M)$ that can be resold to customer $p(q, r)$,
- lbMk - amount of raw milk that has to be purchased from vendor $k$,
- ubMk - maximal amount of raw milk that can be purchased from vendor $k$,
- lbRi - amount of ingredient i that has to be purchased,
- ubRi-maximal amount of ingredient $i$ that can be purchased,
- deviation - \% deviation of fat or protein in each white mass,
- deviation $-\%$ deviation of protein in cream and skimmed milk production.

The objective function (2.1) consists of four parts that are costs of ingredients purchase, costs of raw milk purchase, and costs of production of cream, skimmed milk and concentrated milk reduced by revenues from sales of raw milk, cream and skimmed milk surpluses. Relation (2.2) presents balance of protein and fat in production of cream and skimmed milk from raw milk. The balance of fat have to be fulfilled exactly, in the balance of protein there is allowed a deviation. The total amount of produced cream and skimmed milk has to be equal to the amount of purchased raw milk reduced by resold raw milk. Constraints (2.3) show the limits of positive and negative deviation of protein in the balance of protein in raw milk processing.

It follows from (2.4) that the amount of purchased cream is equal to the sum of cream used for each white mass. The "purchased" amount of produced cream and skimmed milk is equal to the sum of cream (or skimmed milk) produced from each raw milk (2.5). Constraints (2.6) presents that the "purchased" amount of produced cream is a sum of cream used for white masses production and of cream resold to customers. The "purchased" amount of produced skimmed milk reduced by amount of SM used for concentrated milk production is a sum of SM used for white masses production and of SM resold to customers. (2.7) shows that the sum of surpluses of all raw milks is equal to the sum of surpluses resold to all customers. The purchased amount of skimmed milk consists of SM used for concentrated milk (SMC) production and of SM used for WM production (2.8). Balances of protein and fat in SMC production are evident in (2.9). In (2.10) there is visible that the "purchased" amount of produced concentrated milk is equal to sum of SMC used for white mass production.

Constraints (2.11) show that the amounts of purchased SMC (AMF, reconstituted SMP) are equal to the sum of SMC (AMF, reconstituted SMP) used for each white mass. Constraints (2.12) relate to powdered (SMP) and reconstituted powdered milk (SMPW). The purchased amount of SMP consists of sum of the SMP and SMPW used for white mass production. Reconstituted powdered milk is adulterated powdered milk in the proportion $1: 10,5$. The sum of the SMP used for white mass production as powder and SMP in reconstituted SMP have to be lower or equal the maximal available amount of SMP. The deviation of milk in each white mass (2.13) must be lower than $1 \%$. (2.14) and (2.15) are fat and protein balances in each white mass. Constraints (2.16) represent the maximal limits of total fat content in each white mass that can be from anhydrous milk fat or total protein content from concentrated milk, powdered milk and skimmed milk.

Last constraints are bounds. (2.17) are bounds of purchased amounts of raw milk and (2.18) are bounds of purchased amounts of each ingredient. Limits for surpluses of raw milk, cream or skimmed milk are represented by constraint (2.19). Bounds (2.20) are related to positive fat and protein deviation in fat and protein balances in each white mass.

## 3. Computer implementation and conclusions

For solving this model specialized optimisation solvers can be used. The company requested a system that enables repeated solving of the problem with different settings of parameters. Therefore we should create a system that could be used by people, who doesn't know anything about mathematical modelling. Due to the necessity to ensure user-friendly environment of the system we have used MS Excel interface cooperating with LINGO solver. MS Excel contains its own Solver for working with linear optimisation problems. Nevertheless this Solver can work with size-limited problems only and therefore is not applicable for this problem. That is why the system uses an external high quality professional solver LINGO (see www.lindo.com). This solver is not part of the application and has to be installed on the PC before using of the system.

Mathematical model is written in LINGO modelling language but the user doesn't get in touch with it. Users work only with MS Excel worksheets. In the MS Excel workbook there are two sheets with tables for input parameters such as fat or protein content of ingredients, prices, recipes of white masses etc. The optimisation is started from MS Excel. Results of the optimisation are entered in two other MS Excel sheets in the same workbook.

The system is now ready for operational using. The current version enables simultaneous optimisation of 30 white masses using 7 different raw milk vendors, 6 cream vendors (plus produced cream), 8 skimmed milk vendors (plus produced SM), 6 concentrated milk vendors (plus produced SMC), 6 powdered milk vendors and 3 vendors of anhydrous milk fat. There is also possibility to resell surpluses of raw milk, cream and skimmed milk to 6 different customers each. The total number of variables in the current version is 1491 and the total number of constraints is 434 .

The results of this optimisation are recommendations for raw milk and ingredients purchase, for cream, skimmed milk and concentrated milk production and for raw milk, cream and skimmed milk surpluses resell. It also offers compositions of white masses. The model is quite sensitive to parameters. There is no feasible solution when any of the deviations is not allowed. The necessity of using deviations follows from deviations during measuring of fat or protein content in raw milk and ingredients.

## Acknowledgements

The research is supported by the Grant Agency of the Czech Republic - grants no. 402/09/H045 and 402/09/0231.

## References

[1] JABLONSKÝ, J. Operations research: quantitative models for economic decision making (in Czech). Professional Publishing, Praha, 2007. ISBN 978-80-86946-44-3.
[2] PELIKÁN, J. Discrete models in operational research (in Czech). Professional Publishing, Praha, 2001. ISBN 80-86419-17-7.
[3] SCHRAGE, L. Optimization modeling with LINGO. Lindo Systems,Inc., Chicago 1999. ISBN 1-893355-00-4.
[4] WALKENBACH, J.: Microsoft Excel 2003 Programming in VBA (in Czech). Computer Press, a.s., Brno 2006. ISBN 80-251-0911-9

# RAMSEY GROWTH MODEL UNDRE UNCERTAINTY 

Karel Sladký<br>Department of Econometrics<br>Institute of Information Theory and Automation<br>Academy of Sciences of the Czech Republic<br>sladky@utia.cas.cz


#### Abstract

We consider an extended version of the Ramsey growth model under stochastic uncertainties modelled by Markov processes. In contrast to the standard model we assume that splitting of production between consumption and capital accumulation is influenced by some random factor, e.g. governed by transition probabilities depending on the current value of the accumulated capital, along with possible additional interventions of the decision maker. Basic properties of the standard formulation are summarized and compared with their counterparts in the extended version. Finding optimal policy of the extended model can be either performed by additional compensation of the (random) disturbances or can be also formulated as finding optimal control of a Markov decision process.
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## 1 Classical Ramsey Growth Model

The heart of the seminal paper of F. Ramsey [6] on mathematical theory of saving is an economy producing output from labour and capital and the task is to decide how to divide production between consumption and capital accumulation to maximize the global utility of the consumption. Ramsey's original results from 1928 were revisited and significantly extended only after almost thirty years and at present the Ramsey model can be considered as one of the three most significant tools for the dynamic general equilibrium model in modern macroeconomics. In [6] the problem was considered in continuous-time setting, Ramsey suggested some variational methods for finding an optimal policy how to divide the production between consumption and capital accumulation. However, in the recent literature on economic growth models (see e.g. Le Van and Dana [2] or Majumdar, Mitra, and Nishimura [4]) the discrete-time formulation is preferred.

The Ramsey growth model in the discrete-time setting can be formulated as follows:
We consider at discrete time points $t=0,1, \ldots$, an economy in which at each time $t$ there are $L_{t}$ (merely identical) consumers with consumption $c_{t}$ per individual. The number of consumers grow very slowly in time, i.e. $L_{t}=L_{0}(1+n)^{t}$ for $t$ with $\alpha:=(1+n) \approx 1$. The economy produces at time $t$ gross output $Y_{t}$ using only two inputs: capital $K_{t}$ and labour $L_{t}=L_{0}(1+n)^{t}$. A production function $F\left(K_{t}, L_{t}\right)$ relates input to output, i.e.

$$
\begin{equation*}
Y_{t}=F\left(K_{t}, L_{t}\right) \text { with } K_{0}>0, L_{0}>0 \text { given. } \tag{1}
\end{equation*}
$$

We assume that that $F(\cdot, \cdot)$ is a homogeneous function of degree one, i.e. $F(\theta K, \theta L)=\theta F(K, L)$ for any $\theta \in \mathbb{R}$.

The output must be split between consumption $C_{t}=c_{t} L_{t}$ and gross investment $I_{t}$, i.e.

$$
\begin{equation*}
C_{t}+I_{t} \leq Y_{t}=F\left(K_{t}, L_{t}\right) . \tag{2}
\end{equation*}
$$

Investment $I_{t}$ is used in whole (along with the depreciated capital $K_{t}$ ) for the capital at the next time point $t+1$. In addition, capital is assumed to depreciate at a constant rate $\delta \in(0,1)$, so capital related to gross investment at time $t+1$ is equal to

$$
\begin{equation*}
K_{t+1}=(1-\delta) K_{t}+I_{t} \tag{3}
\end{equation*}
$$

Preferences over consumption of a single consumer (resp. the considered $L_{t}$ consumers) for the discount factor $\beta \in(0,1)$ and the considered time horizon $T$ are expressed by means of utility function $u(\cdot)$ as

$$
\begin{equation*}
U^{\beta}\left(k_{0}, T\right)=\sum_{t=0}^{T} \beta^{t} u\left(c_{t}\right) \quad\left(\text { resp. } \bar{U}^{\beta}\left(k_{0}, T\right)=L_{0} \sum_{t=0}^{T}(\alpha \beta)^{t} u\left(c_{t}\right)\right) . \tag{4}
\end{equation*}
$$

The problem is to find the rule how to split production between consumption and capital accumulation that maximizes global utility $U^{\beta}\left(k_{0}, T\right)$ of the consumers for a finite or infinite time horizon $T$.

In what follows let $k_{t}:=K_{t} / L_{t}$ be the capital per consumer at time $t$, and similarly let $y_{t}:=Y_{t} / L_{t}$ be the per capita output at time $t$. Recalling that the production function $F(\cdot, \cdot)$ is assumed to be homogeneous of degree one, then $f\left(k_{t}\right):=F\left(k_{t}, 1\right)$ denotes the per capita production per unit time. In virtue of (2), (3) we get

$$
\begin{equation*}
c_{t}+(1+n) k_{t+1}-(1-\delta) k_{t} \leq y_{t}=f\left(k_{t}\right) \tag{5}
\end{equation*}
$$

and if we set for simplicity $\alpha \equiv(1+n)=1$ then (5) can be written as

$$
\begin{equation*}
c_{t}+k_{t+1}+(1-\delta) k_{t} \leq y_{t}=f\left(k_{t}\right) . \tag{6}
\end{equation*}
$$

In the above formulation we assume that the per capita production function $f(k)$ and the consumption function $u(c)$ fulfil some standard assumptions on production and consumption functions, in particular, that:

AS 1. The function $u(c): \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is twice continuously differentiable and satisfies $u(0)=0$. Moreover, $u(c)$ is strictly increasing and concave (i.e., its derivatives satisfy $u^{\prime}(\cdot)>0$ and $\left.u^{\prime \prime}(\cdot)<0\right)$ with $u^{\prime}(0)=+\infty$ (so-called Inada Condition).

AS 2. The function $f(k): \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is twice continuously differentiable and satisfies $f(0)=0$. Moreover, $f(k)$ is strictly increasing and concave (i.e., its derivatives satisfy $f^{\prime}(\cdot)>0$ and $\left.f^{\prime \prime}(\cdot)<0\right)$ with $f^{\prime}(0)=$ $M<+\infty, \lim _{k \rightarrow \infty} f^{\prime}(k)<1$.

Since $u(\cdot)$ is increasing (cf. assumption AS 1) in order to maximize global utility of the consumers is possible to replace (6) by the (nonlinear) difference equation

$$
\begin{equation*}
k_{t+1}+(1-\delta) k_{t}-f\left(k_{t}\right)=-c_{t} \quad \text { with } k_{0}>0 \text { given } \tag{7}
\end{equation*}
$$

or equivalently for $\tilde{f}(k):=f(k)-(1-\delta) k$ by

$$
\begin{equation*}
k_{t+1}-\tilde{f}\left(k_{t}\right)=-c_{t} \quad \text { with } k_{0} \text { given } \tag{8}
\end{equation*}
$$

where $c_{t}(t=0,1, \ldots)$ with $c_{t} \in\left[0, f\left(k_{t-1}\right)\right]$ is selected by the decision maker. Since the considered system is purely deterministic the initial capital $k_{0}$ along with the control policy $c_{t}$ fully determines development of $\left(k_{t}, c_{t}\right)$ over time. In particular, (cf. (4), (7)) for a given initial capital $k_{0}$ policy $c_{t}$ is optimal for a finite or infinite time horizon $T$ if the global utility

$$
\begin{equation*}
U^{\beta}\left(k_{0}, T\right)=\sum_{t=0}^{T} \beta^{t} u\left(c_{t}\right)=\sum_{t=0}^{T} \beta^{t} u\left(\tilde{f}\left(k_{t}\right)-k_{t+1}\right) \tag{9}
\end{equation*}
$$

attains maximum for policy $\hat{c}_{t}=u\left(\tilde{f}\left(\hat{k}_{t}\right)-\hat{k}_{t+1}\right)$, i.e. the value function

$$
\begin{equation*}
\hat{U}^{\beta}\left(k_{0}, T\right)=\max _{(\boldsymbol{k}, \boldsymbol{c})} \sum_{t=0}^{T} \beta^{t} u\left(\tilde{f}\left(k_{t}\right)-k_{t+1}\right) \quad \text { where } \quad(\boldsymbol{k}, \boldsymbol{c})=\left\{k_{0}, c_{0}, k_{1}, c_{1}, \ldots, k_{T}, c_{T}\right\} . \tag{10}
\end{equation*}
$$

Moreover, since the performance function is separable (in particular, additive) by the well-known "principle of optimality" of dynamic programming we immediately conclude that for any time point $\tau=0,1, \ldots$ it holds

$$
\begin{align*}
\hat{U}^{\beta}\left(k_{0}, T\right) & =\sum_{t=0}^{\tau-1} \beta^{t} u\left(\hat{c}_{t}\right)+\beta^{\tau} \hat{U}^{\beta}\left(k_{\tau}, T-\tau\right)  \tag{11}\\
\hat{U}^{\beta}\left(k_{\tau}, T-\tau\right) & =\max _{k_{\tau+1}}\left[u\left(\tilde{f}\left(\hat{k}_{\tau}\right)-k_{\tau+1}\right)+\beta \hat{U}^{\beta}\left(k_{\tau+1}, T-\tau-1\right)\right] . \tag{12}
\end{align*}
$$

The following simple facts may be useful for better understanding the development of the considered economy over time.

Fact 1. i) If $f^{\prime}(0) \leq 1$ (and hence $f^{\prime}(k)<1$ for all $k>0$ ), then by AS 2 every sequence $\left\{k_{0}, k_{1}, \ldots, k_{t}, \ldots\right\}$ must be decreasing and $\lim _{t \rightarrow \infty} k_{t}=0$.
ii) If $f^{\prime}(0)>1$ (and hence, since $\lim _{k \rightarrow \infty} f^{\prime}(k)<1$, there exists some $k^{\prime}$ such that $f^{\prime}(k)<1$ for all $\left.k>k^{\prime}\right)$, then there exists some $k^{*}>0$ such that $f\left(k^{*}\right)=k^{*}$ and some $k_{m} \in\left(0, k^{*}\right)$ such that $f\left(k_{m}\right)-k_{m}=\max _{k}[f(k)-k]$.
iii) Supposing that $k_{0}>k^{*}$ then elements of any sequence $\left\{k_{0}, k_{1}, \ldots, k_{t}, \ldots\right\}$ must be decreasing for all $k_{t}>k^{*}$. Furthermore, if for some $t=t_{\ell}$ it holds $k_{t_{\ell}}<k^{*}$ then $k_{t}<k^{*}$ for all $t \geq t_{\ell}$, but $\left\{k_{t}, t \geq t_{\ell}\right\}$ need not be monotonous. However, in any case $k_{t} \leq k_{\max }=\max \left(k_{0}, k^{*}\right)$ and $f\left(k_{t}\right) \leq f\left(k_{\max }\right)=: y_{\max }$ for all $t=0,1, \ldots$.

In what follows we summarize some basic properties of value functions and sketch the corresponding proofs (for details see e.g. [2]).

Result 1. Properties of the value function $\hat{U}^{\beta}\left(k_{0}, T\right)$.
i) (Monotonicity of value function at initial condition.)

In case that $k_{0}^{\prime}>k_{0}>0$ then it holds $\hat{U}^{\beta}\left(k_{0}^{\prime}, T\right) \geq \hat{U}^{\beta}\left(k_{0}, T\right)$.
ii) (Continuity and differentiability of value function $\hat{U}^{\beta}\left(k_{0}, T\right)$.)
$\hat{U}^{\beta}\left(k_{0}, T\right)$ is differentiable function at initial condition $k_{0}$.
iii) (Concavity and continuity of value function $\hat{U}^{\beta}\left(k_{0}, T\right)$.)
$\hat{U}^{\beta}\left(k_{0}, T\right)$ is concave and continuous with respect to initial condition $k_{0}$.
iv) (Continuity and differentiability of value function $\hat{U}^{\beta}\left(k_{0}, T\right)$ at discount factor $\beta$.)
$\hat{U}^{\beta}\left(k_{0}, T\right)$, as well as any feasible $U^{\beta}\left(k_{0}, T\right)$, is a continuous and differentiable function of discount factor $\beta$.
v) (Truncation and infinite horizon.)

There exists limits $\hat{U}^{\beta}\left(k_{0}\right):=\lim _{T \rightarrow \infty} \hat{U}^{\beta}\left(k_{0}, T\right)$, and $\hat{U}^{\beta}\left(k_{0}\right)$ converges monotonously to $\hat{U}^{\beta}\left(k_{0}\right)$ as $T \rightarrow$ $\infty$. Note that since the discount factor $\beta<1$ maximal global utility $\hat{U}^{\beta}\left(k_{0}\right)$ is finite also if $f^{\prime}(0)<\beta^{-1}$ (cf. Fact 1i).

To verify parts i), ii), observe that if we start with initial condition $k_{0}^{\prime}>k_{0}$ and follow optimal policy with respect to initial condition $k_{0}$, except of enlarging initial $c_{0}$ by $\Delta c_{0}=f\left(k_{0}^{\prime}\right)-f\left(k_{0}\right)>0$ (recall that by AS 1 and AS $2 f\left(k_{0}^{\prime}\right)>f\left(k_{0}\right)$ and $u(\cdot)$ is increasing). For such policy we have $\tilde{U}^{\beta}\left(k_{0}^{\prime}, T\right)>\hat{U}^{\beta}\left(k_{0}, T\right)$, $\hat{U}^{\beta}\left(k_{0}^{\prime}, T\right) \geq \tilde{U}^{\beta}\left(k_{0}, T\right)$ and obviously $\hat{U}^{\beta}\left(k_{0}^{\prime}, T\right)>\hat{U}^{\beta}\left(k_{0}, T\right)$.
Moreover, $\overline{\hat{U}}^{\beta}\left(k_{0}, T\right)$ must be continuous and differentiable function of the initial condition $k_{0}$. To this end observe that that $\hat{U}^{\beta}\left(k_{0}^{\prime}, T\right)-\hat{U}^{\beta}\left(k_{0}, T\right)=u\left(f\left(k_{0}^{\prime}\right) k_{1}\right)-u\left(f\left(k_{0}\right)-k_{1}\right)$ and $u(\cdot), f(\cdot)$ are continuous and differentiable functions by assumptions AS 1 and AS 2 . Using the same way of reasoning we can conclude continuity of any feasible function $U^{\beta}\left(k_{0}, T\right)$ with respect of $k_{1}, k_{2}, \ldots, k_{t}$ and $\hat{U}^{\beta}\left(k_{0}, T\right)$ are continuous functions of $k_{0}$.

Part iii) is a consequence of concavity of instantaneous utility function $u(\cdot)$ (cf. AS 1 ) and per capita production function $f(\cdot)$ (cf. AS 2). Since concave function defined on an open interval must be on this interval continuous, it suffices to verify concavity. For details see [2].

Part iv) follows immediately for any feasible policy and by taking into account part i) and ii) for optimal policies.

To verify part v) observe that if $k \in\left[k_{0}, k^{*}\right]$ (cf. Fact 1ii)) and $c_{t} \in\left[0, f\left(k_{t}\right)\right]$, hence $u\left(c_{t}\right)>0$ must be bounded by some $C<\infty$ implying that $\hat{U}^{\beta}\left(k_{\tau}, T-\tau\right)=\max _{c_{t} \in[\tau, T)} \sum_{t=\tau}^{T} \beta^{t} u\left(c_{t}\right) \leq \beta^{\tau} C /(1-\beta)$, and $\hat{U}^{\beta}\left(k_{\tau}, T-\tau\right)$ is decreasing in $\tau$. Moreover, condition $\sum_{t=0}^{\infty} \beta^{t} u\left(c_{t}\right)<\infty$ is fulfilled even for unbounded $u\left(c_{t}\right)$ if for some $\bar{\beta}>\beta u\left(c_{t}\right)<\bar{\beta}^{t} C$ (this holds if $\left.f^{\prime}(0)<\beta^{-1}\right)$.

## 2 The Growth Model Under Uncertainty

To include random shocks or imprecisions into the model, we shall assume that for a given value of $k_{t}$ we obtain the output $y_{t}$ only with certain probability, in particular we assume that $y_{t} \in\left[f_{\min }\left(k_{t}\right), f_{\max }\left(k_{t}\right)\right]$ (i.e. $f_{\min }(\cdot) \leq f(\cdot) \leq f_{\max }(\cdot)$, AS 2 also hold for $\left.f_{\bullet}(k)\right)$. Obviously, better results can be obtained if we replace the rough estimates of $y_{t}$ generated by means of $f_{\max }\left(k_{t}\right)$ and $f_{\min }\left(k_{t}\right)$ by a more detailed information on the (random) output $y_{t}$ generated by the capital $k_{t}$.

To this end we shall assume that that in (6) $y_{t}=f\left(k_{t}\right)$ is replaced by $y_{t}=Z\left(k_{t}\right)$, where $Z(\cdot)$ is a Markov process with state space $\mathcal{I}_{1} \subset \mathbb{R}$ and transition probabilities $p(y \mid k)$ from state $k \in \mathcal{I}_{1}$ in state $y \in \mathcal{I}_{2} \subset \mathbb{R}$ such that $p\left(y_{t} \mid k_{t}\right) \gg p\left(y \mid k_{t}\right)$ for each $y \neq y_{t}=f\left(k_{t}\right)$ (obviously, $\sum_{y \in \mathcal{I}_{2}} p(y \mid k)=1$ for each $k \in \mathcal{I}_{1}$ ). Moreover, we assume that the current value of the total output $y_{t}$ is known to the decision maker and then the recourse decision (intervention) may be taken to reach immediately the optimal value of $k_{t+1}$ for the original model (cf. (10)-(12). Such an extension well corresponds to the models introduced and studied in $[8]$ and also in $[3,4]$. Up to now we have assumed that the transition probabilities cannot be influenced by the decision maker. In what follows we extend the model in such a way that $p(y \mid k)$ will be replaced by $p(y \mid k, d)$ for $d \in \mathcal{D}=\{1,2, \ldots, D\}$ and some cost, denoted $c(k, d)$, will be accrued to this decision. Similarly, additional cost, denoted $\bar{c}(y, \bar{k})$, will be accrued to the recourse decision transferring state $y \in \mathcal{I}_{2}$ to the desired state $\bar{k} \in \mathcal{I}_{1}$ (of course, $\bar{c}(\bar{k}, \bar{k})=0$ ).

So the development of the considered system over time is given by the following diagram

$$
k=k_{t} \xrightarrow{\substack{c(k, d) \\ p(y \mid k, d)}} y=y_{t} \xrightarrow{\bar{c}(y ; \bar{k})} \bar{k}=k_{t+1}
$$

The above model can be also treated as a structured controlled Markov reward process $X$ with compact state space $\mathcal{I}=\mathcal{I}_{1} \cup \mathcal{I}_{2}$ (with $\mathcal{I}_{1} \cap \mathcal{I}_{2}=\emptyset$ ), finite set $\mathcal{D}=\{0,1, \ldots, D\}$ of possible decisions (actions) in each state $k \in \mathcal{I}_{1}$ and the following transition and cost structure:

$$
\begin{aligned}
p(y \mid k, d): & \text { transition probability from } k \in \mathcal{I}_{1} \rightarrow y \in \mathcal{I}_{2} \text { if decision } d \in \mathcal{D} \text { is selected, } \\
c(k, d): & \text { cost of decision } d \in \mathcal{D} \text { in state } k \in \mathcal{I}_{1}, \\
\bar{c}(y, \bar{k}): & \text { cost for intervention, i.e. immediate transition from state } y \in \mathcal{I}_{2} \text { in } \bar{k} \in \mathcal{I}_{1}, \\
r(y \mid k, d): & \text { expected value of the one-stage reward obtained in state } k \text { if decision } d \in \mathcal{D} \\
& \text { is selected in state } k ; \text { in particular } \\
& r(y \mid k, d)=\int_{y \in \mathcal{I}_{2}} p(y \mid k, d)[u(f(y))-(1-\delta) k-y] \mathrm{d} y, \\
\bar{r}(y \mid k, d): & \text { total expected reward earned by transition (including possible intervention) } \\
& \text { from state } k \text { to state } \bar{k}, \text { i.e., } \\
& \bar{r}(y \mid k, d)=r(y \mid k, d)-c(k, d)-\int_{y \in \mathcal{I}_{2}} p(y \mid k, d) \bar{c}(y, \bar{k}) \mathrm{d} y .
\end{aligned}
$$

Now we have two options:

1. Follow optimal policy found for the corresponding deterministic model (cf. (12)) in such a way that we maximize by means of intervations transition rewards between consecutive states, i.e. at time points $t=0,1, \ldots$ we maximize $\bar{r}\left(k_{t}, k_{t+1}, d\right)$ with respect to $d \in \mathcal{D}$ and follow the same policy as if $p\left(y \mid k_{t}, d\right)=1$ for $y=f\left(k_{t}\right)$.
2. Consider the problem as finding optimal control policy of a $\beta$-discounted Markov decision chain with compact state space and finite action space.
In the latter case for the considered time horizon $T$ let the value function $\hat{U}^{\beta}(k, T-\tau)$ denote expectation of the maximal (random) global utility received in the remaining $\tau$ next transitions if the considered Markov reward chain $X$ is in state $k \in \mathcal{I}_{1}$ and optimal policy is followed. Then obviously

$$
\begin{equation*}
\hat{U}^{\beta}(k, T-\tau)=\max _{d \in \mathcal{D}} \int_{y \in \mathcal{I}_{2}} p(y \mid k, d)\left[\bar{r}(y \mid k, d)+\beta \hat{U}^{\beta}(y, T-\tau-1)\right] \mathrm{d} y, \quad k \in \mathcal{I}_{1}, y \in \mathcal{I}_{1} \tag{13}
\end{equation*}
$$

and for $\tau$ tending to infinity, i.e. when $\lim _{T \rightarrow \infty} \hat{U}^{\beta}(k, T)=\hat{U}^{\beta}(k)$, then

$$
\begin{equation*}
\hat{U}^{\beta}(k)=\max _{d \in \mathcal{D}} \int_{y \in \mathcal{I}_{2}} p(y \mid k, d)\left[\bar{r}(y \mid k, d)+\beta \hat{U}^{\beta}(y)\right] \mathrm{d} y \quad k \in \mathcal{I}_{1}, y \in \mathcal{I}_{1} . \tag{14}
\end{equation*}
$$

Equation (14) demonstrates that part v) of Result 1 also holds in the considered extended version. Similarly, also part i) of Result 1 (Monotonicity of value function in initial condition), as a common property of Markov control processes holds for the considered extended version along with continuity and differentiability of value function both at initial condition $k$ and discount factor $\beta$ (cf. Result 1, parts ii) -iv)).

Unfortunately, assuming that $Z$ is a Markov process with compact state space $\mathbb{R}$ then the model given by (13), (14) is not suitable for numerical computation. To make the model computationally tractable we it is necessary to approximate our system governed by (13), (14) by a discretized model with finite state space and estimate the resulting errors caused by such approximation.

To this end, it is necessary to assume that the values of $c_{t}, k_{t}$, and $y_{t}$ take on only a finite number of discrete values. In particular, we assume that for sufficiently small $\Delta>0$ there exist nonnegative integers $\bar{c}_{t}, \bar{k}_{t}$, and $\bar{y}_{t}$ such that for every $t=0,1, \ldots$ it holds:
$\bar{c}_{t} \Delta=c_{t}, \bar{k}_{t} \Delta=k_{t}$, and $\bar{y}_{t} \Delta=y_{t}$ with $\bar{k}_{t} \leq K:=k_{\max } / \Delta$ and similarly $\bar{y}_{t} \leq Y:=y_{\max } / \Delta$. Such approach was discussed in [7], [9].

Conclusion. In this article we indicated possible applications of controlled Markov processes for the analysis of extended versions of the growth models. As it was shown, many properties of the classical model can be extended to the considered more general cases.
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#### Abstract

The goal of this paper is to evaluate some characteristics commonly used in New Keynesian DSGE models, such as habit formation in consumption, full price indexation and partial price indexation. This paper estimates six DSGE models in order to determine, which model provides better data fit. One model is the most general one and others are its nested submodels. These are models of closed economy and include price and wage rigidities modelled in Calvo style. Three models include simple CRRA period utility function and other three models contain CRRA period utility function with habit formation in consumption. Two models assume traditional Calvo price setting mechanism, in which non-optimizing agents leave their price unchanged. Other two models assume partial price indexation in Calvo price setting mechanism, in which a part of non-optimizing agents adjust their prices according to past inflation. Last two models assume full price indexation in Calvo price setting mechanism, in which all non-optimizing agents adjust their prices according to past inflation. The models were estimated on data of US economy. All models were estimated using Bayesian techniques, particularly Metropolis-Hastings algorithm (using Dynare toolbox for Matlab). The data fit measure is posterior odds ratio calculated from marginal likelihood, acquired from Bayesian estimation. Results suggest that including habit formation improves significantly the data fit of the models, whereas including price indexation does not.
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## 1 Introduction

There are a lot of papers and studies concerning different DSGE models and different assumptions about them, but there has been little work on evaluating ability of different model specifications to fit macroeconomic data, in order to justify which specifications and assumptions fit the data better. This paper estimates six DSGE models in order to determine, whether including habit formation in consumption and price indexation (in Calvo price setting mechanism) in the model provides better fit of the data. Models are following model of Jordi Galí in Monetary Policy, Inflation, and the Business Cycle, chapter 6 and this concept was modified in some model variants by allowing for habit formation and price indexation. Section 2 sketches the derivation of these models and their log linear equilibrium. Section 3 discusses the Bayesian estimation and results. Section 4 concludes.

## 2 Models

### 2.1 Households

We assume a continuum of households indexed by $j \in[0,1]$. Each household is specialized in different kind of work and seeks to maximize its utility function

$$
\begin{equation*}
E_{0} \sum_{t=0}^{\infty} \beta^{t} U\left(C_{t}(j), N_{t}(j)\right) \tag{1}
\end{equation*}
$$

where $E_{0}$ denotes expectations in period $0, \beta$ is a discount factor, $N_{t}(j)$ is a quantity of labor supplied and $C_{t}(j)$ is consumption index of household $j$ defined as

$$
\begin{equation*}
C_{t}(j)=\left(\int_{0}^{1} C_{t}(i, j)^{1-\frac{1}{\epsilon_{p}}} d i\right)^{\frac{\epsilon_{p}}{\epsilon_{p}-1}} \tag{2}
\end{equation*}
$$

[^60]where $\epsilon_{p}$ is elasticity of substitution among different types of goods, and $C_{t}(i, j)$ denotes a consumption of good $i$ by household $j$ in period $t$. Maximization of (1) is subject to a sequence of budget constraints, sequence of labor demand constraints and Calvo constraint on the frequency of wage adjustment. Models 1,3 a 5 contain simple CRRA period utility function ${ }^{1}$
\[

$$
\begin{equation*}
U_{t}=\frac{C_{t}^{1-\sigma}}{1-\sigma}-\frac{N_{t}^{1+\phi}}{1+\phi} \tag{3}
\end{equation*}
$$

\]

where $\sigma>0$ is inverse elasticity of intertemporal substitution, $\phi>0$ is inverse elasticity of labor supply. Models 2, 4 a 6 contain CRRA period utility function with habit formation in consumption

$$
\begin{equation*}
U_{t}=\frac{\left(C_{t}-h C_{t-1}\right)^{1-\sigma}}{1-\sigma}-\frac{N_{t}^{1+\phi}}{1+\phi} \tag{4}
\end{equation*}
$$

where $h$ is parameter of habit formation in consumption.

### 2.2 Firms

We assume a continuum of firms indexed by $i \in[0,1]$ and each firm produces its own differentiated product. Production function of the firm $i \in[0,1]$ is in the form

$$
\begin{equation*}
Y_{t}(i)=A_{t} N_{t}(i)^{1-\alpha}, 0<\alpha<1 \tag{5}
\end{equation*}
$$

where $A_{t}$ is exogenous technology process common to all firms, $\alpha$ is a paremeter of decreasing returns to scale and $N_{t}(i)$ is index of labor input used by firm $i$ defined as

$$
\begin{equation*}
N_{t}(i)=\left(\int_{0}^{1} N_{t}(i, j)^{1-\frac{1}{\epsilon_{w}}} d j\right)^{\frac{\epsilon_{w}}{\epsilon_{w}-1}} \tag{6}
\end{equation*}
$$

where $N_{t}(i, j)$ denotes amount of labor type $j$ employed by firm $i$ in period $t$ and $\epsilon_{w}$ is elasticity of substitution among different labor varieties. We also define agregate wage index in the form

$$
\begin{equation*}
W_{t}=\left(\int_{0}^{1} W_{t}(j)^{1-\epsilon_{w}} d j\right)^{\frac{1}{1-\epsilon_{w}}} \tag{7}
\end{equation*}
$$

Firms seek to maximize discounted sum of their current and expected future profits, taking into account their demand constraints and Calvo constraint on frequency of price adjustment.

### 2.3 Price Phillips Curve

Models 1 and 2 assume that the fraction $\theta_{p}$ of firms that are not able to reoptimize their prices simply leave their prices unchanged. Solution of firm's maximalization problem then leads (after some mathematical manipulation) to price Phillips curve in the form

$$
\begin{equation*}
\widetilde{\pi}_{t}^{p}=\beta E_{t} \widetilde{\pi}_{t+1}^{p}+\kappa_{p} \widetilde{y}_{t}+\lambda_{p} \widetilde{\omega}_{t}+d_{t} \tag{8}
\end{equation*}
$$

where $\widetilde{\pi}_{t}^{p}, \widetilde{y}_{t}$ and $\widetilde{\omega}_{t}$ are price inflation, output and real wage in the form of log-deviation from their steady state ${ }^{2}, \kappa_{p}=\frac{\alpha \lambda_{p}}{1-\alpha}, \lambda_{p}=\frac{\left(1-\theta_{p}\right)\left(1-\beta \theta_{p}\right)}{\theta_{p}} \frac{1-\alpha}{1-\alpha+\alpha \epsilon_{p}}$ and $d_{t}=\rho_{d} d_{t-1}+\epsilon_{d, t}$ is AR1 process for price inflation shock, which was added to this equation.
Models 3 and 4 assume that a part $\delta_{p}$ of those firms that are not able to reoptimize their prices adjust their prices according inflation in the previous period. This leads (after some manipulation) to price Phillips curve in form

$$
\begin{equation*}
\widetilde{\pi}_{t}^{p}=\beta E_{t}\left(\widetilde{\pi}_{t+1}^{p}-\delta_{p} \widetilde{\pi}_{t}^{p}\right)+\delta_{p} \widetilde{\pi}_{t-1}^{p}+\kappa_{p} \widetilde{y}_{t}+\lambda_{p} \widetilde{\omega}_{t}+d_{t} . \tag{9}
\end{equation*}
$$

Models 5 and 6 assume that all of those firms, that are not able to reoptimize their prices, adjust their prices according inflation in the previous period. It can be shown, that price Phillips curve of model 5 and 6 is the specific case of those in model 3 and 4 for $\delta_{p}=1$.

[^61]
### 2.4 Wage Phillips Curve

Models 1 and 2 assume that in each period only $1-\theta_{w}$ fraction of households can reoptimize their wages, while $\theta_{w}$ fraction of households, which can't reoptimize, leave their wages unchanged. Wage Phillips curve of model 1 is in the form

$$
\begin{equation*}
\widetilde{\pi}_{t}^{w}=\beta E_{t} \widetilde{\pi}_{t+1}^{w}+\kappa_{w 1} \widetilde{y}_{t}-\lambda_{w} \widetilde{\omega}_{t}+f_{t} \tag{10}
\end{equation*}
$$

where $\widetilde{\pi}_{t}^{w}$ is log-deviation of wage inflation from its steady state,
$\kappa_{w 1}=\lambda_{w}\left(\sigma+\frac{\phi}{1-\alpha}\right), \lambda_{w}=\frac{\left(1-\theta_{w}\right)\left(1-\beta \theta_{w}\right)}{\theta_{w}\left(1+\epsilon_{w} \phi\right)}$ and $f_{t}=\rho_{f} f_{t-1}+\epsilon_{f, t}$ is AR1 process for wage inflation shock, which was added to this equation.
Wage Phillips curve of model 2 is in the form

$$
\begin{equation*}
\widetilde{\pi}_{t}^{w}=\beta E_{t} \widetilde{\pi}_{t+1}^{w}+\kappa_{w 2} \widetilde{y}_{t}-\nu_{w} \widetilde{y}_{t-1}-\lambda_{w} \widetilde{\omega}_{t}+f_{t} \tag{11}
\end{equation*}
$$

where $\kappa_{w 2}=\lambda_{w}\left(\frac{\sigma}{1-h}+\frac{\phi}{1-\alpha}\right), \nu_{w}=\lambda_{w} \frac{\sigma h}{1-h}$.
Models 3 and 4 assume that a part $\delta_{w}$ of those households, which are not able to optimize their wages, adjust their wages according past inflation.
Wage Phillips curve of model 3 is in the form

$$
\begin{equation*}
\widetilde{\pi}_{t}^{w}=\beta E_{t}\left(\widetilde{\pi}_{t+1}^{w}-\delta_{w} \widetilde{\pi}_{t}^{w}\right)+\delta_{w} \widetilde{\pi}_{t-1}^{w}+\kappa_{w 1} \widetilde{y}_{t}-\lambda_{w} \widetilde{\omega}_{t}+f_{t} . \tag{12}
\end{equation*}
$$

Wage Phillips curve of model 4 is in the form

$$
\begin{equation*}
\widetilde{\pi}_{t}^{w}=\beta E_{t}\left(\widetilde{\pi}_{t+1}^{w}-\delta_{w} \widetilde{\pi}_{t}^{w}\right)+\delta_{w} \widetilde{\pi}_{t-1}^{w}+\kappa_{w 2} \widetilde{y}_{t}-\nu_{w} \widetilde{y}_{t-1}-\lambda_{w} \widetilde{\omega}_{t}+f_{t} \tag{13}
\end{equation*}
$$

Models 5 and 6 assume that all households, which are not able to reoptimize their wages, adjust their wages according to inflation in the previous period. It can be shown, that wage Phillips curve of model 5 is the specific case of those in model 3 for $\delta_{w}=1$ and wage Phillips curve of model 6 is the specific case of those in model 4 for $\delta_{w}=1$.

### 2.5 Euler Equation

Euler equation of models $\mathbf{1 , 3}$ and $\mathbf{5}$ is in the form

$$
\begin{equation*}
\widetilde{y}_{t}=E_{t}\left\{\widetilde{y}_{t+1}\right\}-\frac{1}{\sigma}\left(\widetilde{i}_{t}-E_{t}\left\{\widetilde{\pi}_{t+1}^{p}\right\}\right)+u_{t} \tag{14}
\end{equation*}
$$

where $\widetilde{i}_{t}$ is is log-deviation of nominal interest rate from its steady state, $u_{t}=\rho_{u} u_{t-1}+\epsilon_{u, t}$ is AR1 process for Euler equation shock, which was added to this equation.
Euler equation of models 2, 4 and $\mathbf{6}$ is in the form

$$
\begin{equation*}
\widetilde{y}_{t}=E_{t}\left\{\widetilde{y}_{t+1}\right\}-\frac{1-h}{\sigma}\left(\widetilde{i}_{t}-E_{t}\left\{\widetilde{\pi}_{t+1}^{p}\right\}\right)+u_{t} . \tag{15}
\end{equation*}
$$

### 2.6 Inflation Identity and Monetary Policy Rule

Wage inflation, price inflation and real wage are connected in an identity

$$
\begin{equation*}
\widetilde{\omega}_{t}=\widetilde{\omega}_{t-1}+\widetilde{\pi}_{t}^{w}-\widetilde{\pi}_{t}^{p} \tag{16}
\end{equation*}
$$

All models are completed with monetary policy rule in the form of modified Taylor rule

$$
\begin{equation*}
\widetilde{i}_{t}=\rho_{i} \widetilde{i}_{t-1}+\left(1-\rho_{i}\right)\left[\psi_{p} \widetilde{\pi}_{t}^{p}+\psi_{y} \widetilde{y}_{t}\right]+v_{t} \tag{17}
\end{equation*}
$$

where $\rho_{i}$ is a backward looking parameter for interest rate, $\psi_{p}$ is an elasticity of interest rate to inflation, $\psi_{y}$ is an elasticity of interest rate to output and $v_{t}=\rho_{v} v_{t-1}+\epsilon_{v, t}$ is AR1 process for nominal interest rate shock.

### 2.7 Relations between Alternative Models and Parameters Interpretation

The most general is the model 4, other models are his nested submodels for specific values of selected variables. Model 1 is a submodel of model 2 for $h=0$, a submodel of model 3 for $\delta_{p}=0, \delta_{w}=0$ and a submodel of model 4 for $h=0, \delta_{p}=0, \delta_{w}=0$. Model 2 is a submodel of model 4 for $\delta_{p}=0, \delta_{w}=0$. Model 3 is a submodel of model 4 for $h=0$. Model 5 is a submodel of model 4 for $h=0, \delta_{p}=1, \delta_{w}=1$ and submodel of model 6 for $h=0$. Model 6 is a submodel of model 4 for $\delta_{p}=1, \delta_{w}=1$.

Table 1. Definition of Parameters

| Parameter | Interpretation | Restriction |
| :---: | :--- | :---: |
| $\beta$ | discount factor | $\langle 0,1\rangle$ |
| $\sigma$ | inverse elasticity of intertemporal substitution | $\langle 0, \infty)$ |
| $\phi$ | inverse elasticity of labor supply | $\langle 0, \infty)$ |
| $h$ | degree of habit formation in consumption | $\langle 0,1\rangle$ |
| $\alpha$ | parameter of decreasing returns to scale | $\langle 0,1\rangle$ |
| $\theta_{p}$ | fraction of non-optimizing firms | $\langle 0,1\rangle$ |
| $\theta_{w}$ | fraction of non-optimizing households | $\langle 0,1\rangle$ |
| $\delta_{p}$ | degree of price indexation | $\langle 0,1\rangle$ |
| $\delta_{w}$ | degree of wage indexation | $\langle 0,1\rangle$ |
| $\epsilon_{p}$ | elasticity of substitution among different goods | $\langle 0, \infty)$ |
| $\epsilon_{w}$ | elasticity of substitution among labor varieties | $\langle 0, \infty)$ |
| $\psi_{p}$ | elasticity of interest rate to inflation | $\langle 0, \infty)$ |
| $\psi_{y}$ | elasticity of interest rate to output | $\langle 0, \infty)$ |
| $\rho_{i}$ | backward looking parameter for interest rate | $\langle 0,1\rangle$ |
| $\rho_{u}$ | AR1 parameter for Euler equation shock | $\langle 0,1\rangle$ |
| $\rho_{v}$ | AR1 parameter for interest rate shock | $\langle 0,1\rangle$ |
| $\rho_{d}$ | AR1 parameter for price inflation shock | $\langle 0,1\rangle$ |
| $\rho_{f}$ | AR1 parameter for wage inflation shock | $\langle 0,1\rangle$ |

## 3 Estimation

### 3.1 Data Set Used for Estimation

Quarterly data of USA from 1.4.1985 to 1.10.2008 downloaded from database of FRED (Federal Reserve Economic Data), http://research.stlouisfed.org/fred2

- $\widetilde{y}_{t}$ : detrended data (linear trend used) of log real GDP per capita (per cent). A measure of GDP is GDPC1: Real Gross Domestic Product, in Billions of Chained 2000 Dollars, Seasonally Adjusted Annual Rate. A measure of population is POP: Total Population: All Ages including Armed Forces Overseas
$-\widetilde{\pi}_{t}^{p}$ : detrended data (constant trend used) of quarterly price inflation rate (in percentage points). An underlying index for price inflation is CPIAUCSL: Consumer Price Index For All Urban Consumers: All Items, Index 1982-84=100, Seasonally Adjusted.
$-\widetilde{\pi}_{t}^{w}$ : detrended data (constant trend used) of quarterly wage inflation rate (in percentage points). An underlying index for wage inflation is COMPNFB: Nonfarm Business Sector: Compensation Per Hour, Index $1992=100$, Seasonally Adjusted
- $\widetilde{i}_{t}$ : detrended data (linear trend used) of quartelized interest rate. A measure of interest rate is TB3MS: 3-Month Treasury Bill: Secondary Market Rate (in percentage points), Averages of Business Days, Discount Basis.


### 3.2 Estimated Parametres

Except parameter $\beta$, which was calibrated at 0.99 , were all parametres estimated using MetropolisHastings algorithm (using Dynare toolbox for Matlab).

### 3.3 Results

Comparison of models with habit formation in consumption and models with no habit formation in corresponding variants of Calvo constaint, based on their posterior odds ( $P O$ )

$$
\begin{equation*}
P O_{M 2 / M 1}=67.7495, \quad P O_{M 4 / M 3}=8.2741, \quad P O_{M 6 / M 5}=97.9295 \tag{18}
\end{equation*}
$$

Comparison of models with no price indexation and models with partial price indexation in corresponding variants of utility function, based on their posterior odds (PO)

$$
\begin{equation*}
P O_{M 1 / M 3}=1137900.2255, \quad P O_{M 2 / M 4}=9317307.5663 \tag{19}
\end{equation*}
$$

Comparison of models with partial price indexation and models with full price indexation in corresponding variants of utility function, based on their posterior odds (PO)

$$
\begin{equation*}
P O_{M 3 / M 5}=15804548797308032, \quad P O_{M 4 / M 6}=1335328494303031 \tag{20}
\end{equation*}
$$

Table 2. Estimated Parameters

| parameter | prior | M1 | M 2 | M 3 | M 4 | M 5 | M 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta$ |  | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
| $\sigma$ | 4.0 | 5.7203 | 4.0354 | 5.6958 | 3.8690 | 6.0764 | 3.6552 |
| $\phi$ | 1.5 | 1.6945 | 1.8667 | 1.5702 | 1.7437 | 1.3221 | 1.5037 |
| $h$ | 0.6 | - | 0.7350 | - | 0.7428 | - | 0.7373 |
| $\alpha$ | 0.2 | 0.2733 | 0.2638 | 0.2690 | 0.2650 | 0.2505 | 0.2197 |
| $\theta_{p}$ | 0.7 | 0.8154 | 0.8283 | 0.8136 | 0.8270 | 0.7535 | 0.7571 |
| $\theta_{w}$ | 0.7 | 0.7303 | 0.7734 | 0.7168 | 0.7676 | 0.6764 | 0.7340 |
| $\delta_{p}$ | 0.5 | - | - | 0.1149 | 0.1170 | - | - |
| $\delta_{w}$ | 0.75 | - | - | 0.4633 | 0.3974 | - | - |
| $\epsilon_{p}$ | 6.0 | 10.4302 | 10.6273 | 10.3735 | 10.7219 | 8.1624 | 8.1021 |
| $\epsilon_{w}$ | 6.0 | 7.7860 | 9.5885 | 6.7885 | 9.4969 | 4.4854 | 7.8360 |
| $\psi_{p}$ | 1.5 | 1.2536 | 1.3274 | 1.2622 | 1.3228 | 1.3799 | 1.4174 |
| $\psi_{y}$ | 0.5 | 0.4719 | 0.4434 | 0.4824 | 0.4420 | 0.4260 | 0.4159 |
| $\rho_{i}$ | 0.8 | 0.9007 | 0.9159 | 0.9029 | 0.9159 | 0.9043 | 0.9177 |
| $\rho_{u}$ | 0.7 | 0.9378 | 0.9024 | 0.9366 | 0.8944 | 0.9267 | 0.8963 |
| $\rho_{v}$ | 0.3 | 0.3815 | 0.3903 | 0.3813 | 0.3951 | 0.3608 | 0.3864 |
| $\rho_{d}$ | 0.2 | 0.1357 | 0.1422 | 0.1019 | 0.1093 | 0.0526 | 0.0583 |
| $\rho_{f}$ | 0.3 | 0.2376 | 0.1787 | 0.0877 | 0.0751 | 0.0494 | 0.0512 |

## 4 Conclusion

Posterior odds of model $i$ and $j\left(P O_{M i / M j}\right)$ is a bayesian statistic based on comparison of maximal likelihood functions. It shows us how many times more probable is model $i$ then model $j$. DeJong and Dave in Structural Macroeconometrics, p. 242 show an interpretation of $P O$ values

- 1: 1-3:1-"very slight evidence"
- 3: 1-10:1-"slight evidence"
- 10:1-100:1-"strong to very strong evidence"

Results suggest, that including habit formation in consumption improve significantly fit of the US economy data, see posterior odds in (18), whereas including partial price indexation does not, see posterior odds in (19). The worst model variants, regarding fit of the US data, where those with full price indexation, see posterior odds in (20).
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#### Abstract

Are the prices of the driving fuel in the Slovak economy making asymmetrically? Will in the Slovak economy the same negative and positive changes of the oil price cause the different negative and positive changes of the driving fuel prices? Yes it will. The price maker reacts more strictly, when the oil price increases and, on the other hand, he is more benevolent when the oil price falls. His preferences are asymmetric. The source of the asymmetric price making is a conflict between the society that requires respectable fuel prices and the price-maker that requires making use of his dominant position by setting optimal prices. As we show, the theory explains the structure of the driving fuel price-making. To verify our statements we form an asymmetric cost function of the driving fuel price maker and derive his reaction function. The coefficients of the function are estimated by the generalised method of moments and by the two stage least square method.


Keywords. Price making policy, driving fuel, asymmetric preferences, oil, price, time inconsistency

## 1. Introduction

Institutions of the Slovak Republic have decided that the dominant seller of the fuel (price-maker) was counting some items towards his costs without authorisation in years 2002-2004 and he was selling fuel for such prices that he made inappropriate profit. According to our theory this conflict between the government and the seller leads to asymmetric price making of the driving fuel in Slovakia.

This statement follows from two assumptions. Firstly, optimal price of the dominant driving fuel seller is in average higher as a price respectable by society. If price-maker deviates from the respectable price, he risks the possibility of the punishment from the society. Dominant price-maker therefore has additional "threat costs". Secondly, the fuel price making is discretional - a price maker behaves sequentially rational, as he has a possibility to react to the changes of the expected oil prices every time. His reaction is rather elastic, if he expects the oil prices oil increase and, on the contrary, his reaction is rather rigid, if he expects the oil price will decrease. This asymmetry we form by a "threat" cost function in linex specification.

In the paper we will form a theory of the asymmetric fuel price-making. We will derive and estimate a pricemaking reaction function of the oil price. We choose correctly the specification and verify the estimations statistically as well as economically by the confrontation with our theory.

## 2. Brief Literature Overview

Pfann and Palm [11] provided a nice example of an asymmetry approach in a labour market. According to the approach the firing costs of manufacturing exceed the hiring costs. As Adda and Cooper [1] state, Pfann and Palm estimated parameters of the of the cost function in linex specification using generalised method of moments (GMM) approach on data for manufacturing in the Netherlands (quarterly, seasonally unadjusted data, 1971(I)-1984(IV)) and annual data for U.K. manufacturing. They used data on both production and nonproduction workers and the employment choices are interdependent from the production function. For both countries they find evidence of asymmetry. They report that the costs of firing production workers are lower than the hiring costs. But, the opposite is true for the non-production workers.

Surico [15], [16] and [17] used similar approach for the analysis of U.S. and EMU monetary policies. He responded on questions, whether central bankers weight differently positive and negative deviations of inflation, output and the interest rate from their reference values. As showed Surico and before him Cukierman [5] or Ruge-Murcia [12], an asymmetry of the monetary policy for the output is "a novel source of monetary policy time inconsistency". Time inconsistency of the economic policy problem is defined by the theories of Kydland and Prescott [10] or Barro and Gordon [2] according to which central banks systematically produce an inflation bias.

[^62]Chari, Kehoe and Prescott [3] showed that the source of the time consistency problem is a conflict between economic agents. Actually in Slovak driving fuel price-making process there is a conflict between the society that requires respectable fuel prices and the price-maker that requires making use of his dominant position by setting optimal prices. Asymmetry in price-making process therefore means that the process is time inconsistent. The price-maker systematically produces a bias from the driving-fuel price respectable by the society.

## 3. The Model

Let us form threat cost function in linex specification:

$$
\begin{equation*}
C\left[p_{t}, E_{t-1}\left(c_{t}\right)\right]=\frac{-\gamma\left[p_{t}-k E_{t-1}\left(c_{t}\right)\right]+e^{\gamma\left[p_{t}-k E_{t-1}\left(c_{t}\right)\right]}-1}{\gamma^{2}} \tag{1}
\end{equation*}
$$

where we suppose that the price-maker derive a fuel price, $p_{t}$, from the expected value of the oil price using an information set available at $t-1, E_{t-1}\left(c_{t}\right)$. Coefficient $k$ contains information about an oil consumption needed to produce a litre of the fuel and $\gamma$ is an asymmetry coefficient. A negative value of the coefficient $\gamma$ implies that a negative value of the difference $p_{t}-E_{t-1}\left(c_{t}\right)$ causes for the price-maker higher costs than the same positive one. The linex specification nests the quadratic form as a special case, so that applying twice l'Hôpital's rule when $\gamma$ tends to zero, the cost function (1) reduces to the symmetric parameterization:

$$
C\left[p_{t}, E_{t-1}\left(c_{t}\right)\right]=\frac{1}{2}\left[p_{t}-k E_{t-1}\left(c_{t}\right)\right]^{2}
$$

The fuel price-maker minimizes the cost function (1). The first-order condition is in the form:

$$
\begin{equation*}
E_{t-1}\left[\frac{-1+e^{\gamma\left(p_{t}-k c_{t}\right)}}{\gamma}\right]=0 \tag{2}
\end{equation*}
$$

The condition (2) describes general a reaction function of the fuel price-maker. Whenever coefficient $\gamma$ tends to zero, the reaction function (2) collapses to the linear form:

$$
p_{t}=k E_{t-1}\left(c_{t}\right)
$$

As the reaction function (2) is nonlinear, we perform a second-order Taylor-series expansion of the exponential terms in (2):

$$
\begin{equation*}
p_{t}-k E_{t-1}\left(c_{t}\right)+\frac{\gamma}{2}\left[p_{t}-k E_{t-1}\left(c_{t}\right)\right]^{2}+v_{t}=0 \tag{3}
\end{equation*}
$$

The reminder of the approximation is $v_{t}$ and contains terms of third order or higher. A litre fuel price is expressed by reaction function of the expected oil price using information set available at time $t-1$. In contrast to the linear reaction function the fuel price depends on a quadratic term product half asymmetry coefficient $\gamma$.

We solve equation (3) for $p_{t}$ and, prior to GMM estimation, we replace expected values with actual values. In practise we estimate the following price-making rule with coefficient restrictions:

$$
\begin{equation*}
p_{t}=k c_{t}-\frac{\gamma}{2}\left(p_{t}-k c_{t}\right)^{2}+u_{t} \tag{4}
\end{equation*}
$$

and without coefficient restriction:

$$
\begin{equation*}
p_{t}=\beta_{1} c_{t}+\beta_{2} p_{t}^{2}+\beta_{3} p_{t} c_{t}+\beta_{4} c_{t}^{2}+u_{t} \tag{5}
\end{equation*}
$$

where the coefficients are given by the expressions:

$$
\beta_{1}=k ; \quad \beta_{2}=-\frac{\gamma}{2} ; \quad \beta_{3}=k \gamma ; \quad \beta_{4}=-k^{2} \frac{\gamma}{2}
$$

and the error term:

$$
u_{t}=\left(\beta_{1}+\beta_{3} p_{t}\right)\left[c_{t}-E_{t-1}\left(c_{t}\right)\right]+\beta_{4}\left[c_{t}^{2}-E_{t-1}\left(c_{t}^{2}\right)\right]-v_{t}
$$

depends on oil prices forecast errors and therefore is orthogonal to any variable in the information set available at time $t-1$.

The coefficient restrictions are:

$$
\begin{align*}
& k=\beta_{1} \quad \text { a } \quad \gamma=-2 \beta_{2}  \tag{6}\\
& k=-\frac{\beta_{3}}{2 \beta_{2}} \text { a } \quad \gamma=\frac{\beta_{3}}{\beta_{1}}  \tag{7}\\
& k=\sqrt{\frac{\beta_{4}}{2 \beta_{2}}} \text { a } \quad \gamma=-2 \frac{\beta_{4}}{\beta_{1}^{2}} \tag{8}
\end{align*}
$$

## 4. Data ${ }^{2}$ and Methodology

We dispose with weekly data about average 95-octane gasoline prices (01.02.2006-01.12.2009) and diesel prices ( $01.02 .2006-01.19 .2009$ ) both in Slovak crowns per litre ${ }^{3}$ from the portal natankuj.sk. The portal www.tonto.eia.doe.gov provides daily data about oil BRENT prices in American dollars per barrel. We multiplied the data by official course of the National Bank of Slovakia from the portal www.nbs.sk and from them made average weekly data of the BRENT prices in Slovak crowns per barrel.

Using (4) and (5) specification we try to explain gasoline and diesel prices by the oil prices. We modify the specifications by taking first differences of (4) and (5) due to an integration of order one of all original variables. This decision was perform on the basis of Augmented Dickey Fuller unit root test. We make use of the estimations realized by the two-stage least squares method - TSLS and the generalized method of moments GMM (the results are displayed in the Tables 3 to 7 ).

Instrument set consists of a constant, first lags of first differences of gasoline, diesel and oil prices, their squares and their products. Moreover for the first differences of the gasoline (diesel) price estimation is the instrumental set richer by first differences of the square of the diesel (gasoline) prices and first differences of the product of diesel (gasoline) and oil prices. The choice of the instrumental set is verified by the corresponding tests.

The first applied test is exploiting Staiger's and Stock's [14] declaration, that in applications of TSLS, it is common for the F-statistic, testing the hypothesis that the instruments do not enter the first-stage regression, to take on a value less than 10 alternatively the instruments are weak. The results of this procedure confirm the entire instruments as relevant in both equations.

The results of the second test - Durbin-Wu-Hausman [9] test of the endogeneity of regressors are displayed in the Table 1. We perform one version of this test in two stages; the first we regress every potentially endogenous variable on all exogenous variables and instruments to obtain residual; than we include all these residuals in our original model and test for their significance. We can reject the endogeneity of regressors if we can reject the significance of these residuals.

The last test used only for TSLS is Sargan [13] test of overidentifying restrictions. This test requires the coefficient of determination $R^{2}$ of the regression TSLS residuals on all exogenous variables (instruments and controls). Under the null hypothesis that all instruments are exogenous, the test statistics $S=n R^{2}$ (where $n$ is a number of observations) is distributed as $\chi^{2}$ with degree of freedom equal to the degree of overidentification, which is the number of instruments minus the number of endogenous variables. The null hypothesis isn't rejected in any equation.

The parallel test is employed for GMM estimations. In the context of GMM, the overidentifying restrictions are tested via the commonly employed $\mathbf{J}$ statistic of Hansen [8]. The $\mathbf{J}$ statistic is distributed as $\chi 2$ with degrees of freedom equal to the number of overidentifying restrictions. A rejection of the null hypothesis implies that the instruments are not satisfying the orthogonality conditions required for their employment. This may be either because they are not truly exogenous, or because they are being incorrectly excluded from the regression. The results of both overidentifying tests are displayed in the Tables 2, 3 (last two rows) and 7 (the fifth and the last columns).

For testing hypotheses (6) to (8) in both models, we use the Wald test (Greene [6]) comparing specifications of nested models by assessing the significance of restrictions to an extended model with unrestricted parameters. When the test statistic exceeds a critical value in its asymptotic distribution, the Wald test rejects the null, restricted model in favour of the alternative, unrestricted model. The asymptotic distribution is $\chi^{2}$ with degree of freedom equal to the number of restrictions. The results are displayed in the Tables 4 and 5 . The same test we apply to verify whether specification (4) and (5) equally explain first differences of gasoline and diesel prices. Wald test does not reject the null hypothesis of $(6)=(7)=(8)$ for all cases.

[^63]
## 5. Results

Table 1: Durbin-Wu-Hausman test of the endogeneity - original models with residuals

| Parameter | Gasoline equation | Diesel equation |  |  |
| :---: | :---: | :---: | :---: | :--- |
| $\beta_{1}$ | 0.0075 | $* *$ | 0,005100 | $* *$ |
|  | $(0.000488)$ |  | $(0.000414)$ |  |
| $\beta_{2}$ | 0.021 | $* *$ | 0.015912 | $* *$ |
|  | $(0.000736)$ |  | $(0.000560)$ |  |
| $\beta_{3}$ | -0.000325 | $* *$ | $-0,000147$ | $* *$ |
|  | $\left(3.04 \cdot 10^{-5}\right)$ |  | $\left(2.28 \cdot 10^{-5}\right)$ |  |
| $\beta_{4}$ | $1.29 \cdot 10^{-6}$ | $* *$ | $2.04 \cdot 10^{-7}$ |  |
|  | $\left(1.94 \cdot 10^{-7}\right)$ |  | $1.52 \cdot 10^{-7}$ |  |
| $\delta_{c}$ | -0.00387 | $* *$ | -0.003439 | $* *$ |
|  | $(0.000665)$ |  | $(0.000549)$ |  |
| $\delta_{p 2}$ | -0.00521 | $* *$ | -0.001167 | $*$ |
|  | $(0.000812)$ |  | $(0.000602)$ |  |
| $\delta_{p c}$ | 0.000217 | $* *$ | $6.38 \cdot 10^{-5}$ | $* *$ |
|  | $\left(3.34 \cdot 10^{-5}\right)$ | $\left(2.45 \cdot 10^{-5}\right)$ |  |  |
| $\delta_{c 2}$ | $-8.47 \cdot 10^{-7}$ | $* *$ | $7.80 \cdot 10^{-8}$ |  |
|  | $\left(2.02 \cdot 10^{-7}\right)$ |  | $\left(1.58 \cdot 10^{-7}\right)$ |  |
| $\mathrm{R}^{2}$ | 0.998 | 0.998 |  |  |
| D-W | 1.98 | 1.81 |  |  |
| endogeneity | 16.5 | 21.85 |  |  |

Note. Parameters $\delta$ are parameters of residuals from regression of subscript endogenous variable on all exogenous variables and instruments. The standard errors of parameters are in the parentheses. The superscript $* *$ and * denote the rejection of the null hypothesis of the $t$-test at the $1 \%$ and $5 \% . \mathrm{R}^{2}$ denotes the coefficient of determination and $D-W$ the value of Durbin-Watson statistics. The values of F-statistics in line endogeneity are the significance test of residuals.

The estimates of the different forward-looking models and results of the test of overidentifying restrictions of the gasoline price equation and diesel price equation are in the Table 2 and 3.

Table 2: Comparison of estimates of different forward-looking models - gasoline price equation

| $l=$ | 0 | 0 | +1 |  | +2 |  | +4 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | GMM | TSLS | GMM |  | GMM |  | GMM |  | $\xrightarrow{+8}$ |  |
| $\beta_{1}$ | 0.009492 k* | 0.007503 ** | 0.008349 | ** | 0.005895 | ** | 0.003439 | ** | 0.004512 | ** |
|  | (0.001040) | (0.000888) | (0.000714) |  | (0.000575) |  | (0.001082) |  | (0.001291) |  |
| $\beta_{2}$ | 0.023796 k* | 0.021082 ** | 0.021346 | ** | 0.018289 | ** | 0.015388 | ** | 0.016352 | * |
|  | (0.002035) | (0.001340) | (0.001108) |  | (0.000830) |  | (-0.000110) |  | (0.000617) |  |
| $\beta_{3}$ | -0.000446 k* | -0.000327 ** | -0.000353 | ** | -0.000215 | ** | -0.000110 | ** | -0.000145 | * |
|  | $\left(8.27 \cdot 10^{-5}\right)$ | $\left(5.54 \cdot 10^{-5}\right)$ | $\left(5.02 \cdot 10^{-5}\right)$ |  | $\left(3.42 \cdot 10^{-5}\right)$ |  | $\left(4.04 \cdot 10^{-5}\right)$ |  | $\left(2.96 \cdot 10^{-5}\right)$ |  |
| $\beta_{4}$ | $2.03 \cdot 10^{-6} \quad k *$ | $1.31 \cdot 10^{-6} \quad * *$ | $1.42 \cdot 10^{-6}$ | ** | $5.98 \cdot 10^{-7}$ | * | $2.46 \cdot 10^{-7}$ |  | $2.94 \cdot 10^{-7}$ | * |
|  | $\left(5.59 \cdot 10^{-7}\right)$ | $\left(3.53 \cdot 10^{-7}\right)$ | $\left(3.63 \cdot 10^{-7}\right)$ |  | $\left(2.40 \cdot 10^{-7}\right)$ |  | $1.77 \cdot 10^{-7}$ |  | (1.34•10 ${ }^{-7}$ ) |  |
| $J(7) / \mathrm{S}$ | 4.790 | 13.114 | 6.275 |  | 5.589 |  | 3.615 |  | 4.335 |  |
| $p$ | 0.686 | 0.069 | 0.508 |  | 0.588 |  | 0.823 |  | 0.714 |  |

Table 3: Comparison of estimates of different forward-looking models - diesel price equation

| $l=$ | 0 |  | 0 |  | +1 |  | +2 |  | +4 |  | +8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | GMM |  | TSLS |  | GMM |  | GMM |  | GMM |  | GMM |  |
| $\beta_{1}$ | 0.006784 | ** | 0.005100 | ** | 0.008134 | ** | 0.004886 | ** | 0.003410 | ** | 0.003413 | * |
|  | (0.000541) |  | (0.000780) |  | (0.002150) |  | (0.000945) |  | (0.000830) |  | (0.001567) |  |
| $\beta_{2}$ | 0.018737 | ** | 0.015912 | ** | 0.020816 | ** | 0.017080 | ** | 0.015809 | ** | 0.014749 | * |
|  | (0.000932) |  | (0.001056) |  | (0.002148) |  | (0.000948) |  | (0.000507) |  | (0.000716) |  |
| $\beta_{3}$ | -0.000244 | ** | -0.000147 | ** | -0.000349 | ** | -0.000178 | ** | -0.000131 | ** | -9.71•10-5 | ** |
|  | (3.57•10-5) |  | (4.30 10-5) |  | (0.000104) |  | (4.50.10-5) |  | (2.27•10-5) |  | (3.36•10-5) |  |
| $\beta_{4}$ | 7.33 $10-7$ | ** | $2.04 \cdot 10-7$ |  | 1.60•10-6 | * | 4.68•10-7 | * | 4.06•10-7 | ** | 3.76•10-8 |  |
|  | (2.70 $10-7$ ) |  | (2.86•10-7) |  | (6.31•10-7) |  | (3.08•10-7) |  | (1.54•10-7) |  | (2.28.10-7) |  |
| $J(7) / \mathrm{S}$ | 7.290 |  | 13.235 |  | 2.913 |  | 5.093 |  | 6.043 |  | 3.802 |  |
| $p$ | 0.399 |  | 0.067 |  | 0.893 |  | 0.649 |  | 0.535 |  | 0.802 |  |

Note. The standard errors of parameters are in the parentheses. The superscript ** and * denote the rejection of the null hypothesis of the $t$-test at the $1 \%$ and $5 \%$. $J(7) / \mathrm{S}$ denotes the Hansen [8] or Sargan [13] test of overidentifying restrictions and $p$ is p-value of these tests. It is compared with $\chi^{2}$ with degree of freedom equal to 7 . In the first line there is the lag of weeks used for computing of regressors in forward looking equations.

The estimates of the coefficients k and $\gamma$ from the restrictions given by (6)-(8) in the gasoline and diesel price equation are in the Table 4 and 5 .

Table 4: Estimates of parameters $k$ and $\gamma$ in gasoline price equation - Wald test of restrictions


Table 5: Estimates of parameters $k$ and $\gamma$ in diesel price equation - Wald test of restrictions

|  | $l=$ | 0 |  | 0 |  | +1 |  | +2 |  | +4 |  | +8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | GMM |  | TSLS |  | GMM |  | GMM |  | GMM |  | GMM |  |
| (5) | $k$ | 0.006784 | ** | 0.005100 | ** | 0.008134 | ** | 0.004886 | * | 0.003410 | ** | 0.003413 | * |
|  |  | (0.000541) |  | (0.000780) |  | (0.002150) |  | (0.000945) |  | (0.000830) |  | (0.001567) |  |
|  | $\gamma$ | -0.037474 | ** | -0.031824 | * | -0.041632 | ** | -0.034159 | ** | -0.031618 | ** | -0.029499 | ** |
|  |  | (0.001863) |  | (0.002111) |  | (0.004296) |  | (0.001896) |  | (0.001013) |  | (0.001432) |  |
| (6) | $k$ | 0.006517 | ** | 0.004626 | ** | 0.008390 | * | 0.005200 | ** | 0.004129 | * | 0.003291 | ** |
|  |  | (0.000634) |  | (0.001048) |  | (0.001641) |  | (0.001033) |  | (0.000593) |  | (0.000991) |  |
|  | $\gamma$ | -0.036002 | ** | -0.028870 | ** | -0.042946 | ** | -0.036359 | ** | -0.038285 | ** | -0.028445 | * |
|  |  | (0.003532) |  | (0.004979) |  | (0.002362) |  | (0.003302) |  | (0.005721) |  | (0.006511) |  |
| (7) | $k$ | 0.006253 |  | 0.003580 |  | 0.008772 | ** | 0.005236 | ** | 0.005070 | * | 0.001596 |  |
|  |  | (0.001003) |  | (0.002400) |  | (0.001286) |  | (0.001596) |  | (0.000917) |  | (0.004857) |  |
|  | $\gamma$ | -0.031843 | ** | -0.015681 |  | -0.048421 | ** | -0.039236 | * | -0.069893 |  | -0.006446 |  |
|  |  | (0.009896) |  | (0.019075) |  | (0.009429) |  | (0.017280) |  | (0.047010) |  | (0.043115) |  |

Note. The standard errors of parameters are in the parentheses. The superscript ** and * denote the rejection of the null hypothesis of the Wald test of restrictions at the $1 \%$ and $5 \%$. The results are obtained for the different specifications (6), (7) and (8).

The estimates of the coefficients $k$ and $\gamma$ using specification (4) are in the Table 6.
Table 6: Estimates of parameters $k$ and $\gamma$ from restricted model

| $l$ | method | first differences of the gasoline prices |  |  |  |  | first differences of the oil prices |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $k$ |  | $\gamma$ |  | $J(9) / \mathrm{S}$ | $k$ |  | $\gamma$ |  | $J(9) / \mathrm{S}$ |
|  |  |  |  |  |  | $p$ |  |  | $p$ |
| 0 | GMM | 0.007069 | ** | -0.039760 | ** | 9.219 | 0.006504 | ** |  |  | -0.037383 | ** | 8.159 |
|  |  | (0.000519) |  | (0.001523) |  | 0.417 | (0.000452) |  | (0.001183) |  | 0.519 |
| 0 | TSLS | 0.007172 | ** | -0.040644 | ** | 14.651 | 0.005196 | ** | -0.033282 | ** | 16.665 |
|  |  | (0.000653) |  | (0.002040) |  | 0.101 | (0.000604) |  | (0.001252) |  | 0.054 |
| +1 | GMM | 0.008444 | ** | -0.043171 | ** | 6.755 | 0.005944 | ** | -0.036245 | * | 9.634 |
|  |  | (0.000750) |  | (0.002219) |  | 0.664 | (0.000430) |  | (0.000828) |  | 0.381 |
| +2 | GMM | 0.005972 | ** | -0.036825 | ** | 5.875 | 0.004603 | ** | -0.032317 | ** | 7.784 |
|  |  | (0.000544) |  | (0.001263) |  | 0.754 | (0.000373) |  | (0.000611) |  | 0.556 |
| +4 | GMM | 0.002268 | ** | -0.028537 | ** | 5.021 | 0.004832 | ** | -0.033456 | ** | 7.636 |
|  |  | (0.000870) |  | (0.001311) |  | 0.832 | (0.000724) |  | (0.001372) |  | 0.572 |
| +8 | GMM | 0.004382 | ** | -0.032622 | ** | 4.638 | 0.002798 | ** | -0.028429 | ** | 8.362 |
|  |  | (0.000553) |  | (0.000937) |  | 0.865 | (0.000385) |  | (0.000577) |  | 0.498 |

Note. The standard errors of parameters are in the parentheses. The superscript ** and * denote the rejection of the null hypothesis of the $t$ test at the $1 \%$ and $5 \% . J(9) / S$ denotes the Hansen [8] or Sargan [13] test of overidentifying restrictions and $p$ is $p$-value of these tests. It is compared with $\chi^{2}$ with degree of freedom equal to 9 . In the first column there is the lag of weeks used for computing of regressors in forward looking equations.

## 6. Conclusions

The most of the estimates of the coefficients are significant at $1 \%$ level and have signs that correspond to our theory. Using (6)-(8) specification we estimated coefficients of the threat cost function $k$ and $\gamma$. The negative value of the $\gamma$ coefficient implies that the driving fuel price making is asymmetric with respect to expected oil prices. Different restrictions (6), (7) and (8) generate the same value of the coefficients. It follows that the theory explains the structure of the price-making process.

A conflict between Slovak Government and the dominant driving fuel price-maker is a source of the asymmetric price-making of the fuel with respect to expected oil price. In order to make use of the dominant position of the price-maker, he tends to overvalue expected increase and undervalue expected decrease of the oil price.

The asymmetric behaviour of the price-maker is in line with the time-inconsistency problem theory. Dominant price-maker probably systematically produces a bias from the driving-fuel price respectable by the society. For its quantification we need information from one side of the conflict. Our conclusions are only from estimated coefficients with use of the data. We lack information about average optimal driving fuel price and oil price ratio for the price-maker or about driving fuel production technology. Or we lack information about respectable driving fuel price and oil price ratio for the society.
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#### Abstract

This paper studies a simple extension of the linear first-order difference equations. Our generalization is based on variable, and random lengths of time steps. Our interest is devoted to magnitudes of solutions of these equations. We illustrate our approach and results one simple model.
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## 1 Introduction

The twentieth century witnessed the rebirth of discrete-time modeling and difference equations. While the continuous calculus had been widely developed, its discrete counterpart was full of open problems. It was thus natural to study discrete phenomena with respect to the massive continuous patterns. This established numerical analysis as an important and integral part of modern mathematics and created many corresponding discrete structures. However, many blank pages remain intact and they mostly correspond to the phenomena without appropriate correspondence in the continuous settings. Our paper tries to fill one of these gaps. Namely, we study discrete models with variable steps and concentrate on those in which the variability of the step is governed by a certain probability distribution. Note that such a probabilistic model has no counterpart neither in the continuous world (no time steps) nor in the computer science or numerical analysis (the phenomena are naturally deterministic).

On the other hand, most of the economic (demographic, psychologic, political...) decisions are not regular and thus less predictable. However, this lack of regularity is very scarcely studied. Moreover, when the regularity question is addressed, it is approximated by aggregate variables and constant time steps. Since the study of rigidities (degrees of commitment, lengths of institutional tenures...) has become a central question in certain areas of macroeconomics, institutional economics and others (see Taylor [9]), it would be desirable to study also models where the lengths of intervals behave randomly.

Applicable theory in this direction would allow to form rules more effectively since it would answer the following two questions. Firstly, how long should the policymaker (central bank, CEO, etc.) govern. Secondly, how much freedom should he receive in determination of his own tenure.

Some attempts have been already made to answer this question in the different (mainly game theoretical) settings. See e.g. Lagunoff and Matsui [6], Cho and Matsui [2], Rogoff [4] or Libich and Stehlik [7] or Pospísili, J.,Stehlík, P.,Sedivá, B. [8].

## 2 Economics Models

In this section we present four basic micro- and macroeconomic models which can be viewed as the motivation for our theory. More details and different problems of similar form can be found in Gandolfo [3].

Formal economic modeling began in the late 19th century with the use of differential calculus to describe and predict economic behavior. Economics became more mathematical as a discipline throughout the first half of the 20th century, but it was not until the Second World War that new techniques would allow the use of mathematical formulations in almost all of economics. This rapid systematizing of economics alarmed critics of the discipline as well as some esteemed economists.

Firstly we are interested in non-stochastic mathematical models. This models may be purely qualitative (for example, models involved in some aspect of social choice theory) or quantitative (involving rationalization of financial variables, for example with hyperbolic coordinates, and/or specific forms of functional relationships between variables). In some cases economic predictions of a model merely assert the direction of movement of economic variables, and so the functional relationships are used only in a qualitative sense: for example, if the price of an item increases, then the demand for that item will decrease.

[^64]The cobweb model. The cobweb model or cobweb theory explains why prices ( $p_{t}$ is price in period $t$ ) could be subject to periodic fluctuations in certain types of markets. It is an economic model of cyclical supply $\left(S_{t}\right)$ and demand $\left(D_{t}\right)$ in which there is a lag in producers' response to a change of price. Assume that both functions are linear $D_{t}=a_{D}+b_{D} p_{t}$ and $S_{t}=a_{S}+b_{S} p_{t-1}$. A last assumption is the market-clearing assumption, this means $D_{t}=S_{t}$, whence the finally equation is

$$
\begin{equation*}
b_{D} p_{t}-b_{S} p_{t-1}=a_{S}-a_{D} \tag{1}
\end{equation*}
$$

where $p_{t}$ is price in period $t$ and $b_{D}, b_{S}, a_{D}, a_{S}$ are parameters from demand and supply reaction linear functions of model.
Keynesian macroeconomics models. Keynesian model of income determination theory stated that people will put aside the same level of income or save the same amount of money at all possible rates of interest. As an example of multiplier analysis, we shall describe a foreign trade multiplier. Imports $M$ are function of income $Y$ and exports $X$ are assumed to be exogenous. In open economy, aggregate supply is the sum of national product $Y$ and imports $M$, aggregate demand is national consumption $C$ plus investment $I$ plus export $X$. In the formal model there are four linear functions and the equilibrium condition $Y+M=C+I+X$. After substitution and elimination of depending functions we obtain

$$
\begin{equation*}
Y_{t}-(b+h-m) Y_{t-1}=a+I_{0}+X_{0}-M_{0}+\triangle I+\triangle X \tag{2}
\end{equation*}
$$

where $Y_{t}$ is the national product in period $t$ and $M_{t}$ is import, $I_{t}$ national investment and $X_{t}$ export; $X_{0}, I_{0}, M_{0}$ are initial condition and $b, h, a, m$ are parameters of model.

## 3 Models with nonconstant steps

Models from previous section (e.g. (1) or (2)) shows that various phenomena in different fields of economics lead to simple discrete models of the form

$$
\begin{align*}
\Delta x_{j} & =p_{j} x_{j}+f_{j}, \quad j=0,1,2, \ldots, N,  \tag{3}\\
x_{0} & =A
\end{align*}
$$

where $x_{j}$ is a function of real variable $j$, the difference operator $\Delta$ is defined by $\Delta x_{j}=x_{j+1}-x_{j}$ and $p_{j}, f_{j}$ are real constants. The condition $x_{0}=A$ is initial condition for discrete model. Using the equality $\Delta x_{j}=x_{j+1}-x_{j}$, one can rewrite (4) into

$$
\begin{align*}
x_{j+1} & =\left(1+p_{j}\right) x_{j}+f_{j}, \quad j=0,1,2, \ldots, N,  \tag{4}\\
x_{0} & =A
\end{align*}
$$

This form is widely used and accepted. However, it implicitly suggests that all considered phenomena change in constant time intervals. However, this assumption goes against the intuition and economic theory. Indeed, our experience and standard circumstances of economic life imply that real-life rigidities and commitment periods vary in time. Moreover, in many fields (central banking, price setting, ...), the policymakers seek the algorithm to set the optimal length of tenures or policies. Standard discrete models with constant steps are unable to provide answers to such questions.

First of all, we have to adjust the notation to the new settings. We take into account an arbitrary finite ordered set $\mathbf{T}:=\left\{t_{0}, t_{1}, t_{2}, \ldots, t_{N}\right\}$ and denote $x_{j}=x\left(t_{j}\right)$. In order to describe the length of the time gaps, we define the graininess function $\mu: \mathbf{T} \backslash\left\{t_{N}\right\} \rightarrow(0,+\infty)$ :

$$
\begin{equation*}
\mu_{j}=t_{j+1}-t_{j} \tag{5}
\end{equation*}
$$

Finally, the relative difference will be denoted by delta in the upper index, i.e.:

$$
\begin{equation*}
x_{j}^{\Delta}:=\frac{x_{j+1}-x_{j}}{\mu_{j}} . \tag{6}
\end{equation*}
$$

Thus, one can replace the constant version (4) by

$$
\begin{align*}
x_{j}^{\Delta} & =p_{j} x_{j}+f_{j}, \quad j=0,1,2, \ldots, N,  \tag{7}\\
x_{0} & =A
\end{align*}
$$

or equivalently

$$
\begin{align*}
x_{j+1} & =\left(1+\mu_{j} p_{j}\right) x_{j}+\mu_{j} f_{j}, \quad j=0,1,2, \ldots, N,  \tag{8}\\
x_{0} & =A
\end{align*}
$$

Obviously, the latter form straightforwardly implies the existence of time transformation $\tau: \mathbf{T} \rightarrow$ $\{0,1, \ldots, N\}$, where $\tau\left(t_{j}\right):=j$, which enables to transform the non-constant model to the one with constant steps, i.e.

$$
\begin{align*}
\hat{x}_{j+1} & =\left(1+\hat{p}_{j}\right) \hat{x}_{j}+, \hat{f}_{j} \quad j=0,1,2, \ldots, N,  \tag{9}\\
x_{0} & =A
\end{align*}
$$

where $\hat{x}_{j}=x_{j}, \hat{p}_{j}=\mu_{j} p_{j}, \hat{f}_{j}=\mu_{j} f_{j}$.
This transformation allows us to exploit the wide range of results for (4) (see Agarwal [1] or Kelley, Peterson [5] or Pospísili, J.,Stehlík, P.,Šedivá, B. [8]). We can write explicit form of the solution of (8) and to obtain solution in the following form

$$
\begin{equation*}
x_{j}=x_{0} \prod_{i=0}^{j-1}\left(1+\mu_{j} p_{j}\right)+\sum_{i=0}^{j-1} \mu_{j} f_{j}\left(\prod_{k=i+1}^{j-1}\left(1+\mu_{k} p_{k}\right)\right) . \tag{10}
\end{equation*}
$$

One can also study the behavior of the solution of (7) as $N$ tends to infinity,

$$
\begin{align*}
x_{j+1} & =\left(1+\mu_{j} p_{j}\right) x_{j}+\mu_{j} f_{j}, \quad j i n \mathbf{N}_{0},  \tag{11}\\
x_{0} & =A
\end{align*}
$$

and the stability theory for the infinite counterpart of (4) provides basic results for the stability and boundedness of (11). The complete analysis of problem with infinite horizont can be found e.g. in Agarwal [1].

In order to motivate our choice of random steps in the following section, we restrict our attention only to the simple case when $p_{j}, f_{j}$ and $\mu_{j}>0$ are constant. We can show that for the restrict model hold (for proof see e.g. Pospísíil, J.,Stehlík, P., Šedivá, B. [8]) following lemma
LEMMA 1: Let us suppose that $p_{j}=p \in \mathbf{R}, \mu_{j}=\mu>0$ and $f_{j}=f$ for all $j \in \mathbf{N}_{0}$.
(a) If $p=0$ then (11) converges if and only if $f=0$.
(b) If $p=-\frac{2}{\mu}$ and $f_{j}=f$ is constant then the solution oscillates between two values $x_{0}$ and $\mu f-x_{0}$.
(c) If $p \in\left(-\frac{2}{\mu}, 0\right)$ then the solution converge to $-\frac{f}{p}$.
(d) If $p \notin\left\langle-\frac{2}{\mu}, 0\right\rangle$ and $x_{j} \neq \frac{-f}{1+\mu p}$ then the solution diverge.

## 4 Analysis of the model

We will study one of the simplest examples of equation(10). Let $p_{j}=-2, f_{j}=0$ and $\mu_{j}=1+\alpha u_{j}$ for $j=0,1 \ldots$, where $\alpha \in(0,1)$ is a graininess parameter (or graininess diameter) and $u_{j} \in\{-1,1\}$ is a random variable equal to 1 or -1 , each with probability $1 / 2$. This model has all the properties described in the Introduction, it is a discrete time model with random time steps. Though being simple, it encounters an interesting behavior, as we will show below.

We have

$$
\begin{align*}
x_{j+1} & =-\left(1+2 \alpha u_{j}\right) x_{j}, \quad j=0,1, \ldots  \tag{12}\\
x_{0} & =A
\end{align*}
$$

If $u_{j}$ was zero, we would get the oscillation between $x_{0}$ and $-x_{0}$. In this case we have a random behavior such that in each time step we have either $p \in\left(-\frac{2}{\mu}, 0\right)$ (convergent behavior) with probability $1 / 2$ or $p \notin\left[-\frac{2}{\mu}, 0\right]$ (divergent behavior) also with probability $1 / 2$. We oscillate with time step $\mu$ between values $1-\alpha$ and $1+\alpha$. We study the qualitative behavior of the solution depending on the value of the graininess parameter $\alpha$.

Using (10) we can write

$$
\begin{equation*}
x_{j}=(-1)^{j} x_{0} \prod_{i=0}^{j-1}\left(1+2 \alpha u_{i}\right) \tag{13}
\end{equation*}
$$

In what follows we consider only the absolute value of the solution keeping in mind that the solution oscillates due to the term $(-1)^{j}$.
LEMMA 2: Let $x_{j}, j=0,1, \ldots$ be the solution of (12) and let $X_{j}^{p}$ be the $p$-percentile of $x_{j}$. Then

1. function $X^{p}(\alpha):=\max _{j} X_{j}^{p}$ is an increasing function of $\alpha$ and
2. if we denote by $\iota(\alpha)$ the index where $X_{j}^{P}$ attains its maximum, then $\iota(\alpha)$ is a decreasing function of $\alpha$.

The proof of this see (Pospísisil, J.,Stehlík, P., Šedivá, B. [8]). In Figure (1) we can see the simulated and exact $99 \%$-percentiles for different values of graininess parameter $\alpha$. The behavior of the solution could be explained the following way. The bigger the value of parameter $\alpha$, the larger "peak" of the solution for lower times, but also the faster convergence towards zero.


Fig. 1. Simulated and exact $99 \%$-percentiles for different values of graininess parameter $\alpha$.

## 5 Conclusion

This paper studies a simple extension of the linear first-order difference equations. Our generalization is based on variable, and random lengths of time steps. We will study one of the simplest examples of equation $x_{j+1}=\left(1+\mu_{j} p_{j}\right) x_{j}+\mu_{j} f_{j}$, with $p_{j}=-2, f_{j}=0$ and $\mu_{j}=1+\alpha u_{j}$ for $j=0,1 \ldots$ We suppose $\alpha \in(0,1)$ and $u_{j} \in\{-1,1\}$ is a random variable equal to 1 or -1 , each with probability $1 / 2$. We study the qualitative behavior of the solution depending on the value of the graininess parameter $\alpha$.
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#### Abstract

We study probabilistic properties of a zero intelligence model of a limit order market, very similar to those of [4] and [8]. We (recursively) describe the distributions of the order books and the best quotes. Based on these theoretical results, a procedure for statistical inference of the model may be designed and the evolution of the process may be simulated more efficiently then by the crude simulation of all the events.
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## 1 Introduction

Recently, several zero-intelligence models of limit order markets ${ }^{1}$ have been introduced: [4] shows that even a simple model assuming a Poisson orders' arrival and the uniform distribution of the limit prices generates fat-tailed price increments. [6] computes the rate of the tail by means of a mean-field approximation. [8] introduce a model, similar to that of [4], including, in addition, order cancelations. ${ }^{2}$ A generalization of this model incorporating the statistical properties of real-life order books is made by [5]. Even though many stylized facts cannot be explained by the zero-intelligence models (see [1]) they may be regarded as a good first approach.

Despite the great effort of the authors, no exact probabilistic description of any of the zero-intelligence has been published yet, which, among others, disallows statistical inference of the models. In our recent work [7] we formulated a general model, covering fully the models of [4] and [8] (the latter after a discretization) and partially the one by [5] and we recursively described its distribution. The purpose of the present paper is to apply these results to a simpler (uniform) model of the continuous double auction.

In particular, we consider a model with Poisson order flows, constant cancelation rate and continuous uniform distribution of limit prices (Section 2) which may be easily transformed both to the Maslov's model [4] (by sending the cancelation rate to infinity) and to the model of [8] (by a slight redefinition and the rounding of the prices, see [7], Section 3). The distribution of the present model is described in Section 3). Further (Section 4), we discuss applications of our results. Finally, we conclude the paper (Section 5).

[^65]
## 2 Definitions

### 2.1 Inputs

In the model we study, the orders of all the four types (i.e. buy/sell market/limit orders) arrive with (possibly different) constant intensities, the intensity of the limit orders' cancelations is constant and the limit prices are uniformly distributed. In particular,

- the arrivals of sell limit orders form a marked Poisson process $x$ with an intensity $\iota$ and with marks $\pi_{i} \sim$ $\mathrm{U}(-h, h), u_{i} \sim \operatorname{Exp}(v)$, standing for the absolute limit price, lifetime of the order respectively, where $h$ is a finite positive constant ${ }^{3}$ and where all the marks are mutually independent and independent of the arrival times,
- the arrivals of sell market orders form a Poisson process $\bar{x}$ with an intensity $\bar{\iota}$,
- the process $y$ of arrivals of buy limit orders is Poisson with an intensity $\omega$ and with independent, mutually independent marks $\left(r_{i}, \zeta_{i}\right)_{i=1}^{\infty}$ (absolute limit prices, cancelation times respectively) such that $r_{i} \sim \mathrm{U}(h, h)$ and $v_{i} \sim \operatorname{Exp}(z)$ for some constant $z$,
- the process $\bar{y}$ of arrivals of buy market orders is Poisson with an intensity $\bar{\omega}$,
- the random elements $x, y, \bar{y}, \bar{x}$ are mutually independent.


### 2.2 Dynamics of the System

We describe the state of the market at a time $\tau$ by a tuple

$$
\begin{equation*}
\Xi_{\tau}=\left(A_{\tau}, B_{\tau}\right) \tag{1}
\end{equation*}
$$

where $A_{\tau}$ and $B_{\tau}$ are simple atomic measures (collections of points on the real line) describing the sell order book, buy order book respectively, each atom (point) standing for a waiting limit order with the (absolute) limit price equal to its location. We denote

$$
\begin{equation*}
a_{\tau} \triangleq \min \left\{\pi: \pi \text { is an atom of } A_{\tau}\right\} \wedge h \tag{2}
\end{equation*}
$$

the value of the (best) ask (we put $\min \emptyset=\infty$ ) and

$$
\begin{equation*}
b_{\tau} \triangleq \max \left\{\pi: \pi \text { is an atom of } B_{\tau}\right\} \vee-h \tag{3}
\end{equation*}
$$

the value of the (best) bid (we put max $\emptyset=-\infty$ ).
We assume our process to start by a single limit order on each side, i.e. both $A_{0}$ and $B_{0}$ contain a single (deterministic) point $\pi_{0}, \rho_{0}$ respectively, such that $\rho_{0}<\pi_{0}$. Further, we assume the lifetime $u_{0}$ $\left(v_{0}\right)$ of the starting sell (buy) order to be exponentially distributed with parameter $v,(z)$ such that $u_{0}$, $v_{0}$ and $(x, \bar{x}, y, \bar{y})$ are mutually independent.

We let the process $\Xi$ (possibly) jump only at the times $\left(\tau_{i}\right)_{i \in \mathbb{N}},\left(\bar{\tau}_{i}\right)_{i \in \mathbb{N}},\left(\sigma_{i}\right)_{i \in \mathbb{N}},\left(\bar{\sigma}_{i}\right)_{i \in \mathbb{N}}$, denoting the jump times of $x, \bar{x}, y$, and $\bar{y}$ respectively, or at $\left(\eta_{i}\right)_{i \in \mathbb{N}},\left(\zeta_{i}\right)_{i \in \mathbb{N}}$ where $\eta_{i} \triangleq \tau_{i}+u_{i}$ and $\zeta_{i} \triangleq \sigma_{i}+v_{i}, i \geq 0$ (i.e. the cancelation times of sell limit orders, buy limit orders respectively, we put $\tau_{0}=\sigma_{0}=0$ ).

If $\tau$ is one of the possible jump times of $\Xi$ then the change of $\Xi$ at $\tau$ is defined as follows:

- if $\tau=\tau_{i}$ for some $i>0$ and $\pi_{i}>b_{\tau^{-}}$then $\pi_{i}$ is added into $A$
- if $\tau=\eta_{i}$ for some $i \geq 0$ and $\pi_{i}$ is present in $A_{\tau^{-}}$then $\pi_{i}$ is removed from $A$
- if $\tau=\bar{\tau}_{i}$ for some $i>0$ and $B_{\tau^{-}} \neq 0$ then $b_{\tau^{-}}$is removed from $B$
- if $\tau=\sigma_{i}$ for some $i>0$ and $\rho_{i}<a_{\tau^{-}}$then $\rho_{i}$ is added into $B$
- if $\tau=\zeta_{i}$ for some $i \geq 0$ and $\rho_{i}$ is present in $\mathbb{N}_{\tau^{-}}$then $\rho_{i}$ is removed from $B$
- if $\tau=\bar{\sigma}_{i}$ for some $i>0$ and $A_{\tau^{-}} \neq 0$ then $a_{\tau^{-}}$is removed from $A$
- if $\tau$ does not fit any of the conditions above then both $A$ and $B$ are left unchanged at $\tau$.

[^66]It follows from the definition of the input processes that

$$
\begin{equation*}
\mathbb{P}\left[\text { any pair of } \tau_{i}, \bar{\sigma}_{i}, \sigma_{i}, \bar{\tau}_{i}, \eta_{i}, \zeta_{i}, i \in \mathbb{N}, \text { coincide }\right]=0 \tag{4}
\end{equation*}
$$

hence our definition is correct with probability one. Further, since

$$
\begin{equation*}
\mathbb{P}\left[\text { any pair of } \pi_{i}, \rho_{i}, i \in \mathbb{N} \text {, coincide }\right]=0 \tag{5}
\end{equation*}
$$

it is guaranteed that $A_{\tau}$ and $B_{\tau}$ are simple (with no overlapping points) at each $\tau \geq 0$.
For a "formula based" definition of $\Xi$, see [7].

## 3 Distributions

In the present Section, we describe probabilistic properties of $\Xi$ and of the process of the best quotes

$$
\begin{equation*}
\xi_{\tau} \triangleq\left(a_{\tau}, b_{\tau}\right) \tag{6}
\end{equation*}
$$

An uninterested reader may skip this section; however, (s)he will need to return here for a notation sometimes.

We start with a nearly obvious statement:
Proposition 1 (Markov properties of $\Xi$ )
(i) For any deterministic $0 \leq s_{1}<\cdots<s_{n}<s$,

$$
\begin{equation*}
\mathcal{L}\left(\Xi_{s+\bullet} \mid \Xi_{s}, \Xi_{s_{1}}, \ldots, \Xi_{s_{n}}\right)=\mathcal{L}\left(\Xi_{s+\bullet} \mid \Xi_{s}\right) \tag{7}
\end{equation*}
$$

(here, for any random elements $X, Y$, symbol $\mathcal{L}(X \mid Y)$ denotes the conditional distribution of $X$ given $Y$ ).
(ii) Relation (7) keeps holding even if $s_{1}<\cdots<s_{n}<s$ are optional times with respect to the filtration generated by $\Xi$.

Proof. Statement (i) follows from the fact that all the inter-jump times and the orders' lifetimes are exponential and that the value of $\Xi$ at a jump is fully determined by the value at the last jump and the type of jump time. Part (ii) stems from the fact that $\Xi$ is pure jump type process (see [3], chp. 12).
To go on, we need to introduce some notation: For any interval $\beth$ such that $\beth=[s, t)$ or $\beth=[s, t]$, $0 \leq s \leq t$, denote

$$
\begin{equation*}
\tilde{a}^{\beth}: \beth \rightarrow \mathbb{R}, \quad \tilde{a}_{\tau}^{\beth} \triangleq \max _{\theta \in \beth \cap[\tau, \infty)} a_{\theta}, \quad \tau \in \beth, \tag{8}
\end{equation*}
$$

and introduce a function

$$
\begin{equation*}
\kappa^{\beth}(\mathfrak{p}) \triangleq \sum_{j=0}^{J^{\beth}} \frac{\iota^{\star}}{v}\left[\mathfrak{p} \wedge \tilde{a}_{[j-1]}^{\beth}-\tilde{a}_{[j]}^{\beth}\right]^{+}\left[1-\exp \left\{-v\left(t-\varsigma_{j}^{\beth}\right)\right\}\right], \quad \mathfrak{p} \in \mathbb{R} \tag{9}
\end{equation*}
$$

where $\iota^{\star} \triangleq(2 h)^{-1} \iota, J^{\beth}$ is the number of jumps of $\tilde{a}^{\beth}$ on $\beth, \varsigma_{1}^{\beth}<\cdots<\varsigma_{J^{\beth}}^{\beth}$ denote the jump times themselves (we put $\varsigma_{0}^{J} \triangleq s$ ) and where

$$
\begin{equation*}
\tilde{a}_{[j]}^{]} \triangleq \tilde{a}_{\varsigma_{j}^{J}}^{J}, \quad 0 \leq j \leq J^{\beth}, \tag{10}
\end{equation*}
$$

(we put $\tilde{a}_{[-1]}^{J} \triangleq h$ ). Further, denote $0=\vartheta_{0}<\vartheta_{1}<\ldots$ the sequence of jump times of $\xi$.

### 3.1 Order Books

Until the end of subsection 3.1, fix $s \leq t$ fulfilling one of the conditions

- both $s$ and $t$ are deterministic,
- $s=\vartheta_{k}$ and $t=\vartheta_{i}$ for some (deterministic) $k, i \in \mathbb{N}, k \leq i$,
and agree to write $\tilde{a}$ instead of $\tilde{a}^{[s, t]}, J$ instead of $J^{[s, t]}$, etc.
The following two Propositions describe the distribution of the order books given $\Xi_{s}, \xi_{[s, t]}$ where the latter symbol denotes the trajectory of $\xi$ restricted to interval $[s, t]$.

Proposition 2 (conditional distribution of $A_{t}$ )

$$
\begin{equation*}
A_{t}=\delta_{a_{t}}+\sum_{j=1}^{J} \delta_{\tilde{a}_{[j]}} e_{j}+\sum_{j=1}^{K} \delta_{\alpha_{j}^{s}} d_{j}+L \tag{11}
\end{equation*}
$$

where $\delta_{q}$ denotes the Dirac measure concentrated in $q$ (i.e. a single point $\{q\}$ ) and

- $e_{1}, \ldots, e_{J}$ are binary variables such that

$$
\begin{equation*}
\mathcal{L}\left(e_{j} \mid \Xi_{s}, \xi_{[s, t]}\right)=\text { Alternative }\left(\exp \left\{-v\left(t-\varsigma_{j}\right)\right\}\right), \quad 1 \leq j \leq J \tag{12}
\end{equation*}
$$

- $\alpha_{1}<\cdots<\alpha_{K}$ are all the atoms of $A_{s}$ whose location is greater then $\tilde{a}_{s}$,
- $d_{1}, \ldots, d_{K}$ are binary variables with

$$
\begin{equation*}
\mathcal{L}\left(d_{j} \mid \Xi_{s}, \xi_{[s, t]}\right)=\text { Alternative }(\exp \{-v(t-s)\}), \quad 1 \leq j \leq K \tag{13}
\end{equation*}
$$

- L is (conditionally on $\left.\Xi_{s}, \xi_{[s, t]}\right)$ a non-homogenous Poisson process on $\left(a_{t}, h\right)$ with the intensity given by distribution function $\kappa$,
- $e_{1}, \ldots, e_{J}, d_{1}, \ldots, d_{K}, L$ are conditionally independent given $\left(\Xi_{s}, \xi_{[s, t]}\right)$.

Proof. See [7].
Remark 1 Using the symmetry of $A$ and $B$, an analogous formula for the distribution of $B$ may be obtained as a corollary of Proposition 2.

### 3.2 Best Quotes

Until the end of subsection 3.2, fix deterministic integers $0 \leq k<i$ and agree to abbreviate $\tilde{a}^{\left[\vartheta_{k}, \vartheta_{i}\right)}$ as $\tilde{a}$, $J^{\left[\vartheta_{k}, \vartheta_{i}\right)}$ as $J$ etc.

Our present goal is to specify the conditional distribution of $\vartheta_{i+1}$ and $\xi_{\vartheta_{i+1}}$ given $\Xi_{\vartheta_{k}}$ and $\xi_{\left[\vartheta_{k}, \vartheta_{i}\right]}$. For a better intuitive understanding, we add an additional step to the definition: we consider an supplementary variable $\chi_{i+1}$, coding the type of the event happening at the time $\vartheta_{i+1}$. Denoting the possible values of $\chi_{i+1}$ symbolically by $\mathfrak{a}^{+}, \mathfrak{a}^{-}, \mathfrak{b}^{+}$and $\mathfrak{b}^{-}$, we define it as

$$
\chi_{i} \triangleq \begin{cases}\mathfrak{a}^{+} & \text {if } \Delta a_{\vartheta_{i}}>0, \Delta b_{\vartheta_{i}}=0  \tag{14}\\ \mathfrak{a}^{-} & \text {if } \Delta a_{\vartheta_{i}}<0, \Delta b_{\vartheta_{i}}=0 \\ \mathfrak{b}^{+} & \text {if } \Delta a_{\vartheta_{i}}=0, \Delta b_{\vartheta_{i}}>0 \\ \mathfrak{b}^{-} & \text {if } \Delta a_{\vartheta_{i}}=0, \Delta b_{\vartheta_{i}}<0\end{cases}
$$

Denote

$$
\begin{align*}
& \varsigma_{i}^{\mathrm{a}^{-}}=\iota^{\star}\left(a_{\vartheta_{i}}-b_{\vartheta_{i}}\right), \quad \varsigma_{i}^{\mathrm{a}^{+}}=\mathbf{1}_{\left[a_{\vartheta_{i}}<h\right]}(\bar{\omega}+v),  \tag{15}\\
& \varsigma_{i}^{\mathfrak{b}^{-}}=\mathbf{1}_{\left[b_{\vartheta_{i}}>-h\right]}(\bar{\iota}+z), \quad \varsigma_{i}^{\mathfrak{b}^{+}}=\omega^{\star}\left(a_{\vartheta_{i}}-b_{\vartheta_{i}}\right),  \tag{16}\\
& \varsigma_{i}=\varsigma_{i}^{a+}+\varsigma_{i}^{a-}+\varsigma_{i}^{b+}+\varsigma_{i}^{b-}, \quad \omega^{\star} \triangleq(2 h)^{-1} \omega, \tag{17}
\end{align*}
$$

( $\iota_{x}^{\star}$ was introduced at the definition of $\kappa^{\mathrm{I}}$ ).
Proposition 3 (distribution of $\vartheta_{i+1}$ )

$$
\begin{equation*}
\mathcal{L}\left(\Delta \vartheta_{i+1} \mid \xi_{\left[\vartheta_{k}, \vartheta_{i}\right]}, \Xi_{\vartheta_{k}}\right)=\operatorname{Exp}\left(\varsigma_{i}\right) \tag{18}
\end{equation*}
$$

Proposition 4 (distribution of $\chi_{i+1}$ )

$$
\begin{equation*}
\mathcal{L}\left(\chi_{i+1} \mid \Delta \vartheta_{i+1}, \xi_{\left[\vartheta_{k}, \vartheta_{i}\right]}, \Xi_{\vartheta_{k}}\right)=\left(\frac{\varsigma_{i}^{\mathfrak{a}^{+}}}{\varsigma_{i}}, \frac{\varsigma_{i}^{\mathfrak{a}^{-}}}{\varsigma_{i}}, \frac{\varsigma_{i}^{\mathfrak{b}^{+}}}{\varsigma_{i}}, \frac{\varsigma_{i}^{\mathfrak{b}^{-}}}{\varsigma_{i}}\right) . \tag{19}
\end{equation*}
$$

Proposition 5 (distribution of $a_{\vartheta_{i+1}}$ )
(i) If $\chi_{i+1}=\mathfrak{a}^{+}$then

$$
\left.\left.\begin{array}{rl}
\mathbb{P}\left[a_{\vartheta_{i+1}}>\mathfrak{p} \mid \Delta \vartheta_{i+1}, \chi_{i+1}, \xi_{\left[\vartheta_{k}, \vartheta_{i}\right]}, \Xi_{\vartheta_{k}}\right] \\
& =\mathbf{1}_{[\mathfrak{p}<h]} \exp \{-\kappa(\mathfrak{p})\}(1-\exp \{
\end{array}\right)-v\left(\vartheta_{i+1}-\vartheta_{k}\right\}\right)^{K(\mathfrak{p})} .
$$

where $K(\mathfrak{p})$ is the number of points of $A_{\vartheta_{k}}$ belonging to interval ( $\left.\tilde{a}_{\vartheta_{k}}, \mathfrak{p}\right]$,
(ii) If $\chi_{i+1}=\mathfrak{a}^{-}$then

$$
\begin{equation*}
\mathcal{L}\left(a_{\vartheta_{i+1}} \mid \Delta \vartheta_{i+1}, \chi_{i+1}, \xi_{\left[\vartheta_{k}, \vartheta_{i}\right]}, \Xi_{\vartheta_{k}}\right)=\mathrm{U}\left(b_{\vartheta_{i}}, a_{\vartheta_{i}}\right) \tag{20}
\end{equation*}
$$

(iii) If $\chi_{i+1} \in\left\{\mathfrak{b}^{-}, \mathfrak{b}^{+}\right\}$then

$$
\begin{equation*}
\mathcal{L}\left(a_{\vartheta_{i+1}} \mid \Delta \vartheta_{i+1}, \chi_{i+1}, \xi_{\left[\vartheta_{k}, \vartheta_{i}\right]}, \Xi_{\vartheta_{k}}\right)=\delta_{a_{\vartheta_{i}}} . \tag{21}
\end{equation*}
$$

Proof of Propositions 3-5. See [7].
Remark 2 The formula for the distribution of $b_{\vartheta_{i+1}}$ is symmetric.

## 4 Applications

Even if the formulas describing the distribution are quite complicated, several useful and practical applications may be constructed based on them.

### 4.1 Statistical inference of the model

The problem of the inference of our model (i.e. testing its validity and estimating its parameters) may be broken into five parts: an inference of all the four input processes. Since the flows of market orders may be studied by standard techniques, ${ }^{4}$ we do not discuss them in the present work. To test and infer the distributions of $\left(\tau_{\nu}\right)_{\nu \in \mathbb{N}}$ and $\left(p_{\nu}\right)_{\nu \in \mathbb{N}}$, may also apply standard statistical tools. On the other hand, we are getting into difficulties with cancelations rates $v$ and $z$ because the sample of observed cancelations of the orders is censored (some orders are executed before they could be canceled) - in fact, this is the point where our theoretical results may help: based on our formulas, the cancelation rates (together with the market limit orders' arrival rates, if we are lacking detailed enough data to infer them directly) may be estimated. For details, see Section 4.2. of [7].

### 4.2 Efficient Simulation

Since we do not know analytic formulae for the (unconditional) distributions of $\Xi$ and $\xi$, a Monte Carlo simulation is needed when working with the processes. However, our knowledge of the (conditional) distributions may help us to speed up the simulations significantly.

Contrary to the "crude" simulation, when each variable defining the system is generated, our procedure allows us to omit a vast majority of the steps of such a simulation: Thanks to our results, it suffices to generate the process $\xi$ only and to draw the values of $\Xi$ only at the times when they are actually needed. ${ }^{5}$ Our procedure is as follows:

[^67]For each $i \in \mathbb{N}_{0}$ :

1. Generate $\Delta \vartheta_{i+1}$ and $\chi_{i+1}$ from their conditional distribution given the $\left(\xi_{\left[s_{i}, \vartheta_{i}\right]}, \Xi_{s_{i}}\right)$ where $s_{i}$ is the time of the last generation of a value of $\Xi$ (by Proposition 3 and 4)
2. Generate $a_{\vartheta_{i+1}}$ and $b_{\vartheta_{i+1}}$ from their conditional distributions given $\left(\chi_{i+1}, \Delta \vartheta_{i+1}, \xi_{\left[s_{i}, \vartheta_{i}\right]}, \Xi_{s_{i}}\right)$ (by Proposition 5 and its symmetric counterpart)
3. If needed, generate $B_{\vartheta_{i+1}}$ and/or $A_{\vartheta_{i+1}}$ from their conditional distributions given $\left(\xi_{\left[s_{1}, \vartheta_{i+1}\right]}, \Xi_{s_{i}}\right)$ (by Proposition 2 and its symmetric counterpart).

## 5 Conclusion

We examined theoretically some zero-intelligence models of limit order markets and showed some applications of our results. In particular, we outlined a way of a rigorous statistical inference of such models and we proposed a way of an efficient Monte Carlo simulation of the models. Further generalizations of the model are subjects of our future research.
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#### Abstract

In the paper a technique for analyzing the results of discrete-event simulation is proposed. A finite number of scenarios (decision alternatives) is analyzed. The simulation is used for generating distributional evaluations of alternatives with respect to attributes. It is supposed that the decision maker (DM) uses multiple attributes to evaluate alternatives under consideration and tries to find a solution preferred to all other solutions (most preferred solution). To solve a multiattribute problem, one have to assess information about DM's preferences. Three general approaches to solving multicriteria problems can be considered: prior articulation of preferences, interactive articulation of preferences and posterior articulation of preferences. In the paper we use the second approach and assume that the preference information is obtained in a stepwise manner. The technique proposed in the paper uses the information about trade-offs among attributes. In each iteration a candidate alternative is proposed to the DM. If he/she is satisfied with the proposal, the procedure ends. Otherwise, the DM is asked to specify a criterion to be improved and a lexicographic order of criteria that can be decreased starting from the one, that can be decreased first. Relations between distributions of trade-offs is exploited to generate a new proposal. The procedure continues until the decision maker is satisfied with the proposition. An application in the production process control problem is presented to illustrate the technique.


Keywords. Discrete-event simulation, Multiattribute analysis, Decision-making under risk, Trade-off information, Stochastic Dominance

## 1. Introduction

Computer simulation is an important tool in a wide variety of disciplines: economics, engineering, biology, chemistry, the social science and others. Through computer simulation one can observe the behavior of real-life systems that are too difficult to examine analytically. One of the main advantages of simulation consists in the possibility to analyze problems that include uncertainties. A simulation model transforms distributions of input variables into distributions of output variables, which are used to measure the efficiency of the system under consideration. In many complex real-life decision problems, simulation modeling is the only way to evaluate decision alternatives with respect to criteria.

This paper considers the problem of analyzing the results of simulation experiments. We focus on discreteevent systems, i.e systems in which the state variables change instantaneously through jumps at discrete points in time (Rubinstein, Kroese [1]). Sophisticated statistical methods are usually proposed for analyzing the data obtained from the simulation model (Robinson [2], Nowak [3]). Such techniques, however, are usually useless when a multiple criteria are used for evaluating decision alternatives or scenarios. In such case additional information about the preferences of the decision-maker (DM) is required to solve the problem. Three main approaches are usually used for acquiring such information: prior articulation of preferences, posterior articulation of preferences, and interactive articulation of preferences. Prior articulation of preferences means that the decision problem is solved in two steps. First, preference information is collected. Next, this information is used for constructing complete or partial order of alternatives. Multiattribute utility theory (Keeney, Raiffa [4]) is a classical example of this approach. The posterior articulation of preferences is based on opposite assumptions. This approach tries to find a good approximation of nondominated frontier in order to provide information about the possible solutions to the DM. After that the DM is asked to evaluate solutions presented to him/her and this information is used for generating the final solution. ADBASE technique proposed by Steuer [5] is an example of such approach.

Interactive approach is probably the technique, that is used most often for solving multiattribute problems. It assumes that the DM is able to provide preference information with respect to a given solution or a given set of solutions (local preference information). The interaction takes place between the DM, an analyst and a computer
model of the decision problem. The DM has to express his/her local preferences with respect to a series of solutions, which are presented to him/her in a stepwise manner and are partly the result of his/her previous answers. Various advantages of the interactive approach are mentioned. First, limited amount of preference information is required from the DM as compared to other techniques. Second, The DM has to express his/her preferences evaluating well-defined solutions which are known to exist and be feasible. It is also pointed out that the DM is more closely involved in the solution process, and as a result the final solution has a better chance to be practically implemented.

The main goal of this paper is to propose a new technique for analyzing results of discrete-event simulations. We assume that a finite number of possible scenarios (decision alternatives) are taken into account. The alternatives are evaluated with respect to a set of attributes. The simulation model is used for generating distributional evaluations of alternatives with respect to attributes. We use interactive approach for aiding the DM to choose the final solution of the problem. The paper is structured as follows. The problem is defined in section 2. Section 3 provides basic information about trade-offs and the way in which they can be used in multiattribute analysis. The procedure is presented in section 4 . Next section provides a numerical example. The last section gives conclusions.

## 2. Formulation of the problem

The problem considered in this paper can be defined as follows:

- A finite set of decision alternatives $\mathrm{A}=\left\{a_{1}, \ldots, a_{m}\right\}$ is considered.
- Alternatives are evaluated with respect to $n$ attributes.
- The attributes are defined in such a way that a larger value is preferred to a smaller one. If the DM wants to minimize values of attributes, the data have to be transformed to negative values.
- The model describing the behavior of the system has at least one random input variable.
- Stochastic simulation is used for generating distributional evaluations of alternatives with respect to attributes.
- The DM tries to find a solution preferred to all other solutions (the most preferred solution).

Simulation runs produce sequences of observations for each alternative and each attribute. This data can be used for generating distributions describing the efficiency of each alternative. Let $X_{i p}$ be the evaluation of alternative $a_{i}$ with respect to attribute $p$, and $F_{i p}(x)$ a cumulative probability distribution function defined as follows:

$$
F_{i p}(x)=\operatorname{Pr}\left(X_{i p} \leq x\right)
$$

The attributes are supposed to be probabilistically independent, and are also supposed to satisfy the preference independence condition. Thus, the overall comparison of two alternatives can be decomposed into one-attribute comparisons of probability distributions. In this paper we will use stochastic dominance rules for modeling preferences of the DM in relation to each attribute. First stochastic dominance and second stochastic dominance are defined as follows:

Definition 1. (FSD - First Degree Stochastic Dominance)
$X_{i p}$ dominates $X_{j p}$ by FSD rule $\left(X_{i p} \succ_{\mathrm{FSD}} X_{j p}\right.$ ) if and only if
$F_{i p}(x) \neq F_{j p}(x)$ and $F_{i p}(x)-F_{j p}(x) \leq 0$ for all $x \in \mathrm{R}$.
Definition 2. (SSD - Second Degree Stochastic Dominance)
$X_{i p}$ dominates $X_{j p}$ by SSD rule $\left(X_{i p} \succ_{\text {SSD }} X_{j p}\right.$ ) if and only if
$F_{i p}(x) \neq F_{j p}(x)$ and $\int_{-\infty}^{x}\left(F_{i p}(y)-F_{j p}(y)\right) d y \leq 0$ for all $x \in \mathrm{R}$.
Hadar and Russel [6] show that the FSD rule is equivalent to the expected utility maximization rule for all decision makers preferring larger outcomes, while the SSD rule is equivalent to the expected utility maximization rule for risk-averse decision makers preferring larger outcomes. In our procedure we will use FSD and SSD rules for comparing evaluations of alternatives with respect to attributes, as well as for comparing distributions of point-to-point trade-offs among attributes.

## 3. Trade-offs among attributes in decision-making problems under risk

A trade-off is usually defined for a particular solution and for a selected pair of the attributes. It specifies the amount by which the value of one attribute increases while that of the other one decreases when a particular solution is replaced by another given solution.

Let us start with a decision making problem under certainty. For a pair of alternatives $a_{i}$ and $a_{j}$ and a pair of attributes $p$ and $q$, a point-to-point trade-off is the ratio of a relative value increase in one attribute ( $p$ ) per unit of value decrease in the reference attribute $(q)$ when the alternative $a_{i}$ is replaced by the alternative $a_{j}$.

$$
T_{j i}^{p q}=\frac{X_{j p}-X_{i p}}{X_{i q}-X_{j q}}
$$

Let us assume that the DM analyzed alternative $a_{i}$ and decided that the evaluation with respect to attribute $p$ should be improved, while the evaluation with respect to attribute $q$ may be decreased. In this case we will look for alternatives $a_{j}$ such that $X_{j p}>X_{i p}$ and $X_{j q} \leq X_{i q}$, and choose the one for which the increase of attribute $p$ gets the maximal value. If such alternatives do not exist, then an alternative maximizing point-to-point trade-off can be proposed.

The situation complicates when a decision problem under risk is considered. In such case a point-to-point trade-off is a random variable. It's distribution is a mixture of distributions of four random variables: $X_{i p}, X_{i q}, X_{j p}$, and $X_{j q}$. Let $N$ be the number of simulation runs performed for each alternative, while $x_{i p l}$ - value of attribute $p$ obtained in $l$-th simulation run performed for alternative $a_{i}$. The procedure, that can be used for generating distribution of $T_{j i}^{p q}$ consists of following steps:

1. Perform simulation runs for alternative $a_{i}$.
2. Perform simulation runs for alternative $a_{j}$.
3. Assume $k=1, l=1$.
4. Let $r=(k-1) \times l$
5. Calculate $t_{j i r}^{p q}$ according to the following formula:

$$
t_{j i r}^{p q}= \begin{cases}\frac{x_{j p 1}-x_{i p k}}{x_{i q k}-x_{j q 1}} & \text { if } x_{j p l}>x_{i p k} \text { and } x_{i q k}>x_{j q 1} \\ M & \text { if } x_{j p l}>x_{i p k} \text { and } x_{i q k} \leq x_{j q l} \\ 0 & \text { if } x_{j p l}=x_{i p k} \\ -M & \text { if } x_{j p l}<x_{i p k}\end{cases}
$$

where $M$ is a "big number".
6. Assume $l=l+1$. If $l \leq N$, go to 4 , otherwise go to 7 .
7. Assume $k=k+1, l=1$. If $k \leq N$, go to 4 , otherwise go to 8 .
8. Generate the distribution of $T_{j i}^{p q}$ assuming equal probabilities for $t_{j i r}^{p q}, r=1, \ldots, N \times N$.

The procedure takes into account various situations that can occur, when values of attributes are compared. Formula for calculating $t_{j i r}^{p q}$ is valid both for classical situation $\left(x_{j p l}>x_{i p l}\right.$ and $\left.x_{i q l}>x_{j q l}\right)$ and for other cases. The procedure compares results obtained in $l$-th simulation run performed for alternative $a_{i}$ with the results obtained in all simulation runs performed for alternative $a_{j}$. Thus, finally we obtain $N \times N$ observations for variable $T_{j i}^{p q}$. This observations are used for generating probability distribution of point-to-point trade off among attributes $p$ and $q$.

## 4. The procedure

The main ideas of the procedure are as follows:

- a candidate for most preferred solution is presented to the DM at each iteration,
- if the DM is satisfied with the proposal - the procedure ends,
- otherwise - the DM is asked to select the attribute to be improved and the attributes that can be decreased, ordered lexicographically starting with the one to be decreased first,
- information about relations between distributions of trade-offs is used to generate a new candidate.

The procedure starts with the identification of the first proposal. We propose to use SD rules and min-max criterion. The first proposal is identified in the following steps:

1. Identify SD relations between distributional evaluations for each pair of alternatives and for each attribute.
2. For each alternative compute:
$\bar{d}_{i}=\max _{p \in\{1, \ldots, n\}}\left\{d_{i p}\right\}, \quad$ where $: d_{i p}=\operatorname{card}\left(D_{i p}\right), D_{i p}=\left\{a_{j}: X_{j p} \succ_{\text {FSD }} X_{i p} \vee X_{j p} \succ_{\text {SSD }} X_{i p}\right\}$
3. Choose the alternative for which $\bar{d}_{i}$ is minimal

The main idea of the procedure is to use distributions of point-to-point trade-offs in order to identify a new proposal. In the initial phase of the procedure the DM is asked to specify the data to be presented. For each attribute he/she may choose one or more scalar measures. Both expected outcome measures (mean, median, mode) and variability measures (standard deviation, semideviation, probability of getting outcomes not greater or not less than a target value) can be chosen. Let $a_{s}$ be the current proposal, while $\mathrm{A}^{(1)}$ - the set of alternatives considered in iteration $l\left(\mathrm{~A}^{(1)}=\mathrm{A}\right)$. Following steps are performed in iteration $l$ :

1. Present the proposal $a_{s}$ to the DM and ask whether he/she is satisfied with the proposal. If the answer is "yes" - end the procedure, otherwise go to step 2.
2. Ask the DM to specify the attribute that should be improved first and to set the order of the remaining attributes, starting from the one that can be decreased first. Let $p$ be the number of the attribute that the DM would like to improve, while $\left\{q_{1}, q_{2}, \ldots, q_{n-1}\right\}$ is the order of the attributes that can be decreased.
3. Identify the set of alternatives satisfying the requirements formulated by the DM :
$\mathrm{A}^{(l+1)}=\left\{a_{i}: a_{i} \in \mathrm{~A}^{(l)}, a_{i} \neq a_{s}, \neg X_{s p} \succ_{\mathrm{FSD}} X_{i p}, \neg X_{s p} \succ_{\mathrm{SSD}} X_{i p}\right\}$
4. Assume: $\mathrm{B}=\mathrm{A}^{(l+1)}, k=1$.
5. Generate probability distributions of trade-offs $T_{i s}^{p q_{k}}$ for each $i$ such that $a_{i} \in \mathrm{~B}$.
6. Compare distributions of trade-offs with respect to FSD/SSD rules and identify the set of non-dominated distributions. If the number of non-dominated distributions is equal to 1 , assume the corresponding alternative to be the new proposal and go to the next iteration.
7. Identify the alternatives with dominated trade-offs and exclude them from the set B.
8. If $k<n-1$, assume $k:=k+1$ and go to 5 , otherwise go to 9 .
9. The trade-offs for each pair of attributes have been compared, and the set of potential new proposals B still consists of more than one alternative. As the analysis of trade-offs hasn't provided a clear recommendation for the new proposal, analyze the relations between alternatives with respect to attributes. Start from attribute $X_{p}$ and identify the set of alternatives with non-dominated evaluations according to SD rules. If the number of such alternatives is equal to 1 , assume the corresponding alternative to be a new proposal, otherwise exclude dominated alternatives from $B$ and analyze relations with respect to other attributes using a reversed lexicographic order of attributes: $q_{n-1}, q_{n-2}, \ldots, q_{1}$. Continue until B consists of one alternative. If all attributes have been considered and B still consists of more than one alternative, assume any of them to be a new proposal.

## 5. Application

To illustrate the procedure let us consider a production process control problem assuming that Just-in-Time (JIT) approach is used for scheduling production system. The work flow is controlled by Kanban cards. Production may proceed differently according to a lot size, number of Kanban cards used, and the decision rule for choosing the waiting job to process. The problem that arises consists in deciding which rule should be used, how many Kanbans should be allocated for each operation, and what lot size should be applied. In general, smaller lot-sizes reduce work-in-progress, but also increase the number of machine set-ups. Increasing the number of allocated Kanbans improves machine utilisation, but may also increase average work-in-progress level. Finally, the performance of a scheduling rule depends on the performance measure that is used. Thus, the choice of the best triplet involving the Kanban lot size, the decision rule, and the number of Kanbans constitutes a multicriteria problem. Nowak et al. [7] proposed a procedure for this problem that uses stochastic dominance rules and multiattribute aggregation based on the methodology proposed in ELECTRE-I (Roy, Bouyssou [8]). In this paper we will show, how trade-offs can be used for solving this problem.

Four scheduling rules are considered: the first come - first served (FCFS) rule, the shortest processing time (SPT) rule, the same job as previously (SJP) rule, the shortest next queue (SNQ) rule. The FCFS rules gives priority to a job that has been queuing at the station for the longest time. The SPT rule chooses the job with shortest planned processing time. The SJP rule assumes that the job which is the same as previously processed
on the station should be chosen, and finally SNQ rule gives priority to the job for which the queue at the next station is the shortest. Four values of lot size are considered: $5,10,15$, and 20 , while the number of kanbans is assumed to be between 2 and 5. Thus, 64 triplets of parameters are considered. For example alternative $a_{1}$ is defined by triple: lot-size $=5$, decision rule $=$ FCFS, number of kanbans $=2$, while alternative $a_{64}$ is defined by triple: lot-size $=20$, decision rule $=S N Q$, number of kanbans $=5$. Three criteria are used for evaluating alternatives' performances:

1. Makespan - measured in seconds - to be minimized;
2. Average work-in-progress level - measured by the average number of jobs queuing at stations - to be minimized;
3. Number of set-ups - the whole number of set-up done on all stations - to be minimized.

First, an exemplary production plan is analyzed. Series of simulation experiments are done for each alternate parameter triplets. As smaller values are preferred to larger ones, the results of simulation runs are transformed to negative values. Next, distributional evaluations with respect to three criteria are constructed and FSD and SSD relations between distributional evaluations are identified. The first proposal is alternative $a_{53}$ (lot-size $=20$, decision rule $=$ SPT, number of kanbans $=2$ ). The DM decides that means should be presented for each attribute in the dialog phase of the procedure.

## Iteration 1.

1. The data are presented to the decision maker (table 1).

## Table 1

Data presented to the DM at iteration 1

|  | Mean |  |  |
| :---: | :---: | :---: | :---: |
|  | Makespan | Work-in-progress | Number of set-ups |
| $\mathrm{a}_{53}$ | 278813 | 1075 | 3397 |
| $\min$ | 261996 | 470 | 1513 |

2. The DM is not satisfied with the proposal.
3. According to the DM the evaluation of $a_{53}$ with respect to the third attribute (number of set-ups) should be improved.
4. The DM specifies also that the value of work-in-progress may be decreased first, while the value of makespan may be decreased in the second order.
5. The alternatives with evaluations that are not dominated by the evaluation of alternative $a_{53}$ with respect to attribute "number of set-ups" are identified:

$$
\mathrm{A}^{(2)}=\left\{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}, a_{8}, a_{9}, a_{10}, a_{11}, a_{12}, a_{13}, a_{14}, a_{15}, a_{16}, a_{17}, a_{21}, a_{22}, a_{23}, a_{25}, a_{26}, a_{29},\right.
$$

6. The set of potential new proposals is:
$B=A^{(2)}$
7. Point-to-point trade-offs for the pair of attributes "number of setups" and "work-in progress" are analyzed. As distributions of trade-offs for the pairs $\left(a_{1}, a_{53}\right),\left(a_{2}, a_{53}\right),\left(a_{4}, a_{53}\right),\left(a_{13}, a_{53}\right),\left(a_{14}, a_{53}\right),\left(a_{29}\right.$, $\left.a_{53}\right),\left(a_{37}, a_{53}\right)$ are dominated, alternatives $a_{1}, a_{2}, a_{4}, a_{13}, a_{14}, a_{29}$, and $a_{37}$ are excluded form the set of potential new proposals:

$$
\begin{aligned}
& \mathrm{B}=\mathrm{B} \backslash\left\{a_{1}, a_{2}, a_{4}, a_{13}, a_{14}, a_{29}, a_{37}\right\}=\left\{a_{3}, a_{5}, a_{6}, a_{7}, a_{8}, a_{9}, a_{10}, a_{11}, a_{12}, a_{15}, a_{16}, a_{17}, a_{21}, a_{22},\right. \\
& \left.a_{23}, a_{25}, a_{26}, a_{38}, a_{41}\right\}
\end{aligned}
$$

8. As the set B consists of more than one alternative, relations between trade-offs distributions for the next pair of attributes: "number of setups" and "makespan" are analyzed. As distributions of trade-offs for the pairs $\left(a_{3}, a_{53}\right),\left(a_{7}, a_{53}\right),\left(a_{8}, a_{53}\right),\left(a_{11}, a_{53}\right),\left(a_{12}, a_{53}\right),\left(a_{15}, a_{53}\right),\left(a_{16}, a_{53}\right),\left(a_{17}, a_{53}\right),\left(a_{21}, a_{53}\right),\left(a_{23}, a_{53}\right)$, $\left(a_{25}, a_{53}\right),\left(a_{26}, a_{53}\right),\left(a_{38}, a_{53}\right),\left(a_{41}, a_{53}\right)$ are dominated, so alternatives $a_{3}, a_{7}, a_{8}, a_{11}, a_{12}, a_{15}, a_{16}, a_{17}, a_{21}$, $a_{23}, a_{25}, a_{26}, a_{38}$, and $a_{41}$ are excluded form the set of potential new proposals: $\mathrm{B}=\mathrm{B} \backslash\left\{a_{3}, a_{7}, a_{8}, a_{11}, a_{12}, a_{15}, a_{16}, a_{17}, a_{21}, a_{23}, a_{25}, a_{26}, a_{38}, a_{41}\right\}=\left\{a_{5}, a_{6}, a_{9}, a_{10}, a_{22}\right\}$
9. As relations between trade-offs for each pair of attributes have been analyzed and the set of potential new proposals still consists of more than one alternative, relations between the potential proposals with respect to the attribute "number of setups" are analyzed. The evaluation of $a_{5}$ dominated according to FSD rule evaluations of all other alternatives. Thus, $a_{5}$ is chosen to be the new proposal.

The procedure is continued in the same way, until the DM is satisfied with the proposal.

## 6. Conclusions

In many cases, the DM faced with a candidate solution is able to answer the simplest questions only: which attribute should be improved and which attributes can be decreased. In such a situation trade-offs can be used for generation of a new proposal. When the evaluations of alternatives with respect to attributes are characterized by random variables, a point-to-point trade-off is characterized by a random variable as well.

In this paper a new interactive procedure based on the treatment of trade-offs has been proposed. The procedure requires a limited amount of preference information from the DM. The procedure presented in this work can also be applied for mixed problems, i.e. problems in which evaluations with respect to some attributes take the form of probability distributions, while the remaining ones are deterministic. The proposed technique may be useful for various types of problems in which simulation modeling is used for analyzing the efficiency of the system under different circumstances. It has been designed for problems with up to moderate number of alternatives (not more than hundreds) and can be applied in such areas as, for example, inventory models, evaluation of investment projects, labor planning, and many others.
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#### Abstract

Generalized model of a fuzzy matrix game is introduced. A dual of linear programming problems with fuzzy parameters is presented and it is shown that a two person zero sum matrix game with fuzzy payoffs is equivalent to a primal-dual pair of such fuzzy linear programming problems. Further, certain difficulties with similar approaches reported in the literature are discussed. Illustrative example is presented and discussed.
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## 1. Introduction

In matrix game theory the well-known result asserts that every two person zero sum matrix game is equivalent to a pair of linear programming problems that are dual to each other. Thus, solving such a game amounts to solving any one of these two mutually dual linear programming problems and obtaining the solution - the optimal strategy of the other by using linear programming duality theory.

In recent years some attempts have been made to extend the results of crisp game theory to the fuzzy games, see [5] and the references therein. The motivation for this extension is the fact that in some real situation the payoffs of the players in a two-person game are not exact values (e.g. amount of money to be won), however, the pay-offs could be uncertain, more or less possible (e.g. a possible amount of viewers of a TV-station, see the example in Section 3). Also, the motivating force behind these extensions is the advancement in the duality theory for fuzzy linear programming problems. Recently, new approaches have emerged for studying duality in fuzzy linear programming, see [3], [4]. The new generalized model for a matrix game with fuzzy goals and fuzzy payoffs by using fuzzy relation approach based on [3], proposed by Vijay et al. [5] is very general. The aim of this paper is to present a simplified and more practical case of this general approach and demonstrate the main results on a simple numerical example.

## 2. Generalized model of a fuzzy matrix game

In this section we present a generalized model of game theory. We begin by describing two person zero sum matrix game, see [2].

Let $m$ and $n$ be two positive integers, greater than one. Let $A \in \mathbf{R}^{m \times n}$ be an $m \mathrm{x} n$, real matrix, $e^{T}=(1, \ldots, 1)$ be a vector of ones whose dimension is $m$ or $n$ which depends on the context. By a crisp two person zero sum matrix game $G$ we mean the triplet $G=\left\{S^{m}, S^{n}, A\right\}$ where $S^{m}=\left\{x \in \mathbf{R}_{+}^{m}, e^{T} x=1\right\}$ and $S^{n}=\left\{y \in \mathbf{R}_{+}^{n}, e^{T} y=1\right\}$. In terminology of the matrix game theory, $S^{m}$ (respectively $S^{n}$ ) is called the (mixed) strategy space for Player 1 (respectively Player 2) and $A$ is called the pay-off matrix. It's a convention to assume that Player 1 is a maximizing player and Player 2 is a minimizing player. Further, for $x \in S^{m}, y \in S^{n}$, the scalar $x^{T} A y$ is the pay-off to Player 1 , and as the game $G$ is zero sum, the payoff to Player 2 is $-x^{\top} A y$.

Definition 1: A triplet $(\bar{x}, \bar{y}, \bar{v}) \in S^{m} \times S^{n} \times \mathbf{R}$ is called a solution of the game $G$ if

$$
\begin{array}{ll}
\bar{x}^{T} A y \geq \bar{v}, & \forall y \in S^{n}, \\
x^{T} A \bar{y} \geq \bar{v}, & \forall x \in S^{m} .
\end{array}
$$

Where $\bar{x}$ is called the optimal strategy for Player $1, \bar{y}$ is called the optimal strategy for Player 2 and $\bar{v}$ is called the value of the game $G$.

Given a game $G$ by Definition 1, it is customary to associate the following pair of primal-dual linear programming problems $(\mathrm{P})$ and (D) with Player 1 and Player 2.
(P) $\max v$
subject to

$$
\begin{aligned}
& \sum_{i=1}^{m} a_{i j} x_{i} \geq v, j=1,2, \ldots, n \\
& \sum_{i=1}^{m} x_{i}=1 \\
& x_{i} \geq 0, i=1,2, \ldots, m
\end{aligned}
$$

(D) $\min w$
subject to

$$
\begin{aligned}
& \sum_{j=1}^{n} a_{i j} y_{j} \leq w, i=1,2, \ldots, m \\
& \sum_{j=1}^{n} y_{j}=1 \\
& y_{j} \geq 0, j=1,2, \ldots, n
\end{aligned}
$$

In this context the following theorems are well-known, see [2].
Theorem 1: Every two person zero-sum matrix game $G$ has a solution.
Theorem 2: $(\bar{x}, \bar{y}, \bar{v}) \in S^{m} \times S^{n} \times \mathbf{R}$ is a solution of the game $G$ if and only if $(\bar{x}, \bar{v})$ is an optimal solution to (P), ( $\bar{y}, \bar{v}$ ) is an optimal solution to (D) and $\bar{v}$ is the common optimal value of ( P ) and (D).

A model with deterministic values of payoff matrix $A$ may be too crude, since in real situations these values are often chosen in an arbitrary way, e.g. estimation of numbers of TV viewers, see the illustrative example in Section 3. An alternative approach is based on introducing into the model a more adequate representation of expert understanding of the nature of the parameters in an adequate form of fuzzy numbers. Then we obtain a model of a fuzzy matrix game with fuzzy pay-offs and relate it to two fuzzy linear programming problems.

A fuzzy number is a fuzzy set of the real numbers $\mathbf{R}$ given by the membership function $\mu: \mathbf{R} \rightarrow[0,1]$ satisfying the following conditions:

- there exists $x_{0} \in \mathbf{R}$ such that $\mu\left(x_{0}\right)=1$,
- the membership function $\mu$ is quasi-concave, i.e. for every $\alpha, 0<\alpha \leq 1:\{x \in \mathbf{R} \mid \mu(x) \geq \alpha\}$ is a convex set,
- $\quad\{x \in \mathbf{R} \mid \mu(x)>0\}$ is a bounded set.

The set of all fuzzy numbers is denoted as $F_{N}(\mathbf{R})$. Notice that usual real numbers, here we call them crisp numbers, can be understood as particular cases of fuzzy numbers, i.e. $\mathbf{R} \subset F_{N}(\mathbf{R})$.

Let $\tilde{A}=\left\{\tilde{a}_{i j}\right\}$ be an $m \mathrm{x} n$ payoff matrix with entries as fuzzy numbers. Then a generalized model for a zero sum matrix game with fuzzy payoffs, denoted by $F G$, is defined as:

$$
F G=\left\{S^{m}, S^{n}, \tilde{A}, \tilde{P}, \tilde{Q}, v, w\right\}
$$

Here $\tilde{P}$ and $\tilde{Q}$ are fuzzy relations defined by their membership functions as follows:

$$
\begin{align*}
& \mu_{\tilde{P}}(\tilde{r}, \tilde{s})=\sup _{x, y \in X}\left\{\min \left(\mu_{\tilde{r}}(x), \mu_{\tilde{s}}(y)\right) \mid x \leq y\right\},  \tag{1}\\
& \mu_{\tilde{Q}}(\tilde{r}, \tilde{s})=\inf _{x, y \in X}\left\{\max \left(1-\mu_{\tilde{r}}(x), 1-\mu_{\tilde{s}}(y)\right) \mid x \leq y\right\}, \tag{2}
\end{align*}
$$

where $\tilde{r}$ and $\tilde{s}$ are fuzzy numbers. Moreover, $v$ is called the value of the game $G$ for Player 1 , and $w$ is called the value of the game G for Player 2. Fuzzy relation (1) is called the "optimistic" fuzzy relation, fuzzy relation (2) is called the "pessimistic" fuzzy relation, see [4].

Suppose $\tilde{r}, \tilde{s} \in F_{N}(\boldsymbol{R})$ and $\alpha \in(0,1]$. Then the ordering relation between $\tilde{r}$ and $\tilde{s}$ on the level $\alpha$ is given as

$$
\begin{array}{lll}
\tilde{r}(\tilde{P})_{\alpha} \tilde{s} & \text { if } & \mu_{\tilde{P}}(\tilde{r}, \tilde{s}) \geq \alpha, \\
\tilde{r}(\tilde{Q})_{\alpha} \tilde{s} \text { if } & \mu_{\tilde{Q}}(\tilde{r}, \tilde{s}) \geq \alpha . \tag{4}
\end{array}
$$

Now, using these fuzzy relations we can define a solution of $F G$.
Definition 2: Let $\alpha \in(0,1]$. The 4-tuple $\left(x^{*}, y^{*}, v^{*}, w^{*}\right)$ is called an $\alpha$-solution of the game $F G$, if

$$
\begin{align*}
& v^{*}(\tilde{P})_{\alpha}\left(x^{* T} \tilde{A} y\right), \forall y \in S^{n}  \tag{5}\\
& \left(x^{T} \tilde{A} y^{*}\right)(\tilde{Q})_{1-\alpha} w^{*}, \forall x \in S^{m} \tag{6}
\end{align*}
$$

Here, $\mathrm{v}^{*}$ (respectively $\mathrm{w}^{*}$ ) is termed as the $\alpha$-value of the game FG for Player 1 (respectively Player 2) and $x^{*}$ (respectively $y^{*}$ ) is called an $\alpha$-optimal (mixed) strategy for Player 1 (respectively Player 2 ).

From (5) and (6) it is clear that the problems of Player 1 and Player 2 can be formulated as the following pair of optimization problems:
(FSP) max $v$
subject to

$$
\begin{aligned}
& v(\tilde{P})_{\alpha}\left(x^{T} \tilde{A} y\right), \forall y \in S^{n} \\
& e^{T} x=1 \\
& x \geq 0
\end{aligned}
$$

(FSD) $\min w$
subject to

$$
\begin{aligned}
& \left(x^{T} \tilde{A} y\right)(\tilde{Q})_{1-\alpha} w, \forall x \in S^{m}, \\
& e^{T} y=1, \\
& y \geq 0 .
\end{aligned}
$$

Since $S^{m}$ and $S^{n}$ are convex polytopes, it is sufficient to consider only the extreme points of $S^{m}$ and $S^{n}$. Therefore, solving the above two optimization problems is equivalent to solving the following two linear programs, where by $\tilde{A}_{j}$ we denote the j-th column of $\tilde{A}$, and by $\tilde{A}_{j .}$ the i-th row of $\tilde{A}$.
(FP) $\max v$
subject to

$$
\begin{aligned}
& v(\tilde{P})_{\alpha}\left(x^{T} \tilde{A}_{. j}\right), j=1,2, \ldots, n \\
& e^{T} x=1 \\
& x \geq 0
\end{aligned}
$$

(FD) $\min w$
subject to

$$
\begin{aligned}
& \left(\tilde{A}_{i,} y\right)(\tilde{Q})_{1-\alpha} w, i=1,2, \ldots, m \\
& e^{T} y=1 \\
& y \geq 0
\end{aligned}
$$

It was shown, see [3], that (FP) and (FD) can be transformed to two linear programming problems, as follows:
(FLP) max $v$
subject to

$$
\begin{aligned}
& \sum_{i=1}^{m} a_{i j}^{R}(\alpha) x_{i} \geq v, j=1, \ldots, n, \\
& e^{T} x=1 \\
& x \geq 0
\end{aligned}
$$

(FLD) min $w$
subject to

$$
\begin{aligned}
& \sum_{j=1}^{n} a_{i j}^{R}(\alpha) y_{j} \leq w, i=1, \ldots, m \\
& e^{T} y=1 \\
& y \geq 0
\end{aligned}
$$

Here, we define: $a_{i j}^{R}(\alpha)=\sup \left\{t \in \mathbf{R} \mid \mu_{\tilde{a}_{i j}}(t) \geq \alpha\right\}$ and $a_{i j}^{L}(\alpha)=\inf \left\{t \in \mathbf{R} \mid \mu_{\tilde{a}_{i j}}(t) \geq \alpha\right\}$.
Consequently, for solving fuzzy matrix game $F G$, we have to solve two LP problems (FLP) and (FLD). Moreover, if, for given aspiration level $\alpha,\left(x^{*}(\alpha), v^{*}(\alpha)\right)$ is an optimal solution of (FLP), then $x^{*}(\alpha)$ is an $\alpha$ optimal strategy of Player 1 with $v^{*}(\alpha)$ as an $\alpha$-value of Player 1. A similar interpretation can also be given to the optimal solution $\left(y^{*}(\alpha), w^{*}(\alpha)\right)$ of the problem (FLD, i.e, $y^{*}(\alpha)$ is an $\alpha$-optimal strategy of Player 2 with $w^{*}(\alpha)$ as an $\alpha$-value of Player 2. It is clear that that (FLP) and (FLD) are dual to each other in the usual sense of LP duality. Consequently, we obtain $v^{*}(\alpha)=w^{*}(\alpha)$.

In Definition 2, the fuzzy relations $\tilde{P}$ and $\tilde{Q}$ are dual to each other, according to the definition of duality introduced in [3]. Hence, we can exchange their positions in (5), (6), then we can investigate the following couple of dual LP problems:
(FLP*) $\max v$
subject to

$$
\begin{aligned}
& \sum_{i=1}^{m} a_{i j}^{L}(\alpha) x_{i} \geq v, j=1, \ldots, n \\
& e^{T} x=1 \\
& x \geq 0
\end{aligned}
$$

(FLD*) $\min w$
subject to

$$
\begin{aligned}
& \sum_{j=1}^{n} a_{i j}^{L}(\alpha) y_{j} \leq w, i=1, \ldots, m, \\
& e^{T} y=1, \\
& y \geq 0 .
\end{aligned}
$$

In (FLP) problem Player 1 is optimistic whereas Player 2 in (FLD) is pessimistic. Here, in (FLP*) and (FLD*), it is vice-versa.

## 3. Illustrating example

Consider two television stations A and B. TV-station A (i.e. Player 1) is new on the market, whereas TVstation B is old. The managers of TV-station A make decision which kind of movie to broadcast in given day of week at main watching time. They choose from thriller (Strategy 1) crime (Strategy 2) and comedy (Strategy 3). From the market research department the matrix $\tilde{A}$ of ratings with fuzzy entries is obtained. Entries of this
matrix are fuzzy numbers of viewers (in millions), who would watch TV-station A at the specified time. This matrix is given as follows

$$
\tilde{A}=\left[\begin{array}{ccc}
1 \tilde{3} & \tilde{8} & 3 \tilde{0} \\
2 \tilde{2} & 2 \tilde{8} & 2 \tilde{0} \\
\tilde{1} & \tilde{7} & 3 \tilde{5}
\end{array}\right],
$$

The entries of this payoff matrix are considered as the (linear) triangular fuzzy numbers given by

$$
\begin{aligned}
& 1 \tilde{3}=(10,13,15), \tilde{8}=(5,8,12), 3 \tilde{0}=(20,30,35) \\
& 2 \tilde{2}=(20,22,25), 2 \tilde{8}=(24,28,31), 2 \tilde{0}=(18,20,25), \\
& 1 \tilde{9}=(14,19,21), \tilde{7}=(2,7,10), 3 \tilde{5}=(30,35,40)
\end{aligned}
$$

For example, suppose that both TV stations choose strategy 3 characterized by fuzzy number $3 \tilde{5}$ and by the aspiration level $\alpha=0.6$. It means that station A will be watched possibly between 33 and 37 millions of viewers and the traditional TV station B will loose the same amount of viewers, i.e. between 33 and 37 millions, with the possibility measure at least 0.6 , see also Figure 1.


Figure 1: Pay-off $\tilde{a}_{33}$ with $\alpha=0,6$.
Let $\alpha \in(0,1]$. In order to calculate the solution of the game (for a given $\alpha$ ) we have to solve following linear programming problem $(F L P)$ for Player 1 and $(F L D)$ for Player 2.
(FLP) max $v$
subject to

$$
\begin{array}{r}
(15-2 \alpha) x_{1}+(25-3 \alpha) x_{2}+(21-2 \alpha) x_{3} \geq v, \\
(12-4 \alpha) x_{1}+(31-3 \alpha) x_{2}+(10-3 \alpha) x_{3} \geq v, \\
(35-5 \alpha) x_{1}+(25-5 \alpha) x_{2}+(40-5 \alpha) x_{3} \geq v, \\
x_{1}, x_{2}, x_{3} \geq 0 .
\end{array}
$$

(FLD) $\min w$
subject to

$$
\begin{array}{r}
(15-2 \alpha) y_{1}+(12-4 \alpha) y_{2}+(35-5 \alpha) y_{3} \leq w, \\
(25-3 \alpha) y_{1}+(31-3 \alpha) y_{2}+(25-5 \alpha) y_{3} \leq w, \\
(21-3 \alpha) y_{1}+(10-3 \alpha) y_{2}+(40-5 \alpha) y_{3} \leq w \\
y_{1}, y_{2}, y_{3} \geq 0
\end{array}
$$

In the following table we provide the optimal solution for the two above problems (FLP) and (FLD) for certain sample values of $\alpha$.

In particular, for $\alpha=0.7$, the 0.7 -optimal mixed strategy for TV-station A is $x_{1} *(0.7)=0, x_{2} *(0.7)=0.9235$, $x_{3} *(0.7)=0.0765$ and $v^{*}(0.7)=22.65$ is a 0.7 -value of Player 1 . TV-station A should broadcast the crime with the probability of $92 \%$ and the comedy with the probability of $8 \%$. A similar interpretation is given for TVstation B. The optimal strategy for TV-station B is $y_{1} *(0.7)=0.8197, y_{2} *(0.7)=0, y_{3} *(0.7)=0.1803$ and 0.7value of Player 2, $w^{*}(0.7)=22.65$, being equal to the 0.7 -value of Player 1 . Station B should broadcast the thriller with the probability of $82 \%$ and the comedy with the probability of $18 \%$.

From the following table it follows that when increasing the aspiration level $\alpha$, TV-station A should decrease the probability of the crime (i.e. Strategy 2) and at the same time increase the probability of the comedy (i.e. Strategy 3). On the other hand, TV-station B should decrease the probability of the comedy (Strategy 3) and at the same time the probability of the thriller (Strategy 1) should be increased.

| $\alpha$ | $\boldsymbol{x}_{\mathbf{1}} *(\alpha)$ | $\boldsymbol{x}_{2} *(\alpha)$ | $\boldsymbol{x}_{3} *(\alpha)$ | $\boldsymbol{y}_{\mathbf{1}} *(\alpha)$ | $\boldsymbol{y}_{2} *(\alpha)$ | $\boldsymbol{y}_{3} *(\alpha)$ | $\boldsymbol{v}^{*}(\alpha)=w^{*}(\alpha)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1 . 0}$ | 0.0000 | 0.8889 | 0.1111 | 0.8333 | 0.0000 | 0.1667 | 21.67 |
| $\mathbf{0 . 9}$ | 0.0000 | 0.9006 | 0.0994 | 0.8287 | 0.0000 | 0.1713 | 21.99 |
| $\mathbf{0 . 8}$ | 0.0000 | 0.9121 | 0.0879 | 0.8242 | 0.0000 | 0.1758 | 22.32 |
| $\mathbf{0 . 7}$ | $\mathbf{0 . 0 0 0 0}$ | $\mathbf{0 . 9 2 3 5}$ | $\mathbf{0 . 0 7 6 5}$ | $\mathbf{0 . 8 1 9 7}$ | $\mathbf{0 . 0 0 0 0}$ | $\mathbf{0 . 1 8 0 3}$ | $\mathbf{2 2 . 6 5}$ |
| $\mathbf{0 . 6}$ | 0.0000 | 0.9348 | 0.0652 | 0.8152 | 0.0000 | 0.1848 | 22.98 |
| $\mathbf{0 . 5}$ | 0.0000 | 0.9459 | 0.0541 | 0.8108 | 0.0000 | 0.1892 | 23.31 |
| $\mathbf{0 . 4}$ | 0.0000 | 0.9570 | 0.0430 | 0.8065 | 0.0000 | 0.1935 | 23.65 |
| $\mathbf{0 . 3}$ | 0.0000 | 0.9679 | 0.0321 | 0.8021 | 0.0000 | 0.1979 | 23.98 |
| $\mathbf{0 . 2}$ | 0.0000 | 0.9787 | 0.0213 | 0.7979 | 0.0000 | 0.2021 | 24.32 |
| $\mathbf{0 . 1}$ | 0.0000 | 0.9894 | 0.0106 | 0.7937 | 0.0000 | 0.2063 | 24.66 |
| $\mathbf{0 . 0}$ | 0.0000 | 1.0000 | 0.0000 | 1.0000 | 0.0000 | 0.0000 | 25.00 |

## 4. Conclusion

In this paper, zero sum matrix game with fuzzy pay-offs $(F G)$ problem has been investigated, general solution of this problem has been defined and discussed. The introduced concepts are demonstrated on a simple example solved by Excel-Solver.
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#### Abstract

The mathematical formalism of the original rough set theory deals with situations in which some subsets of a given fixed set can be identified only within the limits given by an equivalence relation. In disregard of the fact that this formalism uses notions of ordinary set theory to define its objects, one can surprisingly often read in the literature that the theory of rough sets is an extension of classical set theory. The main purpose of this talk is to show that rough sets are just ordinary subsets of an ordinary set, and to demonstrate that some widely known and well established algebraic, logical, and topological structures are identical or closely related to those introduced, discovered and rediscovered in the rough set literature. Keywords. Approximation operators, Definable sets, Rough sets, Partition topology, Uniform topology, Alexandrov topology, Stone lattices, Modal logics.


## 1 Introduction

Throughout the paper we assume a modest familiarity with the standard concepts and basic facts of the ordinary set theory. Mostly we follow the terminology and notation of the book by P. R. Halmos [19].

If $\mathcal{B}$ is a binary relation on a set $X$, then the converse $\mathcal{B}^{-1}$ of $\mathcal{B}$ is defined by $\mathcal{B}^{-1}=\{(x, y):(y, x) \in \mathcal{B}\}$. If $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ are binary relations on $X$, then the composite of $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ is denoted by $\mathcal{B}_{1} \circ \mathcal{B}_{2}$; it is defined to be the set of all pairs $(x, z)$ such that for some $y$ it is true that $(x, y) \in \mathcal{B}_{2}$ and $(y, z) \in \mathcal{B}_{1}$. If $\mathcal{B}$ is a binary relation on a set $X$ and if $x$ is an element of $X$, then $\mathcal{B}(x)$ will denote the set $\{y \in X:(x, y) \in \mathcal{B})\}$. A reflexive binary relation on $X$ is called an equivalence if it is transitive and symmetric. A partition of a nonempty set is a collection of its nonempty subsets that are disjoint from each other and whose union is the whole set.

Let $E$ be an equivalence relation on a nonempty set $\mathcal{U}$. Using this simple structure $\langle\mathcal{U}, E\rangle$ some authors define rough sets as certain subsets of $\mathcal{U}$, some define them as certain pairs of subsets of $\mathcal{U}$, and some as certain collections of subsets of $\mathcal{U}$. Here we follow the view that rough sets given by $E$ should be defined not as subsets of $\mathcal{U}$ but as subsets of the power set of $\mathcal{U}$.

Equivalence relations appear naturally and have an important role in almost every field of mathematics. Therefore, one can expect that various notions and results of rough set theory have their counterparts in other well established and more developed areas of mathematics. The main purpose of this paper is to show how some widely known and well established algebraic, logical, and topological notions and results are closely related to those introduced and discovered in the rough set literature.

## 2 Pawlak's rough sets

### 2.1 Definable sets

Intuition leads us to considering as exactly describable or definable subsets with respect to a given equivalence relation only those that are equivalence classes or unions of some equivalence classes. Formally, we obtain the family of definable subsets considered by Pawlak [2], [3] as follows. Let $E$ be an equivalence relation in $\mathcal{U}$ and let $\mathcal{D}(E)$ be the partition of $\mathcal{U}$ induced by $E$.

Definition 1. A subset $X$ of $\mathcal{U}$ is $E$-definable if it is either empty or a member of $\mathcal{D}(E)$ or the union of two or more members of $\mathcal{D}(E)$.
It turns out that the collection of $E$-definable subsets of $\mathcal{U}$ is identical with the collection of subsets $\mathcal{U}$ for which $f_{E}(X)=g_{E}(X)$ where $f_{E}$ and $g_{E}$ are the set-to-set functions defined by

$$
\begin{gathered}
f_{E}(X)=\bigcup\{A \in \mathcal{D}(E): A \subset X\} \\
g_{E}(X)=\bigcup\{A \in \mathcal{D}(E): A \cap X \neq \emptyset\} .
\end{gathered}
$$

It is now common to say that the ordered pair $(\mathcal{U}, E)$ is Pawlak's approximation space, and that the values $f_{E}(X)$ and $g_{E}(X)$ are the $E$-lower approximations and $E$-upper approximations of $X$.

### 2.2 Rough sets

There often exist different subsets of $\mathcal{U}$ with the property that their lower approximations are the same and at the same time their upper approximations are also the same. Such subsets are mutually indistinguishable in terms of their approximations. It is therefore natural to use the lower and upper approximations defined by equivalence relation $E$ for introducing a binary relation (let us denote it by $\sim_{E}$ ) on the power set of $\mathcal{U}$ by requiring that $X \sim_{E} Y$ holds for subsets $X$ and $Y$ of $\mathcal{U}$ if and only if both $f_{E}(X)=f_{E}(Y)$ and $g_{E}(X)=g_{E}(Y)$. It can easily be verified that this relation is an equivalence relation on the power set of $\mathcal{U}$. The equivalence classes of $\sim_{E}$ are called the rough sets in $\langle\mathcal{U}, E\rangle$. To avoid possible misunderstanding it is useful to keep in mind that definable sets are subsets of $\mathcal{U}$ whereas rough sets are sets of subsets of $\mathcal{U}$.

As an illustration, consider the following collection of rough sets from a recent paper by Järvinen [16]. Let $\mathcal{U}$ be the set $\{a, b, c\}$ and let $E$ be the equivalence on $\mathcal{U}$ whose only equivalence classes are $\{a, c\}$ and $\{b\}$. The corresponding lower and upper approximations are given in Table 1.

$$
\begin{array}{|c|cccccccc|}
\hline X & \emptyset & \{a\} & \{b\} & \{c\} & \{a, b\} & \{a, c\} & \{b, c\} & \mathcal{U} \\
\hline f_{E}(X) & \emptyset & \emptyset & \{b\} & \emptyset & \{b\} & \{a, c\} & \{b\} & \mathcal{U} \\
g_{E}(X) & \emptyset & \{a, c\} & \{b\} & \{a, c\} & \mathcal{U} & \{a, c\} & \mathcal{U} & \mathcal{U} \\
\hline
\end{array}
$$

Table 1.
It is clear from the table that the collection of rough sets consists from the following six sets:

$$
\{\emptyset\} ;\{\{a\},\{c\}\} ;\{\{b\}\} ;\{\{a, b\},\{b, c\}\} ;\{\{a, c\}\} ;\{\mathcal{U}\} .
$$

Because the rough sets are equivalence classes, we can represent every particular rough set by one of its members. Rough sets can also be represented by the ordered pairs $\left(f_{E}(X), g_{E}(X)\right)$ where $X$ is an arbitrary member of the rough set in question. This is possible because every equivalence class of $\sim_{E}$ is uniquely determined by the pair $\left(f_{E}(X), g_{E}(X)\right)$ where $X$ can be any member of the class.

## 3 Links to other fields

Various equivalence relations appear in almost every area of mathematics. It is therefore no surprise that some notions and results appearing in the literature on rough set theory have their counterparts in other fields.

### 3.1 Links to topology

The relationship between the theory of rough sets and theory of topological spaces was recognized by many authors already in the early days of rough set theory. Here we would like to attract attention also to the seldom noticed fact that topologies induced by approximation operators of rough set theory are the uniform topologies.

Uniformities A quasiuniformity for $\mathcal{U}$ is a nonempty collection $\varrho$ of subsets of $\mathcal{U} \times \mathcal{U}$ satisfying the following conditions:

- Each member of $\varrho$ contains the diagonal.
- The intersection of any two members of $\varrho$ also belongs to $\varrho$.
- If $R$ is a member of $\varrho$ and $S$ is a subset of $\mathcal{U} \times \mathcal{U}$ such that $R \subset S$, then $S$ also belongs to $\varrho$.
- For each $R \in \varrho$ there is an $S \in \varrho$ such that $S \circ S \subset R$.

The quasiuniformity $\varrho$ for $\mathcal{U}$ is called a uniformity for $\mathcal{U}$ if the following additional condition is satisfied: If $R$ is in $\varrho$, then the inverse $R^{-1}$ of $R$ is also in $\varrho$. If $\varrho$ is a quasiuniformity or uniformity for $\mathcal{U}$, then the pair $(\mathcal{U}, \varrho)$ is said to be a quasiuniform or uniform space, respectively. Every quasiuniformity $\varrho$ on $\mathcal{U}$ yields a topology for $\mathcal{U}$ by taking as open sets the sets $A$ with the property: if $x \in A$ then there is $R$ in $\varrho$ such that $\{y:(x, y) \in R\} \subset A$.

Topologies from equivalences Let $D$ be a partition of $\mathcal{U}$. It can easily be seen that the collection of all sets that can be written as unions of some members of $D$ together with the empty set is a topology for $\mathcal{U}$. This topology is called the partition topology generated by $D$. The partition topologies are very special. They are characterized by the fact that every open set is also closed, and vice versa. Except for the partition topologies generated by trivial partitions topologies, the partition topologies are not $T_{0}$ because every nontrivial partition has some member which contains two or more elements neither of which can be separated from the other. Moreover, the partition topologies are Alexandrov topologies, which means that the intersection of the members of every (not only finite) collection of open sets is also open.

Because every equivalence $E$ in $\mathcal{U}$ defines a partition of $\mathcal{U}$, it also generates a topology for $\mathcal{U}$; namely, the partition topology generated by the partition $\mathcal{D}(E)$. We denote it by $\tau_{E}$ and, if there is no danger of misunderstanding, we omit references to $E$. In order to see clearly how Pawlak's approximation spaces $\langle\mathcal{U}, E\rangle$ are intimately related with the topological spaces $\left\langle\mathcal{U}, \tau_{E}\right\rangle$, we observe that:

- A subset $X$ of $\mathcal{U}$ is $E$-definable if and only if it is either empty or it can be written as the union of some members of the partition induced by $E$.
- A subset $X$ of $\mathcal{U}$ is $\tau_{E}$-open if and only if it is either empty or it can be written as the union of some members of the partition induced by $E$.

Moreover, if $E$ is an equivalence on $\mathcal{U}$, then the collection of subsets of $\mathcal{U} \times \mathcal{U}$ that include $E$ is a uniformity for $\mathcal{U}$ and the topology for $\mathcal{U}$ induced by this uniformity coincides with topology $\tau_{E}$. Hence the difference between Pawlak's approximation space $\langle\mathcal{U}, E\rangle$ and the topological space $\left(U, \tau_{E}\right)$ is only terminological. In particular,

- $X$ is definable if and only if it is open.
- The lower approximation of $X$ is the interior of $X$.
- The upper approximation of $X$ is the closure of $X$.
- $X$ is definable if and only if its interior is equal to its closure.

For translation of some other terms of Pawlak's terminology into the standard language of general topology, see [7].

### 3.2 Links to algebra

The algebraic aspects of rough set theory have been studied by many authors in several past decades and there exist excellent papers dealing in great detail and deepness with the relationship between the theory of rough sets and some parts of algebra. The interested reader finds many of these result, for example, in $[10],[15],[16],[17],[18],[22],[23]$ and the literature therein. Therefore, here we only mention some reasons why this relationship is so intimate.

First we notice that the power set $\mathcal{P}(\mathcal{U})$ of $\mathcal{U}$ is partially ordered by the relation of set inclusion, and that this partially ordered set is a complete Boolean lattice. Second, the set of all functions mapping the power set $\mathcal{P}(\mathcal{U})$ of a nonempty set $\mathcal{U}$ into itself inherits from $\mathcal{P}(\mathcal{U})$ a set algebra and inclusion. Namely, $f_{1} \cup f_{2}, f_{1} \cap f_{2}$ and $f_{1} \subset f_{2}$ are defined by the requirement that, for all $X \in \mathcal{P}(\mathcal{U}),\left(f_{1} \cup f_{2}\right)(X)=$ $f_{1}(X) \cup f_{2}(X),\left(f_{1} \cap f_{2}\right)(X)=f_{1}(X) \cap f_{2}(X), f_{1}(X) \subset f_{2}(X)$. Moreover, this set is also a semigroup with respect to the composition of functions and the identity function. Third, the set of ordered pairs of functions from $\mathcal{P}(\mathcal{U})$ into itself can be partially ordered by the relation $\leq$ where $\left(f_{1}, f_{2}\right) \leq\left(g_{1}, g_{2}\right)$ means that, for every subset $X$ of $\mathcal{U}, f_{1}(X) \subset g_{1}(X)$ and $f_{2}(X) \subset g_{2}(X)$.

Given that rough sets can be represented by ordered pairs $\left(f_{E}(X), g_{E}(X)\right)$ of lower and upper approximations, the relation $\leq$ gives a natural partial order $\preceq$ on the collection of rough sets in $\langle\mathcal{U}, E\rangle$ by

$$
\left(f_{E}(X), g_{E}(X)\right) \leq\left(f_{E}(Y), g_{E}(Y)\right)
$$

For example, in the previous example from Järvinen [16], we have

$$
\{\{a\},\{c\}\} \preceq\{\{a, c\}\} \text { and }\{\{a\},\{c\}\} \preceq\{\{a, b\},\{b, c\}\}
$$

because, for the corresponding pairs of lower and upper approximations, we have $(\emptyset,\{a, c\}) \leq(\{a, c\},\{a, c\})$ and $(\emptyset,\{a, c\})$ $(\{b\}, \mathcal{U})$. It is worth mentioning that this partially ordered set of rough sets is a complete Stone lattice.

### 3.3 Links to logic

The definition of lower approximation $f_{E}(X)$ guarantees that if $x \in f_{E}(X)$, then $x \in X$. In other words, the lower approximation of $X$ consists from the elements that surely or necessarily belong to $X$. However $X$ may contain elements that do not belong to $X$. On the other hand, the definition of upper approximation $g_{E}(X)$ only guarantees that some members of $g_{E}(X)$ are in $X$. That is, if $x \in g_{E}(X)$ then it is only possible that $x$ belongs to $X$. These interpretation suggests that there is a close connection between the lower and upper approximation operators $f_{E}$ and $g_{E}$ of rough set theory and some operators of modal logics.

It turns out (see, for example, [24], [25] and [26]) that the operators $\square$ and $\diamond$ used in the modal logic $S 5$ for a modality of universal character (necessarily) and its existential dual (possibly) are exact counterparts of the lower approximation operator $f_{E}$ and upper approximation operator $g_{E}$. Consequently, we can translate the notions and results from the rough set theory to those of the modal logic $S 5$ and vice versa in a similar way as we can do so for the rough set theory and theory of topological spaces.
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#### Abstract

The concept of the capital market efficiency is a central notion in the financial markets theory. This notion is generally useful to describe a capital market in which is relevant information. If relevant information is completely processed by the capital market price mechanism then such capital market is called to be efficient. Thus the capital market efficiency accentuates the informational efficiency of capital markets. It means that in the efficient capital market investors cannot expect achieving of enormous returns by long time. In other words, the capital market is efficient if the fluctuations of returns in time are unpredictable. Thus a time series of such fluctuations can be generated by some derivations of Brownian motion. Considering long range macroeconomic forces which are nonextensive, we use Tsallis's approach for maximum entropy formulating. By this way it is possible to obtain fat tailed distributions by power laws optimizing Tsallis's entropy and to give some theoretical base to some stylized facts on capital markets. For the estimating of the capital market efficiency is used the notion Tsallis entropy (information gain).
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## JEL C01, C13, C46

## 1. Introduction

The capital market efficiency (CME) has roots dating back to the turn of the last century. The term CME is used to introduce a capital market in which relevant information is absorbed into its price generating system to obtain the price of capital assets. In this definition is formerly emphasized the informational CME way. If capital markets are sofisticated and competitive then economics indicators indicate that investors cannot expect achieving superior profits. If it is assumed that a capital market is in equilibrium state then it is expected that for this capital market the equilibrium price of security will be fair price. This construction is a base for trust establishing in fair functioning of the capital market mechanism. The CME is mainly constructed on the probability calculus. The price analyzing of different securities on capital markets are executed by very sofisticated methods. The base for analyzing a time series of prices is the random walk model. Thus short-term returns have fluctuations with a random nature. It means that the security prices have incorporated the market relevant information at any moment of time immediately. After information processing and risk assessing, the market mechanism generates equilibrium prices. Any deviations of these equilibrium prices should be lock-up and unpredictable. After many theoretical and empirical investigations it is sured to admit the random walk model for the time series of security prices ([3],[4],[6],[9]).
Efficient capital market is closely related to the concept of the market information. The market information is clearly essential in financial activities or trading. This one is arguably the most important determinant of success in the financial life. We shall suppose that strategic investor decisions are formulated and executed on the basis of price information in the public domain, and available to all. Let us assume that investors are considered rational. We shall further assume that information once known remains known - no forgetting - and can be accessed in real time. The ability to retain information, organize it, and access it quickly, is one of the main factors, which will discriminate between the abilities of different economic agents to react on changing market conditions. We restrict ourselves to very simple situation not differentiating between agents on the basis of their information processing abilities. Thus as time passes, new information becomes available to all agents, who continually update their information. We shall use triples $(\Omega, \mathfrak{J}, P)$ for expressing of a probability space and the following expression $E[X \mid \mathfrak{J}]$ for the conditional expectations. The $\{\omega \in \Omega\}$ is a set of the elementary market situations. The $\mathfrak{J}$ is some $\sigma$-algebra of the subsets of $\Omega$ and $P$ is a probability measure on the $\mathfrak{J}$. This structure gives us all the machinery for static situations involving randomness. For dynamic situations, involving randomness over time, we need a sequence of $\sigma$ - algebras $\left\{\mathfrak{J}_{t}, t \geq 0\right\}$, which are increasing $\mathfrak{J}_{t} \subset \mathfrak{J}_{t+1}$ for all $t$ with $\mathfrak{J}_{t}$ representing the information available to us at time $t$. We always suppose that all $\sigma$-algebras to be complete. Thus $\mathfrak{J}_{0}$ represents an initial information (if there is none, $\mathfrak{J}_{0}=\{\varnothing, \Omega\}$ ). On the other hand, a situation that all we ever shall know is represented by the following expression
$\mathfrak{J}_{\infty}=\lim _{t \rightarrow \infty} \mathfrak{J}_{t}$. Such a family $\left\{\mathfrak{J}_{t \geq 0}\right\}$ is called a filtration; a probability space endowed with such a filtration, $\left(\Omega, \mathfrak{I},\left\{\mathfrak{J}_{t}\right\}, P\right)$ is called a filtered probability space which is also called a stochastic basis. Suppose that $(S, A)$ is a measurable space, $\left\{X_{t}(\omega)\right\}_{t \geq 0}$ is a sequence of independent random elements defined on a probability space $\left(\Omega, \mathfrak{I},\left\{\mathfrak{I}_{t}\right\}, P\right)$ taking values in $(S, A)$ and having the distribution $P=\boldsymbol{P}^{X}$. Let $\boldsymbol{M}$ be the set of all measurable functions from $(S, A)$ to $(\square, \mathfrak{J}(\square))$, where $\mathfrak{J}(\square)$ stands for the Borel $\sigma$-algebra of the subsets of $\square$.

## 2. Capital Market Efficiency and Expectations

Let $C=\left(\Omega, \mathfrak{J},\left\{\mathfrak{J}_{t \geq 0}\right\}, P\right)$ be a capital market with distinguished flows $\left\{\mathfrak{J}_{t \geq 0}\right\}$ of $\sigma$-algebras filtered probability space. We also call $\left\{\mathfrak{J}_{t \geq 0}\right\}$ an information flow, and an expression $\left\{S_{t}\right\}_{t \geq 0} \in M$ is a security price process.

## Definition 1

A capital market $\left(\Omega, \mathfrak{J},\left\{\mathfrak{I}_{t \geq 0}\right\}, P\right)$ is called an efficient if there exists $P$ such that each security price sequence $S=\left\{S_{t}\right\}_{t \geq 0}$ satisfies the following condition: the sequence

$$
\begin{equation*}
\left\{S_{t}\right\}_{t \geq 0} \tag{3.1}
\end{equation*}
$$

is a $P$-martingale, i.e., the variables $S_{t}$ are $\mathfrak{J}_{t}$-measurable and

$$
\begin{equation*}
E_{P}\left[\left|S_{t}\right|\right]<\infty, E_{P}\left[S_{t+1} \mid \Im_{t}\right]=S_{t}, t \geq 0 \tag{3.2}
\end{equation*}
$$

If a sequence $\left\{\xi_{t}\right\}_{t \geq 1}$ is the sequence of independent random variables such that $E_{P}\left[\left|\xi_{t}\right|\right]<\infty$, $E_{P}\left[\xi_{t}\right]=0, t \geq 1, \mathfrak{J}_{t}^{\xi}=\sigma\left(\xi_{1}, \ldots, \xi_{t}\right), \mathfrak{J}_{0}^{\xi}=\{\varnothing, S\}$, and $\mathfrak{I}_{t}^{\xi} \subseteq \mathfrak{J}_{t}$ then, evidently, the security price sequence $S=\left\{S_{t}\right\}_{t \geq 0}$ where

$$
S_{t}=\xi_{1}+\ldots+\xi_{t} \quad \text { for } \quad t \geq 1, \text { and } S_{0}=0
$$

is a martingale with respect to $\mathfrak{J}^{\xi}=\left\{\mathfrak{J}_{t}^{\xi}\right\}_{t \geq 0}$, and

$$
\begin{equation*}
E_{P}\left[S_{t+1} \mid \mathfrak{J}_{t}\right]=S_{t}+E_{P}\left[\xi_{t+1} \mid \mathfrak{J}_{t}\right] \tag{3.3}
\end{equation*}
$$

If a sequence $\left\{S_{t}\right\}_{t \geq 1}$ is a martingale with respect to the filtration $\left\{\mathcal{J}_{t \geq 0}\right\}$ and $S_{t}=\xi_{1}+\ldots+\xi_{t}$ with $\xi_{0}=0$ then $\left\{\xi_{t}\right\}_{t \geq 1}$ is a martingale difference, i.e.,

$$
\begin{equation*}
\xi_{t} \text { is } \mathfrak{J}_{t} \text {-measurable, } E_{P}\left[\left|\xi_{t}\right|\right]<\infty, E_{P}\left[\xi_{t} \mid \mathfrak{J}_{t-1}\right]=0 \tag{3.4}
\end{equation*}
$$

We have $E\left[\xi_{t} \xi_{t+k}\right]=0$ for each $t \geq 0$ and $k \geq 1$, i.e., the variables $\left\{\xi_{t}\right\}$ are uncorrelated, provided that $E\left[\left|\xi_{t}\right|^{2}\right]<\infty$ for $t \geq 1$. In other words, square-integrable martingale belongs to the class of random sequences with orthogonal increments:

$$
\begin{equation*}
E\left[\Delta S_{t} \cdot \Delta S_{t+k}\right]=0 \tag{3.5}
\end{equation*}
$$

where $\Delta S_{t} \equiv S_{t}-S_{t-1}=\xi_{t}$ and $\Delta S_{t+k}=\xi_{t+k}$. Thus, the capital market efficiency is nothing else than the martingal property of security price processes in it.

## 3. Capital Market Efficiency and Maximum Entropy

Consider now $S_{t}$ as a security price process that is represented by the following form

$$
\begin{equation*}
S_{t}=S_{0} \cdot X_{t} \tag{4.1}
\end{equation*}
$$

where $X_{t}$ is a solution of the nonlinear Fokker-Plank equation [12]

$$
\begin{equation*}
\frac{\partial}{\partial t} g_{t}(x)=-\frac{\partial}{\partial x}\left[a(x, t) \cdot g_{t}(x)\right]+\frac{\partial^{2}}{\partial x^{2}}\left[b(x, t) \cdot g_{t}^{2-q}(x)\right] \tag{4.2}
\end{equation*}
$$

with both $a(\cdot)$ and $b(\cdot)$ as a drift force and diffusion coefficient respectively and a probability density function $g_{t}(x)$ of $X_{t}$ at time $t \geq 0$. Let us consider by Borland's modification [14] a stochastic diffusion coefficient in equation (4.2) by the following form

$$
\begin{equation*}
c(x, t)=\sqrt{2 \cdot b(x, t) \cdot g_{t}(x)} \tag{4.3}
\end{equation*}
$$

This modification yields the modification of (4.2) as follows

$$
\begin{equation*}
\frac{\partial}{\partial t} g_{t}(x)=-\frac{\partial}{\partial x}\left[a(x, t) \cdot g_{t}(x)\right]+\frac{\partial^{2}}{\partial x^{2}}\left[\frac{c^{2}(x, t)}{2} \cdot g_{t}^{1-q}(x)\right] \tag{4.4}
\end{equation*}
$$

A stochastic differential equation for $X_{t}$ has the following form

$$
\begin{equation*}
d X_{t}=a\left(X_{t}, t\right) d t+\frac{c^{2}\left(X_{t}, t\right)}{2} d W_{t}(\omega) \tag{4.5}
\end{equation*}
$$

where $W_{t}(\omega)$ is a standard Wiener process.

## Definition 2

A generalized entropy ${ }_{q} H_{t}$ (Tsallis entropy) of the capital market $\left(\Omega, \mathfrak{J},\left\{\mathfrak{J}_{t \geq 0}\right\}, \mathrm{P}\right)$ at time $t$ is introduced by the following indicator

$$
\begin{equation*}
{ }_{q} H_{t}=\frac{1-\int_{x \in X_{t}} g_{t}^{q}(x) d x}{q-1} . \tag{4.6}
\end{equation*}
$$

A parameter $q$ is called an entropic index. A maximization of (4.6) with the following constraints

$$
\begin{equation*}
\int g_{t}(x) d x=1, \quad \frac{3-q}{5-3 q} \int x_{t}^{2} \frac{g_{t}^{q}(x)}{\int g_{t}^{q}(y) d y} d x=\sigma^{2} \tag{4.7}
\end{equation*}
$$

with $\sigma^{2}=\int x_{t}^{2} g_{t}(x) d x$ being the second-order moment leads to the following form of the probability density function $g_{t}(x)$ [6]:

$$
\begin{equation*}
g_{t}(x)=\left[1-\frac{(1-q) \cdot x^{2}}{\sigma^{2}(5-3 q)} \cdot\left\{\left[\frac{q-1}{\pi} \cdot \frac{1}{\sigma^{2}(5-3 q)}\right]^{1 / 2} \cdot \frac{\Gamma\left[\frac{1}{q-1}\right]}{\Gamma\left[\frac{3-q}{2 q-2}\right]}\right\}^{1-q}\right]^{1 /(1-q)} \tag{4.8}
\end{equation*}
$$

The expression (4.8) is denoted as a $q$-Gaussian, because for $q \rightarrow 1$ the Gaussian distribution is recovered. The parameter $q$ can be used as a measure of non-Gaussianity. The probability density function $g_{t}($.$) is, for q>1$, leptokurtic, i.e. a distribution with long tails relative to Gaussian. The 3-D versions of the $q$-Gaussian are presented in Fig. 1 and Fig. 2 for $\sigma=1$ and $q=1.2$ respectively.
Next, let $F_{t}$ and $G_{t}$ be two probability distributions on $\square$ with $f_{t}$ and $g_{t}$ as their probability density functions respectively. An information gain is a non-commutative measure of the difference between two probability distributions $F_{t}$ and $G_{t}$. Generalized information divergence associated with two probability distributions $F_{t}$ and $G_{t}$ is defined as follows

$$
\begin{equation*}
I_{q}\left(F_{t}, G_{t}\right)=-\int_{\square} f_{t}^{q}(x) \frac{\left[g_{t}(x)\right]^{1-q}-\left[f_{t}(x)\right]^{1-q}}{1-q} d x \tag{4.11}
\end{equation*}
$$

After some operations on (4.11) we get the following expression

$$
\begin{equation*}
I_{q}\left(F_{t}, G_{t}\right)=\frac{1}{1-q}\left[1-\int_{\square}\left(\frac{f_{t}(x)}{g_{t}(x)}\right)^{q} g_{t}(x) d x\right] . \tag{4.12}
\end{equation*}
$$

Note: For $q=1$, the important quantity (4.12) is related to the Shannon entropy which is called Kullback-Leibler divergence. The Tsallis entropy is appropriate for non-equilibrium systems replacing exponential Boltzmann factors by power-law distribution[13].

Because $I_{q}\left(F_{t}, G_{t}\right) \neq I_{q}\left(G_{t}, F_{t}\right)$ unless $F_{t}=G_{t}$, the generalized information divergence $I_{q}\left(F_{t}, G_{t}\right)$ is thus adjusted on the following expression

$$
\begin{equation*}
I_{q}^{S}\left(F_{t}, G_{t}\right)=\left(I_{q}\left(F_{t}, G_{t}\right)+I_{q}\left(G_{t}, F_{t}\right)\right) / 2 . \tag{4.13}
\end{equation*}
$$

Values of the criterion $I_{q}^{S}(F, G)$ for any $F, G$ belong to $\langle 0,1\rangle$. If $I_{q}^{S}(F, G)$ is equal 0 then

$$
\begin{equation*}
F=G \tag{4.14}
\end{equation*}
$$

i.e., the stochastic processes have the same information gain.

Let $F_{t}$ be an uniform probability distribution on $\square$. If analyzed stochastic proces $\left\{X_{t}, t \in T\right\}$ in period $T$ has a probability distribution $G_{t}$ on $\square$ and $I_{q}^{S}\left(F_{t}, G_{t}\right)=0$ then $G_{t}$ is an information-gain-free about an interior dependence inside $\left\{X_{t}, t \in T\right\}$. As an illustration of the behavior of this criterion $I_{q}^{S}\left(F_{t}, G_{t}\right)$, let us put both the uniform probability distribution on $\langle-5,5\rangle$ for $F_{t}$ and the $G_{t}$ to be $q$-Gaussian for each $t$ on $\langle-5,5\rangle$. This one is presented in the following Fig. 3 for different levels of $q=(1.1, \ldots, 1.6)$ and $\sigma=(1, \ldots, 5)$.

## Definiton 3

Let $G_{d S_{t}}$ be a probability distribution of the proces $\left\{d S_{t}, t \in T\right\}$. Let $F_{t}$ be an uniform distribution on $\square$. The capital market is called an efficient if for any $d S_{t}, t \in T$ and for $q>1$ the following expression $I_{q}^{S}\left(F_{t}, G_{d S_{t}}\right)=0$ holds.

## Theorem 1

A capital market $C$ is the efficient if and only if any $d S_{t} \in C$ for all $t \in T$ and $G_{d S_{t}}=F_{t}$.

## Proof

$(\Rightarrow)$ Let C be an efficient. Any return $d S_{t} \in C, t \in T$ is by (4.5) a standard Wiener process. Hence $I_{q}^{S}\left(G_{W}, G_{d S_{t}}\right)=0$ for $t \in T$, and therefore $G_{d S_{t}}$ has not any information gain about the dependence in $\left\{X_{t}, t \in T\right\}$.
$(\Leftarrow)$ Draw any $d S_{t} \in C, t \in T$ and $G_{d S_{t}}=F_{t}$. Then $I_{q}^{S}\left(F_{t}, G_{d S_{t}}\right)=0$ for any $d S_{t} \in C, t \in T$. Hence C is the efficient.

## 4. Simulation and Empirical Analysis

Now we generate realizations of the size 500 from the following theoretical models on the one hand with and on the other without a correlation dependence inside. Considered theoretical models are

| Normal Noise with $\mu=0$, and $\sigma=1$ | $\varepsilon_{t}$ |
| :--- | :--- |
| Random Walk | $S_{t}(\omega)=S_{t-1}(\omega)+\varepsilon_{t}$ |
| Random 2-Walks | $S_{t}(\omega)=S_{t-1}(\omega)-S_{t-2}(\omega)+\varepsilon_{t}$ |
| Moving Average (2) | $S_{t}(\omega)=\varepsilon_{t}+0.1 \cdot \varepsilon_{t-1}-0.4 \cdot \varepsilon_{t-2}$ |
| Autoregressive Model (2) | $S_{t}(\omega)=0.7 \cdot S_{t-1}(\omega)-0.3 \cdot S_{t-2}(\omega)+\varepsilon_{t}$ |


| Normal Noise with $\mu=0$, and $\sigma^{2}=3^{2}$ | $3 \cdot \varepsilon_{t}$ |
| :--- | :--- |
| AutoRegressive Moving Average $(2,2)$ | $S_{t}(\omega)-0.2 \cdot S_{t-1}(\omega)+0.5 \cdot S_{t-2}(\omega)=\varepsilon_{t}+0.7 \cdot \varepsilon_{t-1}-0.3 \cdot \varepsilon_{t-2}$ |
| Deterministic Process | $S_{t}(\omega)=0.9 \cdot S_{t-1}(\omega)$ |

Empirical data were obtained from the following daily observations of market indices PX50, DAX, BUX, SAX, WIG, S\&P 500, SGX, Nikkei 225, NASDAQ, and Dow Jones Industriel Average for the period 2006.11.14 till 2008.10.23. The security price returns model $\ln \left[S_{t}(\omega) / S_{t-1}(\omega)\right]$ is used for a transformation of the observations. Let $F_{t}$ be a uniform distribution on $\langle 0,1\rangle$. A smooth estimation of the empirical probability distributions by Bernstein polynomials [15] is used. We estimate criterions $I_{q}^{S}\left(F_{t}, G_{t}\right)$ and $I_{1}^{S}\left(F_{t}, G_{t}\right)$ for particular models with $q=1.2$, and $\sigma=1$. Results are introduced in Table 1 and in Fig. 4 and Fig. 5.

Tab. 1 Results of the criterions $I_{q}^{S}\left(F_{t}, G_{t}\right)$ and $I_{1}^{S}\left(F_{t}, G_{t}\right)$ for different models.

| The Criterions $I_{q}^{S}\left(F_{t}, G_{t}\right)$ and $I_{1}^{S}\left(F_{t}, G_{t}\right)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| model | $F_{t}$ | $G_{t}$ | $I_{q}^{S}\left(F_{t}, G_{t}\right)$ | $I_{1}^{S}\left(F_{t}, G_{t}\right)$ |
| 1 | Uniform | Uniform | 0.000000 | 0.000000 |
| 2 | Uniform | Random Walk | 0.260039 | 0.229439 |
| 3 | Uniform | Random 2-Walks | 0.098187 | 0.002911 |
| 4 | Uniform | MA(2) | 0.047324 | 0.073004 |
| 5 | Uniform | AR(2) | 1.000000 | 0.049511 |
| 6 | Uniform | Normal Noise with $\mu=0$, and $\sigma=3$ | 0.061074 | 0.056901 |
| 7 | Uniform | ARMA(2,2) | 0.973694 | 0.011284 |
| 8 | Uniform | Deterministic Process | 1.000000 | 1.000000 |
| 9 | Uniform | PX50, Prague, Czech Republic | 0.541033 | 0.616403 |
| 10 | Uniform | DAX, Frankfurt, Germany | 0.542492 | 0.63618 |
| 11 | Uniform | BUX, Budapest, Hungary | 0.549074 | 0.577513 |
| 12 | Uniform | SAX, Bratislava, Slovak | 1.000000 | 0.596843 |
| 13 | Uniform | WIG, Warsaw, Poland | 0.517336 | 0.229463 |
| 14 | Uniform | S\&P 500, USA | 0.575915 | 0.63618 |
| 15 | Uniform | SGX,Singapore, Singapore | 0.546653 | 0.520874 |
| 16 | Uniform | Nikkei 225, Tokyo, Japan | 0.559004 | 0.577505 |
| 17 | Uniform | NASDAQ, USA | 0.560131 | 0.63618 |
| 18 | Uniform | Dow Jones Industriel Average, USA | 0.605994 | 0.616401 |

## 5. Concluding Remarks

Results show that the current non-extensive approach could be more useful tool in the analysis of CME. This approach is more sensitive on detecting of any dependencies in the capital market processes. It is demonstrated that $I_{q}^{S}\left(F_{t}, G_{t}\right)$ as a measure of the divergence on capital markets pursues this fact better than $I_{1}^{S}\left(F_{t}, G_{t}\right)$. By comparison results of $I_{q}^{S}\left(F_{t}, G_{t}\right)$ from empirical and simulation data it is shown that capital markets have had a remarkable fail in an efficiency of the incorporating of the market relevant information. It is possible to obtain any farther more accurate results after estimating of the entropy index $q$. Consequently, the next important step is to construct an estimator $\hat{q}$ for the entropy index $q$. The estimator $\hat{q}$ will give a possibility to involve more pregnantly the leptokurticity of the probability distributions into the measure $I_{\hat{q}}^{S}(\cdot, \cdot)$.
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#### Abstract

Insurance companies specialising in non-life insurance create their own rating systems for setting fair premiums for every risk for different kinds of insurance portfolios. The most popular rating technique is to estimate the relativities of a number of rating factors in a multiplicative or an additive model. Generally, these relativities are discreet (e.g. sex) or continuous (e.g. age, engine capacity). In recent years the standard practice in insurance companies is to use two types of the estimation methods: minimum bias methods or generalized linear models (GLM). One of the practical problem in using this methods is when you take into consideration discreet rating factors with many levels but without an ordering (e.g. car model, geographic zone). Ohlsson and Johansson call this kind of factors as multi-level factors. Nelder and Verrall show that the multi-level factors can be interpreted as random effects in GLM. In this paper first we analyse the estimation process of the credibility estimator in comparing with classical credibility theory where the multi-level factors are estimated by means of minimum square error (MSE). Then we present the iterative algorithm which is use to predict the random risk parameter associated with the multi-level factor where the GLM technique is applied. Finally the numerical example is shown with different assumption of the loss distributions, e.g. Tweedie, Gamma, Inverse Gaussian.
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## 1. Introduction

Insurance companies specialising in non-life insurance create their own rating systems for setting fair premiums for every risk for different kinds of insurance portfolios. The most popular rating technique is to estimate the relativities of a number of rating factors in a multiplicative or an additive model. Generally, these relativities are discreet (e.g. sex) or continuous (e.g. age, engine capacity). In recent years the standard practice in insurance companies is to use two types of the estimation methods: minimum bias methods or generalized linear models (GLM). One of the practical problems in using these methods is when you take into consideration discreet rating factors with many non ordered levels (e.g. car model, geographic zone). Ohlsson and Johansson [4] call this kind of factors multi-level factors (MLF). Nelder and Verrall [3] showed that the multi-level factor can be interpreted as random effects in GLM. In the first part of this paper the overview of the iterative algorithm for the random risk parameter estimation is presented with GLM technique applied in the ratemaking process. In the second part this algorithm is implemented in R software and the numerical example is shown for illustration. In the last part a few simulation procedures are proposed which could be useful in analyzing different scenarios in rate making process. The code of all procedures implemented in R software is included in the appendix.

## 2. Discreet rating factors with many non ordered levels

In the ratemaking process in casualty insurance very often there are discrete rating variables measured on the nominal scale (variables with many different realization - categories, which cannot be ordered) e.g. car type or region in car insurance. This kind of rating variable is called multi-level factor [4]. The most common approach in ratemaking to multi-level factors is to perform the independent ratemaking for every single category (level) of the factor. The disadvantages of this approach are the high computation complexity and much time needed for building the rating. This is because we need to perform the whole ratemaking procedure many times, for every level of the factor independently (e.g. a few thousands times). It is possible to speed up the process when we use the GLM model. For this purpose we introduce the multi-level factor as a random variable obtaining the so called HGLM - hierarchical generalized linear model.

Let $Y_{i}$ be the response variable (e.g. claim sizes, risk premiums) for $i$-th ordinary factor, $i=1, \ldots, I$, $X_{1}, \ldots, X_{I}$ - ordinary factors, $\beta_{1}, \ldots, \beta_{I}$ - the parameters in GLM, $w_{i k}$ - the exposure weights (i.e. number of claims) for the $\mathrm{i} t h$ ordinary factor and $\mathrm{k} t h$ level of the multi-level factor, $k=1, \ldots, K$. Moreover we assume that
the error for the $k$ th level of the multi-level factor is the outcome of a some random variable $U_{k}$ (the risk parameter). The GLM model can be presented in the following (extended) form [3]:

$$
\eta^{\prime}=\eta+v
$$

Where $\eta=\sum_{i=1}^{I} \beta_{i} X_{i}$ denotes the systematic part in the model and $v=v(u)$ is the error term (a strictly monotonic function of $u$ ). Therefore the MLF is modelled by a random risk parameter.

In HGLM models the variable $Y_{i}$ is assumed to have a distribution of the form like in a Tweedie model with $1 \leq p \leq 2$ which is typical in non-life insurance. Then [4]:

$$
E\left(Y_{i k} \mid U_{k}=u_{k}\right)=\mu_{i} u_{k}, k=1, \ldots, K
$$

where $\mu_{i}$ is the mean given by the ordinary rating factors and capture the fixed effects. The $U_{k}$ 's are supposed to be independent and identically distributed with common variance $\operatorname{Var}\left(U_{k}\right)=\sigma_{U}^{2}$ and the $u_{k}$ 's are tariffs for all levels of the multi-level factor. The fixed effects and random effect should be multiplicative. According to theorem 2.1 and the other results presented in [4], the estimation of parameters $\mu_{i}$ of ordinary factors and the estimation of parameters $u_{k}$ of the multi-level factor, are realized simultaneously. The procedure can be presented as follows (PROC1):

STAGE1 Assume $\hat{u}_{k}=1$ for all $k=1, \ldots, K$
STAGE2 Estimate $\mu_{i}$ for all $i=1, \ldots, I$ using the standard GLM procedure with log-link function and $\log \left(\hat{u}_{k}\right)$ as the offset-variable
STAGE3 Estimate $\phi \alpha$ using the estimator

$$
\phi \alpha=\frac{\sum_{k=1}^{K} \sum_{i=1}^{I} w_{i k} \mu_{i}^{2-p}\left(\frac{y_{i k}}{\mu_{i}}-\bar{u}_{k}\right)^{2}}{\sum_{k=1}^{K}\left(I_{k}-1\right)} \frac{\sum_{i=1}^{I} w_{i=1} w_{i}^{2-p}\left(\bar{u}_{k}-1\right)^{2}}{\sum_{k=1}^{K} \sum_{i=1}^{I} w_{i k} \mu_{i}^{2-p}}
$$

STAGE4 Estimate $\bar{u}_{k}: \bar{u}_{k}=\frac{\sum_{i=1}^{I} \frac{w_{i k} \mu_{i}^{2-p} y_{i k}}{\mu_{i}}}{\sum_{i=1}^{I} w_{i k} \mu_{i}^{2-p}}, k=1, \ldots, K$
STAGE5 Estimate $\hat{u}_{k}: \hat{u}_{k}=\frac{\sum_{i=1}^{I} \frac{w_{i k} y_{i k}}{\mu_{i}^{p-1}}+\phi \alpha}{\sum_{i=1}^{I} w_{i k} \mu_{i}^{2-p}+\phi \alpha}, k=1, \ldots, K$
STAGE6 Return to STAGE2 with the new offset-variable $\log \left(\hat{u}_{k}\right)$
We took the data set from [1] to illustrate how the procedure PROC1 works. There are 8942 claims in this data set, aggregated for two rating factors: age (variable $X_{1}$ ) and the character of the use of the vehicle (variable $X_{2}$ ). As the result of aggregation we obtained the following table representing the input data (with mean value of claims and the number of claims, respectively).

Table 2.1 Input data

| $\mathbf{X 1}$ | $\mathbf{X} 2$ | $\mathbf{Y}(\mathbf{i})$ | $\mathbf{w}(\mathbf{i})$ | $\mathbf{X 1}$ | $\mathbf{X} 2$ | $\mathbf{Y}(\mathbf{i})$ | $\mathbf{w}(\mathbf{i})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $17-20$ | A | 250,48 | 4 | $35-39$ | A | 153,62 | 50 |
| $17-20$ | B | 274,78 | 6 | $35-39$ | B | 201,67 | 198 |
| $17-20$ | C | 244,52 | 8 | $35-39$ | C | 238,21 | 87 |
| $17-20$ | D | 797,8 | 2 | $35-39$ | D | 256,21 | 65 |
| $21-24$ | A | 213,71 | 30 | $40-49$ | A | 208,59 | 76 |
| $21-24$ | B | 298,6 | 90 | $40-49$ | B | 202,8 | 465 |
| $21-24$ | C | 298,13 | 21 | $40-49$ | C | 236,06 | 278 |
| $21-24$ | D | 362,23 | 5 | $40-49$ | D | 352,49 | 106 |
| $25-29$ | A | 250,57 | 76 | $50-59$ | A | 207,57 | 35 |
| $25-29$ | B | 248,56 | 75 | $50-59$ | B | 202,67 | 284 |
| $25-29$ | C | 297,9 | 201 | $50-59$ | C | 253,63 | 243 |
| $25-29$ | D | 342,31 | 97 | $50-59$ | D | 340,56 | 43 |
| $30-34$ | A | 229,09 | 67 | $60+$ | A | 192 | 93 |
| $30-34$ | B | 228,48 | 265 | $60+$ | B | 196,33 | 218 |
| $30-34$ | C | 293,87 | 121 | $60+$ | C | 259,79 | 98 |
| $30-34$ | D | 367,46 | 34 | $60+$ | D | 342,58 | 33 |

Assuming that the distribution of the mean value of claims is identical for every category of the multi-level factor, we chose randomly the values of variable $Y_{i} \sim G a m m a$ and $w_{i} \sim$ Poisson repeating sampling 10 times. As a result of the procedure PROC1 (the code for the procedure presented in Appendix A) on the generated data set (presented in Table 2.1) we obtained the following estimated values for $\hat{u}_{k}, k=1, \ldots, 10$ for different values of the parametr $p$ in the Tweedie distribution (with the stop-criterium $\varepsilon<0,0000001$ ):

Table 2.2 Estimates for the values of $\hat{u}_{k}$

| $\mathbf{p}=\mathbf{1}$ | $\mathbf{p}=\mathbf{1 . 2}$ | $\mathbf{p}=\mathbf{1 . 5}$ | $\mathbf{p}=\mathbf{2}$ |
| :---: | :---: | :---: | :---: |
| 1,00031 | 1,00224 | 0,99356 | 1,04326 |
| 0,99956 | 1,00076 | 0,99744 | 1,00509 |
| 1,00029 | 0,99575 | 1,00510 | 0,99425 |
| 0,99969 | 0,99938 | 0,99947 | 1,00474 |
| 0,99962 | 1,00256 | 1,00426 | 0,98715 |
| 1,00039 | 0,99976 | 0,99617 | 1,01639 |
| 0,99961 | 0,99760 | 1,00210 | 0,97485 |
| 1,00002 | 1,00102 | 0,99884 | 0,97986 |
| 1,00015 | 0,99929 | 0,99866 | 1,00684 |
| 1,00010 | 1,00089 | 1,00403 | 0,98690 |

These results can be used to adjust the predictions for the value of claims, based on the values of the rating factors for every category of the multi-level factor. For example, the prediction of variable $Y_{i}, k=1, p=1$ for the given data set is presented in Table 2.3.

Table 2.3 Mean value of claims predictions

| $\mathbf{X 1}$ | $\mathbf{X} \mathbf{2}$ | $\mathbf{p}=\mathbf{1}$ | $\mathbf{p}=\mathbf{1 . 2}$ | $\mathbf{p}=\mathbf{1 . 5}$ | $\mathbf{p}=\mathbf{2}$ | $\mathbf{X 1}$ | $\mathbf{X} \mathbf{2}$ | $\mathbf{p}=\mathbf{1}$ | $\mathbf{p}=\mathbf{1 . 2}$ | $\mathbf{p}=\mathbf{1 . 5}$ | $\mathbf{p}=\mathbf{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $17-20$ | A | 244,85 | 256,46 | 255,11 | 274,85 | $35-39$ | A | 180,64 | 181,01 | 179,76 | 188,87 |
| $17-20$ | B | 255,63 | 268,19 | 266,66 | 283,70 | $35-39$ | B | 188,60 | 189,30 | 187,90 | 194,95 |
| $17-20$ | C | 309,98 | 326,24 | 323,18 | 348,67 | $35-39$ | C | 228,69 | 230,27 | 227,72 | 239,60 |
| $17-20$ | D | 398,92 | 418,26 | 416,26 | 440,80 | $35-39$ | D | 294,31 | 295,22 | 293,31 | 302,91 |
| $21-24$ | A | 261,74 | 260,70 | 256,84 | 270,10 | $40-49$ | A | 195,75 | 195,53 | 193,90 | 202,94 |
| $21-24$ | B | 273,27 | 272,63 | 268,46 | 278,79 | $40-49$ | B | 204,38 | 204,47 | 202,68 | 209,48 |
| $21-24$ | C | 331,37 | 331,64 | 325,37 | 342,64 | $40-49$ | C | 247,83 | 248,73 | 245,64 | 257,45 |
| $21-24$ | D | 426,45 | 425,18 | 419,08 | 433,18 | $40-49$ | D | 318,93 | 318,89 | 316,39 | 325,48 |
| $25-29$ | A | 232,56 | 232,61 | 232,57 | 241,30 | $50-59$ | A | 198,38 | 198,63 | 197,02 | 207,89 |
| $25-29$ | B | 242,80 | 243,25 | 243,10 | 249,06 | $50-59$ | B | 207,12 | 207,72 | 205,94 | 214,59 |
| $25-29$ | C | 294,43 | 295,91 | 294,63 | 306,10 | $50-59$ | C | 251,16 | 252,68 | 249,60 | 263,73 |
| $25-29$ | D | 378,90 | 379,37 | 379,48 | 386,99 | $50-59$ | D | 323,22 | 323,94 | 321,48 | 333,42 |
| $30-34$ | A | 224,52 | 223,50 | 221,33 | 231,61 | $60+$ | A | 194,35 | 194,77 | 192,24 | 203,93 |
| $30-34$ | B | 234,40 | 233,73 | 231,35 | 239,06 | $60+$ | B | 202,91 | 203,68 | 200,95 | 210,50 |
| $30-34$ | C | 284,24 | 284,32 | 280,39 | 293,81 | $60+$ | C | 246,05 | 247,77 | 243,54 | 258,70 |
| $30-34$ | D | 365,79 | 364,51 | 361,15 | 371,45 | $60+$ | D | 316,65 | 317,65 | 313,68 | 327,07 |

## 3. Simulation procedures for ratemaking with multi-level factor

The important advantage of the algorithm presented in the previous part of the paper is that the estimation of the parameters for the multi-level factor is performed simultaneously with the estimation for the parameters for all other predictors. It significantly speeds up the procedure, especially when the number of categories of the
multi-level factor is large e.g. the vehicle type (a few thousands categories). Thus using simulations is a very effective approach e.g. to evaluate the mean squared error of the model or to analyze how the choice of the parameter $p$ in the Tweedie distribution affects the rating or how it depends on the choice of the variable $Y_{i}$ distribution in GLM.

Now we present two Monte Carlo simulation procedures, where the input data sets are generated from different theoretical distributions [2].

We propose the following procedure for estimating the mean squared error of $\hat{u}_{k}$ (PROC2 in Appendix B ) [ $s$ denotes number of iterations in the simulation]:
STAGE1 Randomize $w_{i k}^{s} \sim \operatorname{Poisson}(1, n \mathrm{Cl})$-> STAGE2 $w_{i k}:=w_{i k}^{s} \rightarrow$ STAGE3 Randomize $Y_{i k}^{s} \sim$ Tweedie $\left(w_{i k}, c v, Y_{i k}\right)$-> STAGE4 $Y_{i k}:=\sum_{l=1}^{w_{i k}} Y_{i k}^{s}$, where $w_{i k}$ is the observed number of claims for ( $i, k$ ) -> STAGE5 Estimate $\hat{u}_{k}^{s}$ according to PROC $1->$ STAGE6 Calculate $M S E \quad \operatorname{sim}_{k}$
We compute the mean squared error:

$$
M S E_{-} \operatorname{sim}_{k}=\frac{1}{S} \sum_{s=1}^{S}\left(\hat{u}_{k}-\hat{u}_{k}^{s}\right)^{2}
$$

As the result of the procedure PROC2 for the data presented In Table 2.1 and $s=1, \ldots, 1000$ we obtain:

Table 3.1 MSE resulting from the procedure PROC2

| $k$ | $M S E_{-} \operatorname{sim}_{k}$ |
| :---: | :---: |
| 1 | 0,09409 |
| 2 | 0,10005 |
| 3 | 0,10144 |
| 4 | 0,09739 |
| 5 | 0,10141 |
| 6 | 0,09689 |
| 7 | 0,10540 |
| 8 | 0,10034 |
| 9 | 0,10249 |
| 10 | 0,10088 |

We propose the following procedure PROC3 - Appendix C) to analyze the influence of choice of parameter $p$ value on the $\hat{u}_{k}$ :
STAGE1 Randomize $p^{s} \sim \operatorname{Uniform}\left((1,2)\right.$-> STAGE2 Estimate $\hat{u}_{k}^{s}$ according to PROC1 -> STAGE3 Calculate $M S E$ _ $\operatorname{sim}_{k}$

Table 3.2 Deciles of the estimated values of $\hat{u}_{k}$ resulting from procedure PROC3

| Decile | $\mathbf{p}$ | $\mathbf{u}(\mathbf{1})$ | $\mathbf{u}(2)$ | $\mathbf{u}(3)$ | $\mathbf{u}(\mathbf{4})$ | $\mathbf{u}(5)$ | $\mathbf{u}(6)$ | $\mathbf{u}(7)$ | $\mathbf{u}(8)$ | $\mathbf{u}(9)$ | $\mathbf{u}(\mathbf{1 0 )}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0 \%}$ | 1,00251 | 0,97373 | 0,99935 | 1,00865 | 0,98615 | 1,01049 | 0,98618 | 1,02240 | 0,99869 | 1,01247 | 1,00173 |
| $\mathbf{1 0 \%}$ | 1,11170 | 0,98425 | 1,00387 | 1,01218 | 0,99063 | 1,01449 | 0,98961 | 1,02850 | 1,00403 | 1,01660 | 1,00702 |
| $\mathbf{2 0 \%}$ | 1,19981 | 0,98913 | 1,00633 | 1,01458 | 0,99307 | 1,01662 | 0,99198 | 1,03116 | 1,00660 | 1,01912 | 1,00957 |
| $\mathbf{3 0 \%}$ | 1,29423 | 0,99269 | 1,00874 | 1,01691 | 0,99538 | 1,01929 | 0,99432 | 1,03381 | 1,00915 | 1,02145 | 1,01197 |
| $\mathbf{4 0 \%}$ | 1,39991 | 0,99646 | 1,01131 | 1,01962 | 0,99802 | 1,02199 | 0,99702 | 1,03589 | 1,01141 | 1,02418 | 1,01431 |
| $\mathbf{5 0 \%}$ | 1,50799 | 0,99874 | 1,01379 | 1,02221 | 1,00050 | 1,02489 | 0,99971 | 1,03830 | 1,01396 | 1,02654 | 1,01688 |
| $\mathbf{6 0 \%}$ | 1,60342 | 1,00143 | 1,01638 | 1,02458 | 1,00303 | 1,02722 | 1,00215 | 1,04112 | 1,01684 | 1,02908 | 1,01971 |
| $\mathbf{7 0 \%}$ | 1,70092 | 1,00479 | 1,01873 | 1,02699 | 1,00539 | 1,02925 | 1,00461 | 1,04320 | 1,01881 | 1,03150 | 1,02181 |
| $\mathbf{8 0 \%}$ | 1,79993 | 1,00819 | 1,02117 | 1,02930 | 1,00783 | 1,03174 | 1,00677 | 1,04579 | 1,02159 | 1,03383 | 1,02454 |
| $\mathbf{9 0 \%}$ | 1,89558 | 1,01237 | 1,02359 | 1,03157 | 1,01024 | 1,03375 | 1,00919 | 1,04848 | 1,02403 | 1,03603 | 1,02696 |
| $\mathbf{1 0 0 \%}$ | 1,99945 | 1,02399 | 1,02752 | 1,03453 | 1,01413 | 1,03827 | 1,01205 | 1,05361 | 1,02895 | 1,03965 | 1,03160 |

We observe that for the given data set the differences for different values of $p$ are not very significant, which clearly shows Table 3.3.
Tabela 3.3 Relative differences between the max and min value of $\hat{u}_{k}$

| u(1) | u(2) | u(3) | u(4) | u(5) | u(6) | u(7) | u(8) | U(9) | u(10) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4,5374\% | 2,6528\% | 2,4581\% | 2,6773\% | 2,4846\% | 2,5138\% | 2,7816\% | 2,7866\% | 2,5435\% | 2,7482\% |

## 4. Conclusions

In the paper we presented the procedure for ratemaking with multi-level predictor variable, which introduces error term to GLM. The advantage of this approach is that it enables the simultaneous estimation of the $\hat{u}_{k}$ parameters for every category of the multi-level factor. The disadvantage is that we have to make some additional assumptions (e.g. $p$ values taken from the interval [1,2]). The iterative algorithm for estimating $\hat{u}_{k}$, implemented in R software, is a powerful tool for performing simulations and assessing the influence of other parameters used in the model on the resulting rating system. It is also possible to analyze how the results depend on the preassumed distribution of claims, which will be the object of our further research in the future.
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## Appendix A-R implementation of procedure PROC1

```
model.glm=glm(formula = avCl ~ X1+X2+offset(log(of)), family=Gamma(link="log"), weights=nCl)
```

mi.glm=fitted.values(model.glm)
$\mathrm{p}=1$
$\mathrm{K}=10$
u_k=c()
u_k_1=c()
predict=c()
sigma2_k=c()
I_M=c(32,32,32,32,32,32,32,32,32,32)
for ( $k$ in 0:(K-1)) \{
sum=sum1=0
$\mathrm{j}=1$
for $(\mathrm{i}$ in $(1+32 * \mathrm{k}):(32+32 * \mathrm{k}))\{$
sum=sum+((data\$nCl[i] $\left.{ }^{*}(\operatorname{mi} . g \operatorname{lm}[j] \wedge(2-\mathrm{p}))\right) *$ data\$avCl[i] $) / \mathrm{mi} . g \operatorname{lm}[\mathrm{j}]$
sum $1=\operatorname{sum} 1+$ data $\$ n C l[i] *\left(\operatorname{mi} . g \operatorname{lm}[j]^{\wedge}(2-\mathrm{p})\right)$
j+1\}
u_k_1=c(u_k_1,(sum/sum1)) \}
for ( $k$ in $0:(\mathrm{K}-1)$ ) $\{$
sum=0
$\mathrm{j}=1$
for (i in $(1+32 * \mathrm{k}):(32+32 * \mathrm{k}))\{$
sum $=$ sum $+\left(\text { data } \$ n C l[i] *\left(\operatorname{mi} . g l m[j]^{\wedge}(2-\mathrm{p})\right)\right)^{*}(($ data\$avCl[i]/mi.glm[j])-u_k_1[k+1])^2
$j=j+1$
\}
sigma2_k=c(sigma2_k,(1/(I_M[k+1]-1))*suma) \}
sum=sum1=0
for $(\mathrm{k}$ in $1: \mathrm{K})$ \{
sum=sum $+\left(\left(\mathrm{I} \_M[\mathrm{k}]-1\right) *\right.$ sigma2_k[k])
sum1=sum1+(I_M[k]-1)\}
sigma2=sum/sum1

```
sum=sum1=0
for (k in 0:(K-1)){
j=1
for (i in (1+32*k):(32+32*k)){
    sum=sum+data$nCl[i]*(mi.glm[j]^(2-p))*((u_k_1[k+1]-1)^2)
    sum1=sum1+data$nCl[i]*(mi.glm[j]^(2-p))
j=j+1}}
sigma2_u=(sum-(K*sigma2))/sum1
psi_alfa=sigma2/sigma2_u
for (k in 0:(K-1)){
sum=sum1=0
j=1
for (i in (1+32*k):(32+32*k)){
    sum=sum+(data$nCl[i]*data$avCl[i])/(mi.glm[j]^(p-1))
    sum1=sum1+data$nCl[i]*(mi.glm[j]^(2-p))
j=j+1}
u_k=c(u_k,((sum+psi_alfa)/(sum1+psi_alfa)))}
predict=c()
for (k in 0:(K-1)){
for (i in 1:32){
    predict=c(predict,mi.glm[i]*u_k[k+1])
}}}
```


## Appendix B - R implementation of procedure PROC2

Generating the number of claims using Poisson distribution - function rpospois() from the vGAM package Generating the mean value of claims using Tweedie distribution - function rtweedie() from the TWEEDIE package

```
S=1000 ## the number of simulation
for (s in 1:S){
cv=2 ## the coefficient of variation
K=10 ## the number of levels for multi-level factor
avCl=c() ## the average value of claims
nCl=c() ## the number of claims
mse_k_sim=c()
u_k_sim=c()
predict_sim=c()
p=1.2
for (k in 0:(K-1)){
for (i in (1+32*k):(32+32*k)){
gener.nCl=rpospois(1, data$w_i[i])
nCl=c(n, gener.nCl)
skala=data$Y_i[i]*((cv)^2)
gener.avCl=rtweedie(gener.nCl, 2, skala, 10)
avCl=c(avCl, mean(gener.avCl)) }}
PROC1
u_k_sim=rbind(u_k_sim,u_k)
predict_sim=rbind(predict_sim,predict)
mse_sim_k=c()
for (k in 1:10){
mse_sim_k=c(mse_sim_k,(sum((u_k[,k]-u_k_mc[,k])^2))/S)}
```


## Appendix C - R implementation of procedure PROC3

```
u_k_matrix=NULL
for ( sim in 1:1000){
p=runif(1,1,2)
PROC1
u_k_matrix=rbind(u_k_macierz, u_k)}
```
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#### Abstract

Measurement, analysis, planning of company and sector financial performance is undoubtedly one of crucial instrument and problem of financial managing. There are methodologies of financial performance described and verified in the paper. Calculation and decomposition of EVA measure is described according to relative value spread approach. Typology of stochastic processes and methods of statistical estimation of parameters are explained. Since EVA measure is decomposed by pyramidal method as non-linear function of financial ratios, forecasting is carry out by Monte-Carlo simulation procedure due to Choleski algorithm. Verification of EVA on monthly data of the machinery company was investigated and particular case study of EVA measure prediction is explained. Stochastic processes of Arithmetic or Geometric mean reversion processes are estimated by Mean Square Estimation method. Simulation Monte Carlo method is applied and presented including graphical representation. Parameters (mean, median, quintiles) of forecasted distribution function are calculated and results discussed. Results can serve for decision-making and give reliability intervals of future EVA value. Possibility of EVA forecasting by simulation Monte Carlo method was verified.


Keywords. economic value added, prediction, mean-reversion process, Monte-Carlo simulation

## 1. Introduction

Measurement, analysis, planning of company and sector financial performance is undoubtedly one of crucial instrument of financial managing. Since the planning and prediction is one of the financial decision-making problems, prediction of distribution function of financial performance measures is very important. Managing and forecasting of non-financial institution financial performance can be characterised by long-term period (months, years). Furthermore it belongs to capital budgeting and financial risk hedging. Several methodologies should be applied. One of them is well-known CorporateMetrics methodology, see Lee (1999). Measuring a firm's performance is one of the key problems not only on the macroeconomics level management, but also on the management level of individual firms. Approaches for measuring a firm's performance have passed through evolution and reflect both technical-economic type of economy, information possibilities and also the level of knowledge of economical systems management. Traditional measures based on accounting profitability are ROE, ROA, ROC, ROI, RONA and measures based on financial cash flow include CFROI, NPV, CROGA. Relatively new group of measures is based on economic profit category include Economic Value Added (EVA) and Market Value Added (MVA).

Intention of the paper is explanation and verification of EVA measure prediction based on estimated random processes and Monte Carlo simulation methodology. The paper is structured as follows: (i) description of EVA measure calculation approaches, (ii) description of chosen random processes and Monte-Carlo simulation; (iii) verification of methodology described.

## 2. Characteristics and calculation of economic value added

EVA is derived from the basic rule, that a firm has to create at least such value as has been invested. This cost of capital or internal rate of return concerns both equity and debt. So the debt holders have the right to receive their interest and shareholders' dividends, i.e. to cover adequate rate of return, which could compensate their risk. EVA is actually the way, how shareholders measure their profit after covering alternative cost of capital. There have been written a lot of papers regarding this topic, e.g. see Rappaport (1986), Stewart (1991), Ehrbar (1998), Grant (1997), Young et al. (2000), Damodaran (2002), Dluhošová (2003).

General concept of EVA, as a measure of financial performance, expresses the difference between profit and cost of capital, which reflects a minimal rate of return of capital invested (equity and debt). Data set availability
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and the way of the cost of capital calculation determine EVA calculation method. Moreover, it is also important, if we want to calculate an absolute or a relative value. Broadly speaking, there are two basic concepts of calculation: operating profit concept and value spread concept.

EVA calculation based on operating profit is defined as follows: $E V A=N O P A T-W A C C \cdot C$. It implies from the definition, that basic elements for EVA calculation are net operating profit after taxation NOPAT, value of total capital invested $C$ and weighted cost of capital WACC.

Other version of EVA calculation can be expressed using so-called value spread. Value spread reflects economical profit, which can be calculated as a difference between achieved profitability and cost of capital. EVA calculation based on value spread can be formulated as follows: $E V A=(R O C-W A C C) \cdot C$, where $R O C$ is return on capital invested. In narrow sense EVA can be calculated by formula, $E V A=\left(R O E-r_{E}\right) \cdot E$, where $R O E$ is return on equity, $r_{e}$ is market cost of equity. In this case, only $R O E$ is input parameter. It is important for the owners the $R O E-r_{E}$ spread to be as large as possible or at least positive. Only in this case investment to the firm brings more than an alternative investment. In this situation, value of EVA is independent on equity level and relative firm's performance should be measured.

Pyramidal (Du Pont) decomposition of financial performance measures is useful. There are many variants of decomposition. Assuming $R O E$ decomposition in following way $R O E=\frac{E A T}{S} \cdot \frac{S}{A} \cdot \frac{A}{E}$, where $E A T$ is net profit, $S$ is sales, , $A$ is assets and $E$ is equity, then narrow sense EVA calculation is calculated as follows, $E V A=\left(\frac{E A T}{S} \cdot \frac{S}{A} \cdot \frac{A}{E}-r_{e}\right) \cdot E$.

Calculation of cost of capital influence significantly results. There are several approaches of calculation. If in economy exist liquid capital market, and then CAPM model and arbitrage model should be applied. Under opposite conditions, construction model is to be used.

Construction model is written in such way,

$$
r_{e}=\frac{W A C C \cdot \frac{E R P}{A}-(1-t) \cdot \frac{I}{B C+B} \cdot\left(\frac{E R P}{A}-\frac{E}{A}\right)}{\frac{E}{A}}, \text { where } E R P \text { are resources to be paid (interested debt), A }
$$

are total assets, $I$ are interests, $B C$ are bank credits, $B$ are bonds, $E$ is equity. Simultaneously, WACC are calculated as if we financed company only with equity $W A C C=r_{f}+r_{\text {size }}+r_{\text {entrepreneurial }}+r_{\text {finstab }}$, where $r_{f}$ is risk free rate, $r_{\text {size }}$ is risk premium for share liquidity, $r_{\text {entrepreneurial }}$ is risk premium for trade risk, $r_{\text {finstab }}$ is risk premium resulting from financial stability.

## 3. Description of estimation and simulation EVA measure prediction methodology

Main goal of prediction is to give future estimation of EVA probability distribution function, which should be derived and composed from particular financial ratios stochastic processes. The problem is to be solved in simplified (linear) examples explicitly by closed form solution. Mostly however, due to non-liner computation of EVA and distribution types, methodology of random simulation has to be applied.

Procedure of EVA prediction is following.

- Determination of corporation financial outputs on EVA basis for given period.
- Determination of EVA calculation, including particular financial ratios as random factors.
- Estimation and prediction of stochastic models of financial ratios.
- Firstly, we can use models for particular ratios based on Ito process, e.g. Brown models, mean reverting models (Vasicek, CIR, HW, Schwartz).
- Secondly, simultaneous co-integration equation models can be applied, e.g. vector autoregressive models, error correction models, vector error correction models, see Kim et al (1999).
- Determination of EVA probability distribution as function of particular financial ratios by simulation methodology, e.g. Choleski decomposition, eigenvalue decomposition.
- Computation of distribution function parameters, e.g. expected value, median, percentiles, value at risk, shortfall value.

Ito process represents the generalised stochastic process, which includes Wiener, Brown and mean-reversion processes. It is defined as follows, $d x=a(x ; t) \cdot d t+b(x ; t) \cdot d z$, where $a$ is trend, $b$ is standard deviation, $d t$ is
interval, $d z$ is specific Wiener process defined $d z \equiv z_{T}-z_{0}=z \cdot \sqrt{d t}, z$ is random variable of standardised normal distribution.

Furthermore, for selected models stochastic differential equation will be introduced and equation for simulation of variable derived in closed form equation will be presented.

Arithmetic Brown model, $d x=a \cdot d t+\sigma \cdot d z, x_{t}=x_{t-1}+a \cdot \Delta t+\sigma \cdot \sqrt{\Delta t} \cdot z$.
Geometric Brown model, $d x=a \cdot x \cdot d t+\sigma \cdot x \cdot d z, x_{t}=x_{t-1} \cdot \operatorname{EXP}\left[\left(a-0,5 \cdot \sigma^{2}\right) \Delta t+\sigma \cdot \sqrt{\Delta t} \cdot z\right]$.
Arithmetic mean-reversion (Ornstein-Uhlenbeck, Vasicek) model,

$$
d x=a \cdot(b-x) d t+\sigma \cdot d z, x_{t}=x_{t-1} \cdot e^{-a \cdot \Delta t}+b \cdot\left(1-e^{-a \cdot \Delta t}\right)+\sigma \cdot \sqrt{\frac{\left(1-e^{-2 a \cdot \Delta t}\right)}{(2 a)}} \cdot z .
$$

Geometric mean-reversion (Schwartz) model,

$$
d x=a \cdot(b-\ln x) \cdot x \cdot d t+\sigma \cdot x \cdot d z, x_{t}=\exp \left\{\left[\ln \left(x_{t-1}\right) \cdot e^{-a \cdot \Delta t}\right]+\left\{\left[b-\left(\frac{\sigma^{2}}{2 \cdot a}\right)\right] \cdot\left(1-e^{-a \cdot \Delta t}\right)\right\}+\sigma \cdot \sqrt{\frac{\left(1-e^{-2 a \cdot \Delta t}\right.}{(2 a)}} \cdot z\right\} .
$$

For computation of probability distribution of function of random variables several methods should be used. Assuming the normal distribution of random variables, Choleski decomposition and Eigen-value decomposition can be applied. For estimation mean square error method (MSE), maximal likelihood estimation (MLE) and method of moments can be used.

## 4. Verification of EVA prediction by simulation methodology

Prediction of EVA measure will be verified on machinery company monthly data. Prediction is performed for future twelve months and simulation procedure on Choleski decomposition is applied. Estimation of random financial ratios models (Arithmetic and Geometric mean reversion) is done from historical monthly time-series of 60 months by MSE method. EVA measure is expressed by following non-linear function, $E V A=\left(\frac{E A T}{S} \cdot \frac{S}{A} \cdot \frac{A}{E}-r_{e}\right) \cdot E$.

## 4. 1 Input data and financial ratios models statistical estimation

From EVA equation is apparent, that following financial ratios are variables: $\frac{E A T}{S}, \frac{S}{A}, \frac{A}{E}, r_{E}, V_{E}$. Because, equity is non-stationary, this variable is transformed on return $V_{E}=\frac{\Delta E}{E}$ and subsequently estimated. There are in Appendix 1 input data time-series. Since, ratios $\frac{S}{A}, \frac{A}{E}, r_{E}$ must be positive, geometric mean reversion process (GMRP) is applied. And rest of ratios $\frac{E A T}{S}, V_{E}$ are modelled by arithmetic mean reversion process (AMRP). Tab. 2 shows model types and estimated parameters of models are significant on $95 \%$ probability level. Tab. 3 presents estimated covariance matrices of residuals. On Graphs comparison of estimated and real variables of financial ratios are presented.

|  | Parameters |  | $\sigma$ | Process |
| :---: | :---: | :---: | :---: | :---: |
|  | $a$ | $b$ |  |  |
| AMRP |  |  |  |  |
| $E A T / S$ | 0,86829 | 0 | 0,61155 | GMRP |
| $S / A$ | 0,87785 | $-2,02913$ | 0,17485 | GMRP |
| $A / E$ | 0,17999 | 1,02386 | 0,29376 | AMRP |
| $d V_{e}$ | 0,63427 | 0 | 0,47334 | GMRP |
| $r_{e}$ | 0,97463 | $-3,97267$ |  |  |

Tab. 2 Estimated parameters of financial ratios models

|  | $E A T / S$ | $S / A$ | $A / E$ | $V_{e}$ | $r_{e}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $E A T / S$ | 0,07124 |  |  |  |  |
| $S / A$ | 0,05482 | 0,17621 |  |  |  |
| $A / E$ | $-0,02661$ | $-0,01330$ | 0,02567 |  |  |
| $d V_{e}$ | 0,04506 | 0,04430 | $-0,02358$ | 0,04728 |  |
| $r_{e}$ | $-0,05899$ | $-0,04224$ | 0,02364 | $-0,02958$ | 0,09858 |

Tab. 3 Covariance matrices of residuals


Graph 1 Estimation of EAT/S ratio


Graph 2 Estimation of T/A ratio


Graph 3 Estimation of A/E ratio


Graph 4 Estimation of $V_{E}$ ratio


Graph 5 Estimation of $\mathrm{r}_{\mathrm{E}}$ ratio

## 4. 2 Simulation and results of EVA measure prediction

Results of EVA prediction in a form of probability distribution are on Tab. 4 and Graph 6.

| th. CZK | 1. morth | 2 morth | 3. morth | 4. morth | 5. month | 6. morth | 7. morth | 8. morth | 9. month | 10. month | 11. morth | 2 morth |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| E(EVA) | 0 | -469 | -228 | -151 | -45 | -38 | -47 | -60 | -36 | -64 | 30 | -62 |
| 1\% | -2761 | -1868 | -175 | -1744 | -1647 | -2063 | -226 | -2016 | -2815 | -2922 | -2676 | -3262 |
| 5\% | -2101 | -1418 | -1119 | -1166 | -1099 | -1159 | -1235 | -1163 | -1200 | -1601 | -1360 | -1547 |
| 95\% | -400 | 691 | 1000 | 1024 | 1288 | 1402 | 1516 | 1313 | 1466 | 1626 | 2000 | 1492 |
| 99\% | 48 | 1621 | 2089 | 2210 | 2891 | 3214 | 3923 | 3074 | 4001 | 3544 | 4930 | 4297 |
| EVAmin | 4088 | -3009 | -2510 | -3964 | -3107 | -3429 | -4521 | -4797 | -9311 | -7888 | -6997 | -6905 |
| EVAmax | 811 | 2403 | 7710 | 4410 | 7879 | 7383 | 10230 | 9484 | 8632 | 6462 | 14610 | 2466 |
| media | -1213 | -509 | -305 | -199 | -139 | -130 | -135 | -112 | -101 | -87 | -82 | -79 |

Tab. 4 Eva results for future twelve months


Graph 6 Graphical representation of EVA probability distribution function
From results implies that even if expected EVA value is negative, the trend is positive. Similar trend and values are in a form of median. Low percentiles ( $1 \%, 5 \%$ ) are negative and high percentiles $(95 \%, 99 \%)$ are positive.

## 5. Conclusion

In the paper methodology of EVA measure prediction was described and applied. Firstly, pyramidal decomposition of EVA was defined, including particular financial ratios as random variables. Secondly, particular financial ratios random models were modelled by arithmetic and geometric mean reversion processes. Parameters of models were estimated by MSE method. Finally, future EVA probability distribution functions for 12 months was determinate by simulation Monte-Carlo methodology by virtue of Choleski decomposition. Methodology was verified on real data of the machinery company.

Approach described and verified allows comprehensively model random development of EVA measure. Even if historical time-series was relatively short, it was possible carry out statistically significant estimate of financial ratios. It was verified, that the methodology can be applied on condition of companies in transitive economies as well.
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| $E A T / S$ | $S / A$ | $A / E$ | $V_{e}$ | $r_{e}$ | $E A T / S$ | $S / A$ | $A / E$ | $V_{e}$ | $r_{e}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0,420485 | 0,340437 | $-0,19003$ | 0,716998 | $-0,11373$ | 0,1594 | 0,08309 | $-0,02378$ | 0,07056 | $-0,39732$ |
| $-0,39766$ | $-0,15761$ | 0,304237 | $-0,55775$ | 0,383784 | 0,117671 | $-0,03971$ | $-0,03569$ | 0,031494 | $-0,45117$ |
| 0,344399 | 0,527316 | $-0,15118$ | 0,452002 | $-0,05239$ | $-0,12807$ | $-0,08648$ | 0,07981 | $-0,06217$ | 0,40455 |
| 0,367864 | 0,12537 | $-0,07638$ | 0,252921 | $-0,11373$ | 0,18355 | 0,046312 | $-0,02059$ | 0,104894 | $-0,28091$ |
| 0,448457 | 0,768621 | $-0,22479$ | 0,581927 | $-0,18623$ | $-0,18109$ | $-0,00714$ | 0,039521 | $-0,09177$ | 0,352658 |
| 0,323775 | $-0,01638$ | $-0,04449$ | $-0,1128$ | $-0,16964$ | 0,183657 | $-0,15376$ | $-0,04357$ | 0,09028 | $-0,13832$ |
| 0,368225 | 0,070621 | $-0,10873$ | 0,142868 | $-0,33857$ | 0,02825 | $-0,27359$ | $-0,05238$ | $-0,00869$ | 0,235694 |
| $-0,56984$ | $-0,64732$ | 0,022938 | $-0,12589$ | 0,437794 | 0,024612 | $-0,02997$ | 0,023814 | 0,007221 | 0,182951 |
| 0,098577 | 1,004204 | 0,18064 | 0,035342 | 0,128984 | $-0,07266$ | $-0,3182$ | 0,0099 | $-0,02199$ | 0,287583 |
| 0,104399 | $-0,01393$ | $-0,09314$ | 0,044817 | $-0,08069$ | $-0,0048$ | 0,093203 | 0,00181 | 0,001316 | 0,279832 |
| $-0,49216$ | $-0,20876$ | 0,835571 | $-0,41093$ | 0,376542 | 0,1912 | 0,518488 | $-0,05255$ | 0,027325 | $-0,05239$ |
| 0,374004 | $-0,3385$ | $-0,04061$ | 0,317077 | $-0,05239$ | 0,55877 | 0,71537 | $-0,26703$ | 0,526874 | $-0,36106$ |
| $-0,219$ | $-0,4116$ | 0,111742 | $-0,12343$ | 0,383784 | 0,146444 | 0,314022 | $-0,21059$ | $-0,11132$ | $-0,60523$ |
| 0,1516799 | 1,411102 | 0,025355 | 0,205925 | $-0,05239$ | 0,115953 | $-0,05058$ | 0,014063 | 0,007161 | $-0,67354$ |
| 0,022395 | 0,054068 | 0,111715 | $-0,03922$ | 0,111126 | 0,128163 | $-0,59591$ | $-0,01224$ | 0,005388 | $-0,57922$ |
| 0,069354 | 0,002119 | 0,085889 | 0,046257 | $-0,04758$ | $-0,10678$ | $-0,34026$ | $-0,06166$ | $-0,02055$ | 0,291155 |
| 0,117862 | 0,303595 | $-0,04352$ | 0,09685 | $-0,14853$ | 0,289458 | $-0,20783$ | $-0,10076$ | 0,067127 | $-0,4833$ |
| 0,074479 | $-0,26658$ | $-0,01734$ | $-0,00681$ | 0,005128 | $-0,22031$ | $-0,61105$ | $-0,05443$ | $-0,04458$ | 0,390864 |
| $-0,00653$ | $-0,38402$ | 0,09989 | $-0,01115$ | 0,261547 | 0,157636 | 0,080373 | $-0,05436$ | 0,041219 | $-0,48804$ |
| 0,097279 | $-0,39602$ | 0,000642 | 0,037448 | $-0,00873$ | $-0,15042$ | $-0,56427$ | $-0,05026$ | $-0,02899$ | 0,473062 |
| $-0,13569$ | $-0,22225$ | 0,037247 | $-0,05452$ | 0,286558 | $-0,03032$ | $-0,0499$ | $-0,06956$ | $-0,00331$ | $-0,01955$ |
| 0,162319 | 0,700805 | $-0,02034$ | 0,147971 | $-0,13715$ | $-0,22369$ | $-0,15848$ | 0,057542 | $-0,04847$ | 0,144636 |
| $-0,1854$ | $-0,08477$ | 0,115212 | $-0,21875$ | 0,385787 | $-0,80964$ | $-0,26812$ | 0,074955 | $-0,20234$ | 0,386266 |
| 0,197688 | $-0,25613$ | $-0,11248$ | 0,13298 | $-0,15851$ |  |  |  |  |  |

Appendix 1 Input data of financial ratios
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#### Abstract

Double (or multiple) marginalization is often identified as the main source of a decentralized supply chain's (SC's) inefficiency. In its core lies the fact that if the agents constituting the SC choose their output prices according to the golden rule of profit maximization (that normally applies to a single firm that produces independently and sells directly to the end consumer), the prices in the SC tend to spiral up to an inefficient (equilibrium) level where both the consumer surplus and the SC's total profit are diminished. The aim of our research is to quantify this effect. In our previous papers, we analyzed the properties of SC's operating with linear cost and demand functions; the simple linear form enabled us to derive some explicit formulas that yield the discussed results. In a non-linear setting, meaningful general formulas can no longer be obtained. Therefore, we developed numeric algorithms to find equilibrium prices in SC's with non-linear demand and cost functions, and the analysis is carried out through numeric experiments with these algorithms. The aim is to establish to what extent the results from the linear model hold in a non-linear environment, and what the effect of the cost and demand functions' convexity/concavity is.


Keywords. Supply chains, multiple marginalization, serial architecture, parallel architecture, equilibrium prices.

## 1. Introduction

Double (or multiple) marginalization is often mentioned as one of the weaknesses of the supply chain as a form of a production system. The effect of multiple marginalization occurs when there's a lack of coordination between in the agents constituting the supply chain in setting their output prices. More precisely, it can be shown (see [1], [2]) that if all the agents behave as if they were a single firm that produces independently and sells directly to the end consumer, and choose their output prices according to the golden rule of profit maximization, the prices tend to spiral up to an equilibrium point. The equilibrium combination of prices yields a much lower profit than what could be achieved if the supply chain was coordinated (or centralized). Moreover, the final product of the supply chain is sold at high prices and in low quantities, thus reducing the consumer surplus. Therefore, we can observe that the equilibrium point of the non-coordinated (decentralized) supply chain is inefficient.

In our previous paper [8], we studied the properties of the equilibrium point of a decentralized supply chain operating in a linear environment; i.e., the function of demand for the chain's final product and the cost functions of individual agents were all linear. In this simplified setting, we managed to derive some explicit formulae that describe the equilibrium prices, profits and quantity demanded of the final product. Using these formulae, we can quantify the impact of multiple marginalization (in terms of the loss of profit-generating efficiency) and analyze some other phenomena, such as the distribution of the total profit between the individual agents or positive externalities of cost savings among the agents.

In this paper, we carry out a similar analysis for supply chains operating in a non-linear environment; i.e. the demand and/or cost functions are non-linear (typically smooth) real functions. With such a vague specification of cost and demand functions, meaningful general formulas can no longer be obtained. Therefore, in order to study the patterns in supply chains' behaviour in various settings, we developed generic numeric algorithms that find equilibrium prices in supply chains with non-linear demand and cost functions, and the analysis is carried out through numeric experiments with fictitious supply chains using these algorithms. The main aim of these experiments is to establish to what extent the results from the linear model hold in a non-linear environment, and what the effect of the cost and demand functions' convexity/concavity is.

In section 2, we outline the main model framework we use for studying the effect of multiple marginalization (the same framework is used regardless of linearity/non-linearity of cost and demand functions). In section 3, we summarize the main findings we drew earlier from the linear model. Section 4 discusses the numeric algorithms that find the equilibrium behaviour of a supply chain with non-linear functions. Section 5 presents an example of
one of the numeric experiments, which demonstrates the way the results were obtained; section 6 brings an overview of the results themselves.

## 2. Model Framework

First of all, we'll outline the main model framework we use for studying the effect of multiple marginalization. A supply chain in this framework is characterized by its following properties:

- number of agents,
- inverse function of demand for the final product,
- cost functions of individual agents,
- architecture of the chain.

Agents are numbered from 1 to $n$, where $n$ is the total number of agents. The numbering of agents reflects the order of agents in the production process; e.g. agent $n$ is the agent who sells the final production to end consumers. The inverse demand function expresses the quantity demanded of the supply chain's final production $(q)$ as a function of its price (i.e. the price charged by the $n$-th agent, $p_{n}$ ):

$$
\begin{equation*}
\delta: R_{0}^{+} \rightarrow R_{0}^{+}, q=\delta\left(p_{n}\right) . \tag{1}
\end{equation*}
$$

The total production cost of the $i$-th agent $\left(t c_{i}\right)$ is a function of production quantity. Without loss of generality, we can assume that each agent produces the same amount of output $q$, i.e. each agent in the supply chain contributes to the final product with one unit of their output. Using this convention, we can define the cost function of $i$-th agent ( $\gamma_{i}$ ) as

$$
\begin{equation*}
\gamma_{i}: R_{0}^{+} \rightarrow R_{0}^{+}, t c_{i}=\gamma_{i}(q) . \tag{2}
\end{equation*}
$$

The architecture of the supply chain explains how the agents are linked together. We distinguish three types of a supply chain's architecture (see figure 1): serial architecture, consisting only from one-to-one links, parallel architecture, made up by one many-to-one link, and combined architecture, which combines both kinds of links. A many-to-one link represents a situation where there are several agents (at the beginning side of the link) supplying different components of the final product that are later assembled together by the agent at the end side of the link.

Figure 1: Serial, Parallel and Combined Supply Chains


It follows from (1) and (2) that an agent's total cost can be expressed as a function of price $p_{n}$ :

$$
\begin{equation*}
t c_{i}=\gamma_{i}\left(\delta\left(p_{n}\right)\right) \tag{3}
\end{equation*}
$$

and the total profit of the supply chain $\left(\pi_{S C}\right)$ can therefore be calculated as the difference between total revenue and the sum of all costs along the chain:

$$
\begin{equation*}
\pi_{S C}=p_{n} \cdot \delta\left(p_{n}\right)-\sum_{i=1}^{n} \gamma_{i}\left(\delta\left(p_{n}\right)\right) \tag{4}
\end{equation*}
$$

From (4) it can be seen that with given demand and cost functions, the total profit of the chain is determined by the price of the final production. The output prices charged by the remaining agents only influence the way the total profit is distributed between the agents (without a direct impact on ). However, in a decentralized price-

In order to quantify the effect of multiple marginalization, we can use a gauge for the efficiency loss due to multiple marginalization (see [6],[8]). This gauge compares the total profit of a decentralized supply chain operating under the assumptions of multiple marginalization $\left(\pi_{D S C}\right)$ and the maximum profit attainable by the supply same chain if it were completely coordinated $\left(\pi_{C S C}\right)$. The resulting indicator is called the efficiency of a supply chain $(\varepsilon)$ and is calculated as the ratio of the two profits $\left(\varepsilon=\pi_{D S C} / \pi_{C S C}\right)$.

## 3. Linear Model of Multiple Marginalization: A Summary

In [8], we studied a simplified case where functions in (1) and (2) were all linear. Under these assumptions, we derived general formulae for equilibrium prices, quantity demanded and the agents' profits in all three types
of supply chain architecture. Similarly, we found the profit of the centralized supply chain ( $\pi_{C S C}$ ). From these formulae we can observe the following (for a more detailed record including the underlying formulae, see [8]):
a) The efficiency of a supply chain falls rapidly with the number of agents.
b) The efficiency of a serial chain is lower than that of a parallel chain with the same number of agents. The efficiency of a combined chain is between the two, depending on the actual structure.
c) Efficiency is related only to the structure of the chain (number of agents and architecture); it is not influenced by the parameters of the (linear) demand and cost functions. That means that two different supply chains with the same structure always exhibit the same efficiency, no matter what the demand and cost functions are (as long as they are linear).
d) There exist strong positive externalities of cost savings in the supply chain: if one of the agents reduces the unit cost of his production process, the profit of all agents increases. Moreover, the profit increases in the same proportion for all agents.
e) The distribution of profit between the agents depends only on the structure of the chain; i.e., the proportion of the total profit that is won by a given agent is determined by their position in the supply chain structure, regardless of the layout of costs inside the chain.

It further follows from $\mathbf{c}$ that a supply chain's efficiency is not affected by cost savings - as the profit of the decentralized chain rises due to the decrease in costs, so does the profit of its centralized counterpart, and both increase in the same proportion. Similarly, e implies that if one the production processes is moved from one agent to another one (resulting in a decrease in costs on one side and a corresponding increase on the other one), the individual profit of neither agent changes (nor does any other profit in the supply chain or the chain's efficiency).

## 4. Finding Equilibrium Prices in a Decentralized Supply Chain

As it was already mentioned, the aim of the research described in the following text is to find out whether (or to what extent) the findings of the linear model hold in case we let go the assumption of linearity. With general non-linear cost and demand functions, it's not possible to adopt the analytic approach we used for the linear model. Instead, we decided to use computer experiments and analyze numerous fictitious supply chains varying with respect to the shape of cost and demand functions. Before these experiments could have taken place, we had to develop numeric algorithms capable of finding the equilibrium combination of prices in a decentralized supply chain.

For the sake of simplicity, we studied only serial and parallel supply chains. Both the results from the linear model and common sense suggest that the properties of combined chains lie somewhere between those of the two extreme cases (i.e. serial and parallel chains).

### 4.1. Algorithm for a Serial Supply Chain

In a serial supply chain, an agent's equilibrium price has to maximize the agent's profit, given the input price (price of the preceding agent's output) and the firm-specific demand for the agent's output. The firm-specific demand is a function that explains the total response of the quantity of the chain's product demanded to a change in the output price by the agent in question. This response, however, includes the reaction of all the ensuing agents - a change of a price in the middle of a supply chain induces a chain of re-optimizing the output prices of those who follow in the production process. Therefore, the algorithm for finding the equilibrium prices in a serial chain goes from the last ( $n$-th) agent, whose firm-specific demand function is directly the function of demand for the chain's final product. To find firm-specific demand curves for the preceding agents, a concept of price reaction curves is adopted: a price reaction curve of the $i$-th agent (denoted $p_{i}^{\text {opt }}$ ) is a function of the $i$-th agent's input price ( $p_{i-1}$ ) and describes the price $p_{i}$ that the $i$-th agent chooses in order to maximize their individual profit, given that all the ensuing agents behave in the same way (i.e., try to maximize their individual profit). By compounding price reaction curves of ensuing agents, we can derive the firm-specific demand function for an arbitrary agent in the supply chain. Going from the end of the supply chain towards the beginning, we can devise price reaction curves from agent $n$ down to agent 1 ; agent 1 has no variable input price, and thus the firmspecific demand function alone determines the equilibrium price of this agent. The equilibrium prices of successive agents follow immediately from price reaction curves. The whole algorithm goes as follows:

Step 1: Formulate profit function of agent $n$ :
Step 2: Find reaction curve $p_{n}^{o p t}$ given by

Step 3: $\quad$ Set $i=n-1$.
Step 4: Formulate $\psi$ by function composition:

$$
\begin{aligned}
& \pi_{n}\left(p_{n}, p_{n-1}\right)=\left(p_{n}-p_{n-1}\right) \cdot \delta\left(p_{n}\right)-\gamma_{n}\left(\delta\left(p_{n}\right)\right) . \\
& p_{n}^{\text {opt }}\left(p_{n-1}\right)=\underset{p_{n} \in R_{0}^{+}}{\operatorname{argmax}} \pi_{n}\left(p_{n}, p_{n-1}\right) .
\end{aligned}
$$

$$
\psi=p_{i+1}^{o p t} \circ p_{i+2}^{o p t} \circ \ldots \circ p_{n}^{o p t} \circ \delta
$$

Step 5: Formulate profit function of $i$-th agent:

$$
\begin{aligned}
& \pi_{i}\left(p_{i}, p_{i-1}\right)=\left(p_{i}-p_{i-1}\right) \cdot \psi\left(p_{i}\right)-\gamma_{i}\left(\psi\left(p_{i}\right)\right) . \\
& p_{i}^{\text {opt }}\left(p_{i-1}\right)=\underset{p_{i} \in R_{0}^{+}}{\arg \max } \pi_{i}\left(p_{i}, p_{i-1}\right) .
\end{aligned}
$$

Step 8: Go to Step 4.
Step 9: Find equilibrium price of agent 1 from

$$
p_{1}^{e q}=\underset{p_{1} \in R_{0}^{+}}{\operatorname{argmax}} \pi_{1}\left(p_{1}, 0\right)
$$

Step 10: Set $i=i+1$.
Step 11: Find equilibrium price of $i$-th agent from

$$
p_{i}^{e q}=p_{i}^{o p t}\left(p_{i-1}^{e q}\right) .
$$

Step 12: If $i<n$, go back to step 10 , else finish.
In a software implementation of the algorithm, the crucial steps are steps 2 and 4 - approximating the price reaction functions. Typically, one calculates values of the reaction function in sufficiently many points (this involves finding the profit-maximising output price for varying input prices) and approximates these values by a polynomial of a chosen degree.

### 4.2. Algorithm for a Parallel Supply Chain

In a parallel supply chain, the way the prices affect one another is a bit more complex, and so is the algorithm that finds the equilibrium. Due to limited extent of this paper, we won't discuss the algorithm in detail; its thorough description is the sole purpose of our paper [9] (in Czech only). The complication here is of course the parallel position of the agents in the first level of the supply chain. It can be shown that the selection of output prices by these agents can be modelled as a non-cooperative game, the solution to which is the Nash equilibrium combination of prices. The main task of the algorithm for parallel chains is to find a combination of prices of the first-level agents that satisfies the conditions of Nash equilibrium.

Both of the mentioned algorithms were implemented in Matlab and work with virtually any smooth function in the role of supply and demand. They were used in computer experiments, the aim of which was to analyze the impact of convexity/concavity of cost and/or demand functions. The analysis was carried out in the following way: we prepared data for several supply chains that were all identical as far as their structure was concerned, only the cost and/or demand functions varied slightly between the individual cases; for instance, the cost function stretched from those exhibiting economies of scale to those representing diseconomies of scale in production, while being quite similar in absolute measure. The equilibrium values were calculated for all of them, and the comparison provided us with some clue as to what the impact of the shape of the cost function is. Section 5 gives an example of one of such experiments.

## 5. Numeric Experiments: An Example

In this example, we compare the properties of 42 serial supply chains, all of them consisting of 4 successive agents. We consider 7 alternative demand functions and 6 different cost functions (in each chain, agents have identical cost functions]; the shapes of these functions are depicted in graph 1. The demand functions are in the form

$$
\begin{equation*}
\delta(p)=a \cdot(p+100)^{\alpha}+d \tag{5}
\end{equation*}
$$

where the convexity of the function is controlled by the parameter $\alpha$ that takes on the following values: $1,0.67$, $0.33,-0.1,-0.5,-1,-1.5$; parameters $a$ and $d$ are set so that the demand function intersect the $p$ and $q$ axes at values 1,000 and 10,000 , respectively (see graph 1). The cost functions are given by

$$
\begin{equation*}
\gamma_{i}(q)=c_{i, 1} \cdot q^{c_{i, 2}} \tag{6}
\end{equation*}
$$

The convexity/concavity of the cost function results from the value of the parameter $c_{i, 2}$ that ranges from 0.6 to 2 (see graph 1). Values lower than 1 yield a concave cost function that exhibits economies of scale; values greater than one result in convex curves, reflecting the costs of a production process with diseconomies of scale. Altogether, we have six different cost functions; three of them represent various degrees of economies of scale, two of them exhibit diseconomies of scale, and one of them is linear (with proportional scaling).


Graph 1: Example - Demand and Cost Functions
By combining the 7 demand functions and 6 cost functions, we obtain 42 different serial supply chains. To all these supply chains we applied the algorithm from section 4.1 to find the equilibrium values for the decentralized chain. The profit of a centralized chain is simply the maximum of function (4); this is a function of a single variable $p_{n}$ the maximum of which can be found using standard numeric procedures.

If we compare the results for different supply chains, we can observe the impact of convexity/concavity of demand and cost functions on key indicators such as the efficiency or the distribution of profit between the agents. Graph 2 shows the efficiency plot for all the 42 supply chains; the horizontal axes show the demand and cost function parameters $\alpha$ and $c_{i, 2}$ that control the shape of the demand and cost functions, respectively, and the vertical axis measures the efficiency $(\varepsilon)$. The transparent surface in the chart represents the efficiency level from the linear model (note that in the linear model the efficiency is not dependent on the cost and demand functions).

Graph 2 reveals the way the degree of economies of scale affects the efficiency of a supply chain. Consider an arbitrary point on the brown efficiency surface. As we move from this point parallel with axis $c_{i, 2}$ towards higher values of $c_{i, 2}$, the efficiency of the chain increases. In graph 1 , we can see that the lower the values of $c_{i, 2}$, the higher the degree of economies of scale. This implies that supply chains with production processes exhibiting diseconomies of scale are more efficient than those with (positive) economies of scale. Analogously, we can analyze the effect of convexity of the demand function. Moving parallel with axis $\alpha$ towards lower values of $\alpha$ decreases the efficiency; thus, we can conclude that convex demand function yield lower efficiency values.


Graph 2: Example - Efficiency in a Serial Supply Chain
In a linear setting, it holds that in a serial chain with 4 agents, the ratio of the profit shares of agents $1,2,3$ and 4 is $8: 4: 2: 1$. Graph 3 shows the profit shares of the individual agents (expressed as a percentage of the
total profit). The profit shares of agent 1 in various supply chains are represented by the topmost green surface; below are the profit shares of agent 2 (blue surface) and so on. The ratio from the linear model can be seen at the point where $\alpha=1, c_{i, 2}=1$. We can observe that moving parallel with the axis $c_{i, 2}$ has little effect on profit shares. Therefore, we can infer that there's no significant impact of economies of scale on the distribution of profit in a decentralized supply chain. However, if we move along the axis $\alpha$ from value 1 (linear demand) to lower values (convex demand), the profit shares get closer to one another. Even though the ratio changes, the ranking of profits remains the same in all studied supply chains (agent 1 realized the biggest profit etc.).


Graph 3: Example - Profit Shares of Individual Agents in a Serial Supply Chain

## 6. Numeric Experiments: A Summary

The example from section 5 is only one of the numerous experiments that have been carried out with nonlinear demand and cost functions. Here is a brief summary of the most important results (all refer to decentralized supply chains):

- Many of the findings from the linear model hold in a non-linear environment as well, e.g. the impact of the chain's size and architecture on its efficiency or the existence of strong positive externalities of cost savings.
- Convex demand functions and economies of scale of production processes tend to slightly diminish efficiency (note that in a linear setting, the parameters of cost and demand functions do not matter as far as efficiency is concerned).
- Unlike in linear model, the shape of cost and demand functions affects the distribution of profit between the agents; on the other hand, the ranking of individuals profits from the linear model holds.
- If a production process exhibits economies of scale, it is possible to increase the total profit of a decentralized chain by moving this process towards the end of the chain.


## 7. Conclusions

In this paper, we briefly outlined the methods we used for studying multiple marginalization in supply chains that operate in a non-linear environment, and discussed the most important results. The results were compared to the linear model (the object of our previous research, [8]), where a general analytic description of the studied indicator can be found. Within the selected model framework (section 2), we'd like to think we have carried out a thorough and complete analysis. However, there can be many meaningful modifications to the described model framework that are worth studying. For instance, Corbett and Karmakar in [3] study a linear model of supply chains where a many-to-one link represents agents supplying the same component, so that the output of these agents is substitutable (as opposed to the complementary relation we used in this paper). In our current research, we study the same model as in this paper where the price selection is limited to a discrete scale.
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#### Abstract

Problems of quantification of regional disparities are a frequently discussed topic today. The solvers from the Faculty of Economics are engaged in its solving within the Ministry for Regional Development research project No. WD-30-07-1. Based on the analysis of Strategy of Regional Development of the Czech Republic for the years 2007 to 2013 and Programme of Development of Individual Regions there were identified twenty six indicators that are used for measuring regional disparities on different levels from municipalities to regions. In the next phase of the research a municipality was determined as a basic unit for investigation. The obtained data about all 6,240 municipalities were analyzed by factor analysis. As a result eight factors which have a significant influence on disparities of the municipalities were recognized. These factors are: unemployment, domicile attractiveness, population density and allocation, age structure, civil amenities, economic structure, sustainable development and economic activity. In the second phase of the research all mayors of municipalities in the Czech Republic were contacted through a questionnaire. The aim was to evaluate the degree of relationship between the results of statistical data analysis and mayors' opinions on economic situation in their municipalities. Therefore eight chi-square tests of independence for the above eight factors were done. The tests inform whether there is a relationship between the new methodology of research of municipalities' development dynamics and mayors' opinions on economic strength or weakness of their municipality. The tests were supplemented by measures of a relationship between the two variables. At the end of the paper authors try to explain why there is a more striking agreement in the variables in case of some factors and why there is no relationship between the two variables for other factors.
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## 1 Introduction

Generally, the term disparity means an inequality, disharmony or difference. In reference to regional problems, it means differences on the socio-economic level of particular territorial units, either administrative regions (e.g. regions, municipalities) or natural micro-regions.

The quantification of regional disparities falls into important spheres of a regional policy according to the law on the support of regional development [8]. The provision of the law says that central authorities should enable balanced development of a state, and should balance the differences among the levels of particular territorial units. This is the reason why it is necessary to create a suitable methodology that will enable measurement of the regions' current socio-economic level, and will consequently change this level after the implementation of the projects that focus on the improvement of the situation in a region.

The paper proposes the methodology of an economic situation evaluation in municipalities which was created by the research team of the Faculty of Economics in Liberec under the support of the Ministry for Regional Development project No. WD-30-07-1. The data about municipalities obtained by the Czech Statistical Office (CZSO) were used. After processing these data, a questionnaire survey in municipalities was carried out. The aim of this questionnaire survey was to learn mayors' or other representatives' of the municipal councils opinions on the situation in the locality. The second part of the paper follows the comparison of results of both research methodologies.

## 2 Approaches to quantification of regional disparities

Namely the Ministry for Regional Development, regions of the Czech Republic, the CZSO and other research workplaces deal with the measurement of regional disparities. The Ministry for Regional Development elaborated The Strategy of Regional Development of the Czech Republic in 2000. This document was innovated first in 2003 and then in 2006. The regions requiring a concentrated support from the state were defined within
the framework of this document. These regions were classified as structurally depressed and economically weak regions, and regions with the above-average unemployment. A number of used indicators and their weights kept changing. Nine indicators were used in 2000; just four were used in 2006 - more in [7]. A determination of other problematic spheres is in the regions' hands. The methodologies of the regions are described in the programmes of development of particular territorial units in regions. The analyses of these methodologies [7] were conducted and it is possible to assert that these methodologies are totally incomparable in reference to the administrative determination of economically weak regions, number of used indicators, and calculated procedures.

The Czech Statistical Office elaborated publications called "Regional differences in demographic, social and economical development in $2000-2005$ " for every region. The differences were evaluated in the level of administrative regions of municipalities in four spheres: D - demographic environment, S - social environment, E - economic environment, I - infrastructure.

A uniform methodology based on the calculation of a synthetic indicator for each administrative district and for each of four observed spheres was used in all the regions except three regions (Liberecký, Středočeský and Vysočina). Fifty-two indicators were used in total; the weights were set up by the method of paired comparisons. An aggregate indicator was framed as a weighted average of evaluations represented by school grades (from 1 to 5) for particular indicators within the frame of a sphere. More information is in [1].

There are other research workplaces dealing with the problems of disparity evaluations in the Czech Republic, e.g. VŠB-TU Ostrava, University of West Bohemia in Plzeň, and Technical University of Liberec (TUL). The research team from VŠB-TU suggested a two-step system of monitoring and evaluating disparities. More is in [4].
D. Martinčík from the University of West Bohemia suggested the duodevigintigon, which consists of 3 basic spheres (macroeconomic output, growth potential, quality of life), for monitoring the socio-economic level in particular regions. Each sphere is divided into 7 indicators. The first and the last sphere indicators are common to their neighbouring spheres. The simple averages for particular spheres are calculated for the final comparison [5]. By this method it is possible to compare a region with another one and with an average level of the Czech Republic.

The basic idea of the research team of the Faculty of Economics at TUL was based on the hypothesis that no completely economically weak municipality exists. This team tried to detect basic factors of municipality development dynamics with the help of a multiple data analysis. The results of the analysis were used while creating the cartograms of natural regions that have to solve problems with low development dynamics in a certain problematic sphere. Furthermore, a municipalities' database was elaborated. Thanks to the database values particular factors can be defined and compared to average values. Moreover, a number of factors in which a municipality achieves development dynamics above or under the average can be specified.

## 3 Research Methodology

The statistical data analysis was realized in the first phase of the research from June 2007 to March 2008. The base for the analysis was 26 indicators used in Strategies of Regional Development. A factor analysis seemed to be a suitable method for the data processing. It allows a reduction of the originally large number of indicators to a smaller one without losing too much information.

The factor analysis is a method whose main aim is to reduce a set of observable variables in terms of a small number of latent factors. The essential assumption of this method is that a number of unobserved latent variables (factors) that explain the correlations among observed variables exists. A detailed description of this method is in [2].

Steps of the factor analysis:

1. Preparation of the data set for the analysis - Data of 26 indicators for 6,240 municipalities were pasted into the MS Excel 2007 file.
2. The data were imported into the statistical programme STATGRAPHICS CENTURION XV.
3. Making decisions on the number of factors - The factors were extracted by the principal component method. The number of them is based on the eigenvalue of a matrix criterion. The factors with the eigenvalue greater than 1 are considered as statistically significant. Furthermore, the factors were required to explain at least $60 \%$ of variation because this is a limit that it is to be considered as satisfactory in social sciences.
4. Rotation of factors - The reason for realizing it is to simplify the interpretation of data. The Varimax method was chosen.
5. Evaluation of factor weights - A simple rule exists here: the greater the magnitude of the factor weights the more important the factor is in the interpretation of the factor matrix. The squared weight represents a part of the total variation of the variable explained by a factor.
6. Identification of factors - It belongs to the most difficult steps of the analysis. It results from the factor weights. Indicators with larger weights are considered to be more important with the reference to their influence on the economic weakness or strength of municipalities, and it is necessary to name them correctly.
7. Estimation of the factor score - It means values of a factor for particular municipalities. These values can be transmitted into maps and allow determination of areas with similar properties.

The technique and results of the analysis were presented in [7]. Originally, we worked with 26 indicators. This number was reduced to 8 factors which can explain nearly $64 \%$ of the total variation of the original data. The factors are: unemployment, domicile attractiveness, population density and allocation, age structure, civil amenities, economy structure, sustainable development, economic activity.

In the second phase of the research, the researchers carried out the questionnaire survey in all the municipalities of the Czech Republic. The questionnaire was tested on a sample of 100 municipalities in the Liberec region - see [3]. After finishing the factor analysis, the questionnaire was revised because its structure was required to copy 8 factors in relation to their meaning. At the same time, the knowledge from the pilot survey concerning the questions formulation and their understanding were included to the questionnaire. Most of the respondents were municipality mayors [6]. The questionnaire was sent in a form of a book in June, 2008. 1,357 questionnaires came back from the total of 6,249 sent ones. The rate of return was less than $22 \%$. Not every questionnaire could be analysed because of formal mistakes. Just 1,078 questionnaires were analysed. This number had to be reduced to 994 because of other mistakes.

## 4 The comparison of results of economic level evaluation methodology and results from the questionnaire survey in municipalities

First, it must be stressed again that one of the main aims of the questionnaire survey in municipalities was to discover how mayors (or other members of the municipal councils) perceived the actual economic situation in their municipalities, and compare their opinions with the results provided by the new methodology of economic level evaluation in municipalities.

We selected the questions from the questionnaire in which the respondents evaluated each of the 8 factors named above individually. These questions were:

- Do you consider the unemployment to be a problem in your municipality?
- Do you consider your municipality to be attractive for permanent living?
- Do you consider a settlement allocation in your municipality to be a problem?
- Do you consider the age structure in your municipality to be a problem?
- Do you consider the state of civil amenities in your municipality to be a problem?
- Do you consider the economic structure in your municipality to be a problem?
- Do you consider the state of the environment in your municipality to be a problem?
- Do you consider the economic activity in your municipality to be a problem?

Possible answers were "yes" or "no".
In order to find out whether both variables - results from the methodology and opinions of municipality mayors - are mutually dependent, we used the chi-squared test of independence for each factor. We tested the null hypothesis that there is no relationship between the two variables, i.e. the results from the methodology and mayors' evaluation of a given factor are independent. The alternative hypothesis states that there is a relationship. The test statistic known as Pearson's $\chi^{2}$ was modified using Yates' correction for continuity. If the null hypothesis was rejected, we computed the Pearson's R. This statistic measures the degree of association between the two variables. All the null hypotheses were tested on the 0.05 level. We used a statistical programme STATGRAPHICS CENTURION XV for all the computations.

### 4.1. Factor 1 - unemployment

The data about the unemployment are displayed in the contingency table - see table 1 .

| Is unemployment in the <br> municipality a <br> problem? <br> (Methodology) | Do you consider unemployment <br> as a problem in your <br> municipality? (Mayors) |  | Total |
| :--- | :---: | :---: | :---: |
|  | NO | YES |  |
| NO | 393 | 121 | 514 |
| YES | 211 | 269 | 480 |
| Total | 604 | 390 | 994 |

Table 1: Frequency Table for results of the methodology and mayors' opinions on unemployment
The table 1 shows that the agreement between the methodology and mayors occurs in 662 cases. It contains 393 municipalities where unemployment is a problem, and the methodology found them to be problematic with regard to unemployment too. The rest of the 269 municipalities do not have a problem with unemployment, and the methodology identified them to be without problems with unemployment as well.

We tested the null hypothesis that there is no relationship between the results obtained by the new methodology and mayors' opinions on unemployment. The P-value for this test is 0 , so the null hypothesis is rejected.

The Pearson's R was computed. Its value is 0.333 . The association between the two variables is quite weak and positive. It means that the agreement of the both "opinions" occurs more often than disagreement.

The results of the test were supplemented with the $95 \%$ confidence interval for $\pi$ (a proportion of agreement of the two variables). The $95 \%$ confidence interval shows that the values of $\pi$ fall between 63.6 and $69.5 \%$.

### 4.2. Factor 2 - domicile attractiveness

757 mayors answered the question about attractiveness of their municipality positively. But when we focus on monitoring the number of agreement and disagreement, we can find out that there are 551 cases with agreement between the methodology and mayors. There are 68 mayors who consider their municipalities to be unattractive for permanent living, and the methodology gives the same result. The rest of 483 mayors think that their municipalities are attractive for permanent living, and the methodology makes the same conclusion.

The test of independence and the computed P -value 0.041 showed that there is dependence between the results of the methodology and mayors' opinions. The value of Pearson's R is quite surprising because it is negative. The value is -0.067 . It means that there are more cases in which the methodology says no and mayors yes, and vice versa.

We supplement the test of independence with the $95 \%$ confidence interval for $\pi$ (a proportion of agreement of the two variables) again. The proportion of agreement is between 54.2 and $58.5 \%$ at the $95 \%$ confidence level.

### 4.3. Factor 3 - population density and allocation

The questionnaire survey provided the information that 181 mayors consider settlement allocation to be a problem, and 813 mayors have a contrary opinion. Another information resulting from the survey shows that 403 mayors identify this factor to be unproblematic, and at the same time the methodology makes the same conclusion. Problems with the settlement allocation are in 109 municipalities according to the results of the methodology and mayors' opinions.

The test of independence led to a rejection of the null hypothesis that supposes independence of the two variables. So, the test proved that there is dependence between the results of methodology and mayors' opinions. The P-value is 0.021 . The value of Pearson's $\mathrm{R}(0.076)$ informs us that the dependence between the two variables is very weak and positive. It means that there are more cases in which both the "opinions" say yes together, and vice versa.

We can add the information about the proportion of an agreement of the two variables at the $95 \%$ confidence level again. The proportion is between 48.3 and $54.6 \%$.

### 4.4. Factor 4 - age structure

The age structure is considered to be problematic in 431 municipalities and unproblematic in 563 ones according to mayors' opinions. 594 cases were recorded in which the methodology and mayors have the same view of the factor of age structure. There are 368 municipalities without troubles with age structure. 226 municipalities identified this factor as problematic together with the methodology.

The test of independence showed that there exists the dependence between both views of this factor because P -value equals 0 . The value of Pearson's R is 0.179 . So, the dependence between the two variables is weak and positive.

The proportion of the same opinions of the methodology and mayors is between 56.7 and $62.9 \%$ at the $95 \%$ confidence level.

### 4.5. Factor 5 - civil amenities

611 mayors answered the question about the state of civil amenities in their municipality "yes" and 383 mayors said "no". We found 239 cases in which the methodology and mayors identified the state of civil amenities in a municipality as unproblematic. 347 municipalities have problems with this factor and the methodology came to the same conclusion.

The test of independence leads to a rejection of the null hypothesis because the P -value is 0 . The dependence between the two variables is weak and positive. This information is provided by Pearson's R that equals 0.187 .

The $95 \%$ confidence interval for proportion of an agreement of methodology and mayors is 55,8 to $62.0 \%$.

### 4.6. Factor 6 - economic structure

The economic structure seems to be a problem in 407 municipalities. The rest of the municipalities (587) do not have any problem. There are 214 cases in which the methodology and mayors consider the economic structure to be unproblematic. 306 municipalities have a problem with this factor and the methodology confirms that.

We accept the null hypothesis in the test of independence because P -value is greater than given significance level $\alpha$. P-value equals 0.163 . So, the dependence between the two variables was not proved by the test.

We can notice that the proportion of the same opinions of methodology and mayors is between 49.1 and $55.4 \%$ at the $95 \%$ confidence level.

### 4.7. Factor 7 - sustainable development

226 mayors feel the state of environment in their municipalities to be a problem while 768 mayors are satisfied with the environment in their municipalities. The methodology and mayors identified this factor as problematic in 127 municipalities. The methodology and mayors do not find this factor problematic in 355 municipalities.

The null hypothesis in the test of independence is not rejected at 0.05 level because P -value is greater than it. P -value equals 0.572 . So, the result is that there is no relationship between the two variables. It means that mayors' opinion is not connected with results of the methodology.

We add the information about the $95 \%$ confidence interval for $\pi$ (a proportion of agreement of the two variables) again. $\pi$ is between 45.4 and $51.7 \%$ at the $95 \%$ confidence level.

### 4.8. Factor 8 - economic activity

We found out that the economic activity is a problem for 509 mayors, and 485 mayors considered this factor to be unproblematic. At the same time we learnt that this factor was identified as unproblematic by mayors and the methodology in 198 municipalities. 310 municipalities do not have a problem with the economic activity according to the results of the methodology and opinions of mayors.

The test of independence leads to an acceptance of the null hypothesis because of the large P -value ( 0.623 ). So, the test is evidence that the relationship between evaluation of this factor by the methodology and mayors do not exist. The last note is related to the $95 \%$ confidence interval for $\pi$ (a proportion of agreement of the two variables). The proportion is between 47.9 and $54.3 \%$.

## 5 Conclusion

When summarizing the results of our research we can say that the dependence between the results of the methodology and mayors' evaluation was proved at factors No. 1 to 5, i.e. unemployment, domicile attractiveness, population density and allocation, age structure, civil amenities. All the dependences were positive and weak or quite weak. The exception is factor 2 - domicile attractiveness. The dependence of the two variables was negative at this factor. The mayors' evaluation and evaluation of the methodology are independent at factors 6, 7 and 8, i.e. economic structure, sustainable development and economic activity.

It is necessary to find reasons why some "opinions" are dependent and others are independent. These causes can be divided into two spheres. The first cause can be an interpretation of particular factors. As written above (chapter 3) the interpretation and the name of the factors are the most difficult tasks of the factor analysis. The factor analysis gives the information which indicators have a dominant weight in the given factor. The evaluation of the methodology is based on statistical data collected in municipalities. On the other hand, the municipality mayors can express the same term in a different way. This idea is supported by the results of our analysis. The positive dependence was proved at the factor of unemployment, civil amenities, and age structure. These terms are generally well known. On the other hand, the independence was accepted at the factors of economic structure, sustainable development and economic activity. Knowledge of professional terms plays an important role here. It is necessary to realize that municipality mayors are mostly not specialists in economics, demography, environment etc. We have to take into account the fact that the questionnaire is quite extensive as well. A few first questions could be answered more carefully than the last ones.

The second cause of a different view of the factors can be found in the emotive sphere. We suppose this influence at the evaluation of factor 2 - domicile attractiveness. Though, the official data show low attractiveness for permanent living, municipality mayors can inhibit this fact by their relationship to the surrounding countryside etc. and thus they may feel the municipality is attractive for living.

The analysis shows that we should modify the questionnaire. We will append the interpretation of the factors and exclude some less important questions. The questionnaire will not be so long, and the answers could be more exact. We are planning to realize the new survey in $1 \%$ municipalities which will be selected randomly.
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