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Foreword

We are honoured to present you the Conference Proceedings devoted to the best selected contributions
presented at the 38th international conference Mathematical Methods in Economics organized by Mendel
University in Brno, Faculty of Business and Economics, under the auspice of the Czech Society of Operations
Research, the Slovak Society for Operations Research, and the Czech Econometric Society. The conference
was held in Brno, September 9-11, 2020.

This traditional meeting brings together academicians and professionals interested in the theory and appli-
cations of operations research and econometrics and it serves as a significant event in the field. We believe
that the selected conference papers published in this proceedings will help you to develop new ideas to make
the world a better place for life.

We welcomed more than 130 researchers who also served as discussants of the papers and helped to improve
the quality of the research results presented during the conference days. Moreover, we hosted two distin-
guished well-known speakers who contributed to the conference programme with their speeches. Prof. Jesus
Crespo Cuaresma (Vienna University of Economics and Business) gave a speech on a Model Uncertainty in
Econometrics and Dr. Peter Molnar (University of Stavanger Business School in Norway) contributed to the
discussion on the topic of Online attention at the Financial Markets.

In the presented Proceedings you find 103 papers which were selected based on the peer-review process.
The contributions follow new trends in econometrics and operations research, and build bridges between
researchers, academicians and practitioners in the industrial and institutional sectors sharing recent theo-
retical and applied results.

Finally, we would like to thank to all conference participants for their inspiring contributions. Furthermore,
we are grateful to all the reviewers and the members of the scientific committee for their contribution to the
organisation of this high-level scientific conference.

Let us also thank the members of the organising team for their support and hard work which contributed to
the successful organisation of the conference.

Brno, September 2020 Svatopluk Kapounek
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Likelihood-Ratio Test and F-test for Two Exponential

Means Equality: a Monte Carlo Power Exploration
Vaclav Adamec?

Abstract. In statistical practice, the exponential distribution is frequently evoked
to explore problems of survival or utility times or in general, time to event sce-
narios. This study investigates power of statistical tests to verify equality of two
exponential distributions: a traditional F-test and a likelihood-ratio test (LRT) in
common and approximate variants. The tests were examined for power in both
exact and bootstrapped forms. Two Monte Carlo simulations were set up to re-
search the test power in response to the combined sample size, size of samples
generated from the exponential distributions and mean ratio as a measure of the
population means inequality. 15,000 MC runs were generated with additional
1,000 resampled data for the bootstrapped alternatives. The rejection rates gen-
erally increased with sample size, balanced samples and inequal means. Power
was found inadequate for n < 30 in all examined combinations. A similar power
was found, when samples were balanced, although it turned divergent with more
unbalanced data. The bootstrapped tests generally showed increased empirical
test size relative to nominal « = 0.05 and superior power over the exact tests for
simulated combinations with greater means occurring in large samples.

Keywords: Monte Carlo simulation, exponential distribution, F-test, likelihood-
-ratio test, bootstrap, power

JEL Classification: C12, C15, C41
AMS Classification: 65C05

1 Introduction

In statistics, the exponential distribution is often considered to model mathematically utility time, survival
time or times between two or more successive events, which occur randomly and independently. For ex-
ample, assuming individuals request service at the call center independently, the waiting times between the
successive calls can be shown to be exponentially distributed.

The random variable X is said to follow the exponential distribution, i.e. X ~ Exp(9), if its probability den-
sity function (pdf) is fy(x) = de % forx > 0, > 0 or fy(x) = 0, otherwise. Under the same condi-
tions, the cumulative distribution function (cdf) is Fx(x) = 1 — e~%* and its inverse, the quantile function
Fy'(x) = —In(1 — p)/J, where p denotes probability p € [0, 1] associated with the quantile. For illustra-
tion, probability density and distribution functions for X ~ Exp(3/4) are presented in Fig. 1. It is noticeable
that with increasing rate parameter 4, the probability of X assuming small values increases and the long-run
mean of the distribution becomes lower.

Moment-based characteristics of the exponential distribution depend on parameter §, which could be in-
terpreted as value of the pdf function corresponding to zero value of X, i.e. 6 = fx(x = 0). Specifically, the
expected value (mean) of the distribution is

E(X) = / xfx(x)dx = / xde~dx = 1/0, (1)
0 0
and the variance

Var(X) = E(X*) — E(X)? = 2/6* —1/6% = 1/6, (2)

since E(X?) = 2/§2. This implies that the expected value and standard deviation of the exponential distribu-
tion are both equal to 1/4. The exponential distribution is known to have memoryless property, implying that

1 Mendel University, School of Business and Economics, Department of Statistics and Operational Research, Zemédélska 1, 613 00
Brno, Czech Republic, vadamec@mendelu.cz
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Figure 1 Probability density (left) and distribution function (right) of the exponential distribution with
0=3/4.

P(X > t+ w|X > w) = P(X > t). Proof thereof can be found in Chihara [3]. Standardization transformation
Y = X yields Y ~ Exp(1), where E(Y) = Var(Y) = 1.

Objective of this study is to simulate and investigate power of exact and bootstrapped two-sample statistical
tests to verify equality in means of two exponential distributions via the simulation method of Monte Carlo
(MC), which is one of the frequently applied methods. The power is expected to naturally oscilate with sam-
ple size, ratio of the means and sample size ratios. The statistical tests investigated include traditional exact
F-test, exact likelihood ratio test, both regular and approximate, and boostrapped F-test and boostrapped
likelihood-ratio test (F-test variant). Bootstrap modifications of the tests were also included in this study;,
since resampling could potentially increase power of statistical tests under specific scenarios. The empirical
power curves are expected to assist the analyst with comparing competing statistical tests, selecting the best
performing test for concrete data or refraining from use of insufficiently powerful test.

2 Material and Methods

2.1 Statistical Tests
F-test

Traditional F-test to verify equality of two exponential means is technically the same as for testing parameter
equality of two Poisson distributions, as stated in Cox [4]. Specifically, the test hypotheses are defined H :
pix/py = 1vs. Hy : pix/py, # 1. Assuming x;, i = 1,2,...,nyand y;,j = 1,2,. .., n; are realized waiting times
to event, which originated from two exponential distributions with rate parameters §; and §,. The sample
means of the distributions are estimated via ji, = ny* S xiand g, = nyt Z]Zly,-. The test statistic is
calculated as a proportion F,ps = fix//1, following F-distribution with dfy = 2n; and df; = 2n; degrees of
freedom under Hy. The null hypothesis is rejected, if Fops < Fo/2:2n,52n, OF Fobs = Fi_a/2;2n,;2n,, @S given in
Han [6]. P-value is computed via P = 2min(Fzp,:2n, < Fobs; Fany;2n, > Fobs). Due to relationship between
E(X) = p and 4, the hypotheses verified by F-test relate directly to the parameters and thereby validate
homogeneity of the exponential distributions.

(1 — o) x 100% two-tailed confidence interval for the ratio of the means can be constructed from the prob-
abilistic statement (3) and used for testing statistical hypotheses

1 1 (i 1
P(’f*ﬁ’“é’fx)la. (3)
by Fi_aj22ni2n, ~ My~ By Fay2:2n,2n,

Variant of the F-test based on resampling was implemented via applying principles of the nonparametric
bootstrap. It assumed generating B = 1, 000 bootstrap samples with replacement from the combined data
x; and y; of size ny, ny, respectively and calculating ratios F* = [L;‘//l; from the bootstrap samples, simulating
thus the distribution of the test statistic under the asumption of mean equality. Provided F,,; > 1, p-value
of the bootstrapped F-test is computed via P = 2min(p;, pr), where p, = B~! Zle I(F* < Fups), pr =
B! Z?zl I(F* > F,ps) and I(.) indicates a binary indicator function. If Fo5; < 1, then the respective left-
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tailed and right-tailed probabilities were p;, = B~1 S0 I(F* < 1/Fops) and pp = B-1 S0 I(F* > 1/Fop).
Likelihood Ratio Test

The likelihood ratio (LR) test is generally based on the -log likelihood ratio directly computed in (4) and
identical to the formulas used in Lee [7]

np 1 ny n; !
—InA(F) =niln| — + +nyln (| — + Fops | + n1in + nyln . 4
(F) = m <nz Fobs> 2 <n1 b) ! <n1+nz) ? (n1+nz> S

Under the assumption of mean equality, —In\(F) = 0. Provided F,;s > 1, aleft-tailed FLbS must be identified,

0
producing the same numerical value of the negative log likelihood ratio —InA(F), as illustrated in Fig. 2.
Consequently, a two-tailed p-value of the LR test can be easily computed as a sum P = P, + Pg, where
P, = P(Fan,.2n, < Ft, ) and Pg = P(Fan,.2n, > Fops). Alternatively, an approximate p-value can be obtained

obs

via finding P(x7 > —2InA(F)).

~Log likelhood rato

Figure 2 Negative log likelihood ratio (left) and probability density (right) for the ratio of the means; par-
tially modified and adopted from https://stats.stackexchange.com.

Due to the fact that distribution of the mean ratio test statisticis strongly positively skewed, bootstrap variant
of the likelihood ratio test was built based on a method of nonparametric bootstrap. B = 1, 000 bootstrap
samples with replacement from x;, y; of respective size ni, n, were generated and F* ratios were received.
95% confidence interval for the mean ratio was constructed from 0.025 and 0.975 percentiles of the re-
sampled ratios F*, as presented in Efron [5] or Ruppert [9]. Finally, the null hypothesis of mean equality
was rejected, if the 95% confidence interval failed to include unity. This approach was facilitated by the
one-to-one relationship between confidence intervals and hypothesis tests, as noted in Chernick [2].

2.2 Monte Carlo Simulations

To pursue objectives of this research, two separate Monte Carlo simulation schemes were set up. In the first
MC scheme, two independent samples were simulated from the exponential distributions with parameters
01 = 1/pyand 6, = 1/, where j1, = kjui. Constantk € {1.0,1.3,1.6,1.9,2.2, 2.5} symbolizes the factor of
mean increase in the second sample, relative to the first one and p, = 25. Simulated sample sizen = n1 +n;
of the combined data was n € {30, 60,90, 120}, where n; and n, were subsequently determined by spliting
the total sample size n using sample size ratios xk = ny : nz, k € {1:1,3:2,7 : 3,4 : 1}. In overall, 96
combinations of parameters §, sample size n and sample size ratios were produced.

For every simulated combination, we generated R = 15,000 MC runs, each producing two exponential
samples of equal or unequal size. To every simulated sample pair, the researched two-sample statistical
tests of equality in means of the exponential distribution were applied: exact F-test, exact LR test, exact
LR test with chi-square approximation, bootstrapped F-test and bootstrapped LR test; the resulting binary
outcomes of the named tests were stored.

Empirical rejection rates were calculated as a relative proportion of statistical test rejecting Hy under uni-
formly applied significance level « = 0.05. The empirical rejection rate under mean equality p, = p, is
generally regarded as an empirical size of the test. Simulated rejection rates were presented in tabular or
graphical form. Program code of the tests, simulation schemes and plots were secured with R-software, v.
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3.6.3. [8] and lattice package developed by Sarkar [10]. Simulation of a single MC scheme required approx-
imately 21 hours on Windows 10 PC with Intel(R) Core(TM) i7-3770 processor 3.40 GHz.

In the second MC simulation scheme, we employed the identical setup as in the first scheme, however, the
sample size ratios « were inversed, i.e. k € {1 : 1,2 : 3,3 : 7,1 : 4} . This scheme was implemented in
response to possible confounding of the effects of the mean magnitude and the sample sizes n; and n, upon
the simulated rejection rates.

3 Results and Discussion

3.1 Simulation 1

In Simulation 1, we observed that simulated rejection rates for all statistical tests were very similar, when
applied to samples of equal size. The power curves indicate that the simulated power of the tests increased
monotonically with the total sample size and mean ratio parameter k signifying greater differences between
the means p, and p,. This finding is in conformity with the theoretical assumptions stated in Casella [1],
that larger sample size and greater difference in means should lead to higher power of statistical test. For
the smallest sample size combinations with n < 30, merely an inadequate power < 0.8 was attained due
to lack of information in these samples, which makes it impossible for the tests to be efficiently applied on
small samples in practice. Simulated rejection rates from Simulation 1 are presented in Fig. 3.

F o F.Boot H LR-F & LR-Chi2 A LR.Boot +

1.0 1.5 2.0 2.5 1.0 15 2.0 2.5
1 1

1 1 1 1 1

1 1 1 1 1 1 1 1
n = 30; kappa =1:1 n = 30; kappa = 3:2 n = 30; kappa =7:3 n = 30; kappa =4:1

ection rate

; .‘f‘.'
1.0 1.5 2.0
Mean ratio (k)

Figure 3 Rejection rates of exact and boostrapped statistical texts from Simulation 1 in response to sample
size n, ratio of means k and sample size ratio .

In general, the power of the researched tests appeared the largest for the simulated variants with equal
sample size n; and n,. However, disparities in power among the tests visibly increased, when inequality in
n; and n; became more prominent, as indicated by the rising value of « ratios. The statistical tests in this
study seemed to respond differentially to inequal amount of information stored in the simulated data: sta-
tistical tests applied on simulated data with larger differences in sample size (higher x), clearly had reduced
power, compared to more balanced data. Nonetheless, the power curves should be assessed in context of
the simulation scheme, where data of lower sample size were drawn from a distribution with higher mean,
in Simulation 1.
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Bootstrapped tests, in this scheme, displayed generally inferior power, when compared to the exact tests.
The best performing tests were F-test, LR y?-test, LR F-test, bootstrapped LR test and bootstrapped F-test,
ranking from the best to the worst. Differences in power of the exact tests, however, could be viewed as of
low importance. In the bootstrapped LR test, we nonetheless noticed elevated Type I error probability in
small samples, compared to the other statistical tests, which is not an unusual discovery. Study of Han [6]
indicates that two-sample F-test can be biased and show low power, which may cause erroneous inferences
about the data. On the other hand, asymptotic LR test may require sufficiently large samples to maintain the
a significance level, set forth by the analyst.

3.2 Simulation 2

In Simulation 2, the power curves should be viewed in context of the simulation design, where simulated
data with higher sample size had increased mean. Simulated rejection rates from this scheme are presented
in Fig. 4. We found out in Simulation 2, that empirical rejections rates were almost equal to the simulated
power in Simulation 1 for all generated variants with sample size ratio x = 1. This discovery nonetheless
could be expected, since parameters of the simulation schemes 1 and 2 were in reality identical for this level
of k ratio.

Analogously to Simulation 1, the observed power was inadequate in all tests (< 0.8) for the smallest sample
size combinations (n = 30). As aresult, only random samples of the overall size n > 30 should be considered
for applications of the researched two-sided tests with adequate power above 80%. Near identical finding
of low power for the exact tests applied to small samples was reported in simulation studies of Stehlik and
Wagner [11] and Stielec and Stehlik [12]. In addition, the current MC simulations confirmed that rejection
rates increased monotonically with the mean-ratio parameter k, as anticipated by Casella [1]. The tests
displayed acceptable power for majority of MC variants with k > 2. In the bootstrapped tests, increased
simulated size of the tests was noticed in comparison to the nominal 5% observed mostly in the exact tests.
The test size increase was primarily evident in the researched combinations with more unbalanced data.

F o F.Boot H LR-F & LR-Chi2 VAN LR.Boot +
1.0 1.5 2.0 25 1.0 1.5 2.0 25

1 L1 L1 L1 1 1
n = 30; kappa =1:4

1 1 1 1
n = 30; kappa = 2:3 n = 30; kappa = 3.7

1 1
n = 30; kappa =1:1

ejection rate

R

o

©
1

=
o
1

0.6

2
T

T
1.0 1.5 2.0
Mean ratio (k)

Figure4 Rejection rates of exactand boostrapped statistical texts from Simulation 2 in response to sample
size n, ratio of means k and sample size ratio .

For simulated variants with total sample size n = 30, the empirical rejection rates dropped with decreasing
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levels of k, implying greater differences in sample sizes n; and n, of the respective subsets. In general, the
simulated rejections rates decreased primarily in the exact tests with lower &, though a small drop in power
was also seen in the bootstrapped tests. In terms of simulated rejection rates, the most promising tests were
the bootstrapped LR test, bootstrapped F-test, LR y?-test, LR F-test and F-test, respectively, starting with
the test possessing the largest power and ending with the test showing the lowest power. For simulated
variants with large overall n, the differences in observed power withing the respective groups of the exact
and bootstrapped tests were found unimportant. For variants with large n and more balanced samples, the
differences in power among all tests dropped to zero.

Differences in power between the groups of exact and bootstrap tests, however, became more evident, as
levels of x ratio departed from unity. Increased rejection rates for the bootstrapped tests used on simu-
lated data with x < 1 and lower overall n could be attributed to the combination of data with higher mean
occurring in samples of larger size. In the bootstrapped tests, this may have contributed to more precise
simulation of the test statistic distribution under Hy, especially in the segments located close to the tails.

4 Conclusions

Simulated power curves via MC for three exact and two bootstrapped tests for equality of expected values
of two exponential distributions were presented in this paper. The rejection rates increased monotonically
with total sample size, more balanced data and ratio of the population means, as expected. Nonetheless, no
test showed universal superiority over the remaining tests in terms of power. The exact and bootstrapped
tests showed differential response in terms of power to increasingly unbalanced data: exact tests has greater
power in Simulation 1, where data with higher population mean had lower sample size; on the contrary in
Simulation 2, the bootstrapped tests showed greater rejection rates for unbalanced data variants, where
data with higher population mean had higher sample size. The interaction of the bootstrapped and exact
test variants with the size of the samples and means was thereby established.

For balanced samples and high sample size, the power performance of the tests was practically indistinguish-
able. With increasing sample size, the differences in power of the exact and bootstrapped tests approached
zero in researched MC variants, as the simulated data became more unbalanced. The knowledge presented
thereby could be valuable to the analyst when selecting a powerful statistical test for strongly unbalanced
data with low or intermediate sample size.
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Optimal Transition Paths Toward Clean Technologies
Nastaran Ansaril, Adriaan Van Zon?, Olaf Sleijpen3 4

Abstract. The climate change problem has encouraged many researchers to ex-
tend the Ramsey model to discuss the transition from carbon-intensive technol-
ogies to carbon-free technologies. The heterogeneity of capital stocks and the ir-
reversibility of investment are intrinsic features of such a transition. However,
in the current literature, few studies considered these features in the Ramsey
model, and this problem is considered qualitatively with a focus on steady-state
properties rather than on transitional dynamics. In this paper, we show that find-
ing the optimal transition path to carbon-free technology in the Ramsey model
with irreversible investment requires solving an optimal control problem with a
changing set of constraints over time that defines a multi-stage optimal control
problem. We develop a two-stage optimal control model which allows the quan-
titative analysis of transitional dynamics in the Ramsey model with two kinds of
capital (clean and dirty) and irreversible investment.

Keywords: Ramsey model, optimal control theory, heterogeneity of capital
stocks, irreversible investment, multi-stage optimal control

JEL Classification: P28, C610
AMS Classification: 49K04

1 Introduction

In the last two decades, many studies used the Ramsey model to discuss the interaction of economic growth,
the environment, and technology. These studies are dealing with the transition from carbon-intensive tech-
nologies to carbon-free technologies [1]. Modelling such a transition entails the heterogeneity of capital
stocks in that each kind of capital embodies a particular technology [1, 2]. The heterogeneity of capital
stocks raises the need to distinguish between reversible and irreversible investment. The irreversibility of
investment implies that once investment has taken place in a particular type of capital embodying a specific
technology, that investment cannot be converted into another kind of capital embodying another produc-
tion technology. Nor can it be used for consumption [3].

However, in the Ramsey models with environmental extensions, very little attention has been paid to the
role of the irreversibility of investment. This lack of attention is rooted in the total absence of capital in the
model as in [4] and [5] or the presence of generic capital as in [6] and [7]. Even without considering envi-
ronmental aspects, in general, few studies discussed the irreversibility of investment in the Ramsey model.
In this paper, we present a Ramsey model with heterogeneous capital stocks with irreversible investment
to prepare a useful and extendable framework for further research.

Arrow and Kurtz [10] considered a Ramsey model with a homogeneous capital stock and no possibility to
decumulate the capital stock directly and instantaneously to satisfy consumption. In addition, gross invest-
ment is non-negative hence irreversible. They based their discussion on two kinds of intervals: the free
interval, during which the irreversibility constraint is not binding, and the blocked interval, during which
the irreversibility constraint is binding and gross investment is zero. Hence, the Hamiltonian systems are
different at each interval. Based on the Arrow and Kurtz [10] paper, if the initial amount of capital, k, is less
than the amount of capital in the steady-state, k*, then there is only one free interval and the transition path
is similar to the reversible investment case, but if k* is smaller than k, then first there is a blocked interval
followed by a free interval.

Barro and Salai-i-Martin [3] consider a Ramsey model with two capital stocks, physical and human capital,
with constant returns to the factor of production and irreversible investment. They show that the optimality
conditions imply a fixed ratio of the two capital stocks. By means of a qualitative discussion of the optimal
path and the steady-state, they show that when the optimal ratio of two capital stocks does not hold from
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the beginning, there is a stage during which the capital-stock ratio adjusts to its optimal level through pos-
itive gross investment in the stock that is too small, and zero gross investment in the stock that is too large.
In the next stage, both stocks grow in strict proportion thus maintaining their optimum ratio. Events during
this stage are identical to the reversible case.

In a recent study, Rozenberg et al. [11] have used the Ramsey model to compare the effects of different
climate policies on stranded assets in the transition from dirty to clean capital. Their model includes irre-
versible investment and a threshold for accumulated pollution. They propose that transition has two
phases; in the first phase there is no investment in dirty capital, and in the second phase, there is an invest-
ment in both types of capital, while the second phase ends when the pollution stock attains the pollution
threshold. They present a qualitative discussion of the problem based on optimal control theory, but they
did not develop an analytical approach to finding the solution. Instead, they specified a discrete time version
of their structural model and used the GAMS mathematical programming software as a black box solver.

With respect to the literature on the Ramsey model with irreversible investment, there is a lack of a system-
atic framework that allows analysing transitional dynamics and intertemporal utility. Because of the prac-
tical importance of irreversible investment for the timing of the carbon-transition, we consider a Ramsey
model with two kinds of capital stock and irreversible investment in these two stocks, i.e. in dirty capital,
which is carbon-intensive, and clean capital, which is carbon-free.

The structure of the problem in our study is similar to the one considered by Barro & Salai-i-Martin [3],
where the optimal condition implies a fixed ratio of the two capital stocks. For quantitative analysis, the
proposed method has to deal with the optimal timing of attaining the optimal ratio of two capital stocks,
due to the different nature of the Hamiltonian problems before and after this point in time. From this per-
spective, we make a bridge between optimal timing problems and the irreversibility of investment in the
context of the Ramsey model with heterogeneous capital stocks. To the best of our knowledge, no one has
considered this problem in the Ramsey model before, but there are a number of related studies based on
the AK setting such as [12], [8] and [9]. These studies consider the optimal timing of switches between two
different kinds of technologies, and except [12], the studies mentioned above do not consider the irrevers-
ibility of investment.

2 Method

We consider a Ramsey model with two kinds of capital: dirty or polluting capital, kp, which is carbon inten-
sive; clean capital, kc, which does not emit carbon. To keep the analysis as simple as possible, we use a Cobb-
Douglas production function with constant returns to both type of capital:

y = Akbo ke, (1)

where y is total production. A represents total factor productivity, while ac represents the partial output
elasticity of clean capital. Output can be used for consumption or investment in the two types of capital, so
the budget constraint is:

y=c+l.+1, (2)

where ¢, I; and I, are consumption, gross investment in clean and dirty capital, respectively. The equations
of motion for both capital stocks are given by:

k.=1,— 8.k, (3)
ky,=1,— 6.kp, 4)
where § is the depreciation rate. The intertemporal utility function is given by:
U= f ule(®)]. e~Ptdt 5)
0
where p is the rate of discount and t represents time. Barro and Salai-i-Martin [3] show that in the optimal
path the ratio of two types of capital stock, i.e., 1" should be:
p l—ac

pr=2=—— (6)

k. ac
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This constraint (equation (6)) is required for the equality of the marginal productivity of the two types of
capital, and it naturally arises in a setting with completely reversible investment in both types of capital. By
substituting equation (6) in equation (1), we have:

(1—ac)

(5

Equation (7) implies that in the case of a nonbinding irreversibility constraint, the production function ef-
fectively provides a linear AK setting. However, if the actual ratio, 1), deviates from optimal one, ¥ *,and is
bigger than y* from the start, k, is relatively abundant. Attaining 1" while investment is irreversible, im-
plies positive gross investment only in k. and zero gross investment in k,, causing k,, to decrease via depre-
ciation [4]. What would the optimal transition path to ¥* look like in this case? And when would y¥* be
achieved in order to maximize intertemporal utility, and what about the characteristic of the optimal path
after attaining y*?

In order to answer the above questions, we formulate a two-stage optimal control model. In the first stage

1 moves to P~ and in the second stage, while 1) remains constant at = ¢* = %, and, as equation (7)

shows, we effectively have an AK setting. In the second stage, therefore, there are no transitional dynamics
and ky, k. and consumption grow ata constant identical rates. Let us now assume that T signals the moment
that the first stage ends and the second stage begins. We can write the discounted welfare function as fol-
lows:

U(ec(),T) = Uy (c(0), T) + Up(c(6), T), (8)
T
U;(c(t), T) = f ulc(t)]. e Ptdt, 9)
0
Uy(c(t),T) = f ulc(®)]. e Pdt, (10)
T
where
u(c(t)) = logc(t). (11
To make our two-stage model, we first define the notion of the aggregate capital stocks k:*
k= ky%- k&< (12)
So, total production is given by:
y=A4-k (13)

This definition can represent the model in terms of 1 and aggregate k instead of k,, and k.. In next sessions,
at first, we consider the Hamiltonian and first order conditions in the first and second stage. Then we discuss
the transversality conditions, which is required for total welfare maximization.

2.1 The second stage

In the second stage, ¥ is constant and only k is changing. In that case the Hamiltonian and the first order
conditions are given by®:

HS = e Pt logcs + A5 - k5, (14)
OHS e—p-t YER & 1-ac 1+ v*
BN 1 iy SR Lk (15)
dcs cs 1+y- Af primac
oHS . Ayriec
T e e e (16)
oHS . et AkSyriTe
=kS=—-k%6 — . 17
L L 1ty (17)

5 For ease of exposition, we drop time-subscripts in the remainder of the paper.
6 We add superscripts s to denote the second stage and f for the first stage.
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2.2  The first stage

In the first stage we have two state variables, k and y.The Hamiltonian and the first order conditions are
given by:

Hf =ePtxlogc) + AL «kf + /15,1,[1, (18)
oHf et PlToc (kf ac A£ + l&lp) . kfe—rt
acf ~ of I SO e (e 440 ()
proee (kf ac Al + )
—a 2
oH . P 1mac (Akf (xcl’;+cf/1{l)1p) 20)
= M=+ T ,
f . f — ANy —0C L f(_ f _ f
oH _ Ak —cI =%/ (=1 + ac) ac A, + ( 2+occ)/1w1/J 2N
P ¥ kf !
oHS . e Ptack’
—f=kf=—5kf+AkfaC¢1_ac—ﬁ, (22)
A kI ac, + /11/,1/;
oHS . e Pty
— — A 2—ac __ . 23
A v=av kS ac A, + A (23)

2.3 Transversality conditions

The transversality conditions and the other optimality conditions in our two-stage model with infinite time
horizon are as follows:

1. The standard infinite horizon transversality condition. In the second stage the standard infinite
horizon transversality condition implies that the value of capital times its shadow price must ap-
proach zero as times goes to infinity in the second stage [3]. Therefore, we have:

; s .35 —
fm ki e = 0, -
where we have now added time-subscripts. The economic meaning of this condition is that the terminal stock
at the end of planning horizon should have zero utility-value in present value terms. Note that the time path
of A} is obtainable by integrating (16), as shown in (25). Using equation (25) and then by integrating (17)
we can obtain k{ as shown in equation (26).

*1—acC

s AY
i,t _ e(t N~y . i,T- (25)
s1—oc
s = e—(t+T)P+(—t+T)(5—T¢*) . (_etp + eTP 4 ot+TIp ks - i,TP) (26)
‘ Ai,Tp
Substituting equation (25) and (26) in (24), we find:
) Equation (25) and (26) e TP
e ' ' kz p

The other transversality conditions relate to the conditions that must be hold at the switching moment from
the first stage to the second stage (see [13]). These transversality conditions and the necessary conditions
for holding them are shown in equations (28)-(30).

2. Continuity condition: equations (28) and (29) show the required conditions for the optimality of
the state variables at time T.
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aUu,(cs, T
/15 r= 72( ) > AQ T
S ' (28)
¥ —ac
TPy T (L dae + ac ) AW+ A YN VT,
— = A, =07
P21 +9")? b
oU,(c5,T) e TP
Mg === Nr = v (29)
f s
3. The optimal length of the first stage follows from the requirement that 9ux(l7) aUz;; D - 0, im-
plying that H; % = 0. This implies the following requirement:
au (!, T) | U,(c5,T) —0sH + 6U2(cS,T) 3
aT aT aT
PP T (A" (=1 + (1 + P (ac + €AY ) — pyp (L + Y7 (Tp +log p +log (1 + %) +log - + pyp*))) (30)
T p(+97)
Yyl ac Af =0 s
o : H;+0Uzé;,T):
This constraint is met for /15 r=0andy” =— © as under point 2 above.

3 Numerical solution

The two systems of differential equations shown in equations (14)-(17) and (18)-(23) are nonlinear and
cannot be solved analytically. However, it is possible to solve them numerically. Based on the information
we have about co-state and state variables at the initial and terminal moment of the first stage, and based
on the transversality conditions, it is possible to find a set of initial values to solve the differential equations.
The initial values of the dirty and clean capital stocks are known, but the associated co-state variables are
unknown. In the first stage the dirty capital stock, k,, is depreciating at a fixed rate 4. So, we have:

k{;t =e %t k0. (31)

Based on equations (12) and (31) we can obtain the aggregate capital stock at the end of the first stage, i.e.
att = T where i = ¢, as follows:

for t=T and Y=y~ _
k[ = k}f’t[’l}_ac :}k{ = k:;,: e_slTkp’olp* OLC. (32)

From equations (29) and (32) we can obtain /1fT and from equation (28) we know A T should be zero.

Together with equations (6) and (32), and given the a set of initial values at time T, (Ak ™ wT' k]Tc, Y), we

have enough information to solve the differential equations pertaining to the first stage (equation (19)-
(23)). The only remaining question is what is the value of T (the optimum length of the first stage) should
be. However, for any given value of T, we can solve the differential equations system of the first stage back-
ward in time, but there is only one T that will take us back to the given initial value of ¢ at t=0, i.e. Y. For
any T, we define 1, (T) as the ‘estimated’® value of ), given our ‘guess’ T. The optimum value of T, i.e. T* is
then implicitly defined by ,(T) = ¥,. For the numerical simulations in Mathematica, shown in the next
section, we used the following set of parameter values: ac = 0.4 (implying ¥* = 1.5), A=0.123, p =
0.04, 6 = 0.05, kp = 150, k. = 10, 3y = 15. As shown in Figures 1 and 2, at T* = 18.773 the error defined
as P, (T) — Y, would be zero and total welfare would be maximized. Figure 3 and Figure 4 show the optimal
time path for ¥ and aggregate capital, k, respectively.

6U2(c ) -0

7 This follows immediately from the fact that during the second stage we have that y* =

8 Through backward integration, see also [3].
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4 Conclusion

Our paper provides a structured analytical framework covering the Ramsey model with heterogeneous cap-
ital stocks and irreversible investment. As such it is a methodological contribution to the literature regard-
ing the Ramsey model. We have used the proposed framework to discuss the optimal transition path from
production using dirty capital to production using clean capital. We have shown that if the initial ratio of
two types of capital is not equal to its optimum long-term value, the transition path has two stages with
different Hamiltonian systems in both stages. We have devised a method that uses transversality conditions
that can determine the optimal timing of the switch between both stages. Thus, we can analyse how param-
eter shocks or shocks in initial conditions would influence the transitional dynamics and welfare, both an-
alytically to some degree and quantitatively. The method presented in this paper is a first attempt to intro-
duce a Ramsey-type framework incorporating the heterogeneity of capital and the irreversibility of invest-
ment as well as environmental considerations. The next step(s) would be extending the method by relaxing
the assumption of constant returns to the factor of production and adding a threshold for accumulated emis-
sion.

max

%

Figure1 Error for different values of T Figure 2 Total welfare for different values of T

T* ! . L . e N

Figure 3 The ratio of dirty capital to clean Figure 4 Aggregate capital, k, over time
capital, ¥, over time
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Semantic Model of Project Management
as Diagnostic tool in Project Stakeholder Management

Jan Bartoskal, Tereza JedlanovaZ, Jan Rydval3

Abstract. The paper proposes the use of semantic networks and analytic net-
work process (ANP) for quantification of the “soft” structure of a project in a cor-
porate organization. The semantic project networks are based on the organiza-
tion structure and on the life cycle of projects. Their subsequent quantification
using the ANP creates the basis for the analysis of the project roles and analysis
of their individual relationship to project documentation and stakeholders. Alt-
hough the project roles or stakeholders during the management of projects are
the keys to success, an approach to the quantification and analysis of their impact
and influence on project organization structure has not been introduced yet. Se-
mantic networks can be used to manage projects to illustrate and quantify links
between internal and external objects of the project environment - project goals,
project outputs, project documents, potential stakeholders, etc. The paper sug-
gests a new approach for identifying and quantifying influence of project roles to
project documentation and approach for estimation of power of potential stake-
holders of project. The semantic model and its quantification can be used to con-
struct a multi-criteria model for decision support in the project stakeholder man-
agement. The paper contains a case study of an application of the semantic model
of project management in a commercial organization from the bank sector.

Keywords: analytic network process, limit supermatrix, project documentation,
project management, project roles, project stakeholder management
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1 Introduction

Project Management has several important parts, such as: project goals, outputs, scope statement, critical
success factors, deliverables, schedule, budget, quality, human resources planning. However, communica-
tion and especially communication with all stakeholders in the project is the indispensable part. Often a
project can occur in a complicated environment, then the management of communication with the stake-
holder is even more important, because it means communicating with the right people in the right way at
the right time.

According to the international project management standard PMBOK® Guide [10] and methodology
PRINCE2 [1], stakeholder management is a process by which we identify and communicate with those peo-
ple or groups who are interested in or influenced by the project outputs. The people or groups are actively
involved in the project or their interests are influenced by the implementation of the project. These people
or groups can influence the outputs and results of the project. Simply put, insufficient communication, es-
pecially with stakeholders, can have a negative effect on the project and it can bring the project into prob-
lems, or even cause project failure. On the other hand, the effective involvement of stakeholders will facili-
tate the day-to-day management of the project. Therefore, stakeholder management should never be un-
derestimated, it is one of the most important points of project management with the aim to eliminate the
negative impact on the project as much as possible states Bryson [6] and at the same time support the
achievement of project goals. It is an activity that follows the analysis of stakeholders, and its integral part
is communication with individual stakeholders.

To set up appropriate and effective communication with the stakeholders, it is necessary at first to define
the project environment in a company. This can be conducted by creating a semantic model, as reported by
Bartoska [2], and by El-Gohary, Osman, and El-Diraby [8], also according by Rydval, Bartoska and BroZova
[11] semantic networks are suitable for displaying and expressing management structures and processes.
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Using the semantic networks, the soft structure of a project in a corporate organization can be described.
This is based on the Work Breakdown Structure, the oriented hierarchical decomposition of works and
parts of the project management environment in the company, and the RASCI or RACI matrix which is
mostly used for clarifying and defining roles and responsibilities in the company. Brennan [5] explains how
to use the RACI matrix to obtain information about the key people for communication and how to split them
into four groups: Responsible, Accountable, Consulted, and Informed.

After the project management environment is defined, it is necessary to conduct the analysis of the project
roles and analysis of their individual relationship to project documentation and stakeholders. Then it will
be possible to customize the communication plan to match the project environment and to ensure the suc-
cess of the project. A properly designed semantic network can be converted into a network consisting of
clusters and nodes for the analytic network process to determine the cardinal quantitative information
about the main element of such a network. Saaty [13, 14] or Williams [15] describes how to conduct the
analysis of particular network elements preferences using the analytic network process (ANP). Prioritiza-
tion of the soft structure elements especially internal and external objects of the project environment -
project goals, project outputs, project documents, potential stakeholders, etc., is then the key to successful
project completion. Although the project roles or stakeholders during the management of projects are the
keys to success, an approach to the quantification and analysis of their impact and influence on project or-
ganization structure has not been introduced yet.

The paper suggests a new approach for identifying and quantifying the influence of project roles on project
documentation, and approach for estimation of the power of potential stakeholders on the project. The pre-
sented semantic model and its quantification using ANP can be used to construct a multi-criteria model for
decision support in commercial practice in project stakeholder management. The paper contains a case
study of the semantic model application of project management in a commercial organization from the bank
sector.

2 Material and methods

2.1 Project Stakeholder Management

Project Stakeholder Management includes the processes required to identify the people, groups, or organi-
zations that could impact or be impacted by the project [10]. Project Stakeholder Management analyze
stakeholder expectations and their impact on the project, and to develop appropriate management strate-
gies for effectively engaging stakeholders in project decisions and execution. The processes support the
work of the project team to analyze stakeholder expectations, assess the degree to which they impact or are
impacted by the project, and develop strategies to effectively engage stakeholders in support of project de-
cisions and planning and execution of the work of the project. [10]

The management of a project's “stakeholders” means that the project is explicitly described in terms of the
individuals and institutions who share a stake or an interest in the project. Thus, the project team members,
subcontractors, suppliers, and customers are invariably relevant. The impact of project decisions must be
considered in any rational approach to the management of a project. Management must also consider others
who have an interest in the project and, by definition, are also stakeholders. These stakeholders are outside
the authority of the project manager and often present serious management problems. [7]

2.2 Semantic model and Analytic network process (ANP)

The project management structure in the organization can be described in the form of a semantic network
[2], both in the commercial and non-commercial spheres, as described in [3] or [9]. It is particularly useful
to distinguish project roles, project documentation, project constraints, knowledge management areas, and
interrelationships between elements or groups of elements, see Figure 1 as states [3].
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Figure 1 Semantic Model of Project Structure in the ANP model [3]
The project or project management semantic network defined in the organization can be simplified (with-

out link interpretation) into the Analytic Network Process (ANP) model and then used to analyse the organ-
ization’s environment, see Figure 2 as reported in [3].

Cluster A AL Cluster B
B2
Bl
A3 A2
Cluster C Cluster D
D2

Figure 2 The structure of elements and clusters in ANP model [3]

The benefit of the ANP method is the ability to express different preferences of links between elements and
clusters. To express preferences the method of pair comparison is used. Preferences always occur precisely
in assessing the importance of the two elements in terms of the element which refers to them - there rises
a question “which of the elements is more important, and by how much”. The resulting values for the sub-
clusters are then combined into a supermatrix where the normalization of columns is performed [13, 12]:

C; C .. Cy
Ci Wi Wi .. Wi,
W=C‘2 WZ1 WZZ Vv_zn (1)
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Where each block of the super matrix consists of:
W11 Wip .. Wy
A )
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i

For a weighted supermatrix (1) for which the relation (3) is valid, a calculation to obtain limit weights of
the elements can be performed. The calculation is performed by squaring the weighted supermatrix to a
sufficiently large number. Since the supermatrix has N X N size, the squaring is always feasible in a trivial
manner (matrix multiplication). The result is the approximation of the weighted matrix to the limit matrix.
Limit scales can be found in any column of the supermatrix. The limit weight of each element expresses the
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strength of the effect on the overall structure of elements, i.e. it answers the question of how strongly an
element affects the other elements [13, 12].

2.3 Case study: Organization project structure in bank sector

Currently, a multi-level project organizational structure has pushed through in the current project manage-
ment practice in the corporate environment with the prevailing standard of “Guide to Project Management
Body (PMBOK® Guide)” [10] and the methodology “Managing Successful Projects with PRINCE2” [1], which
includes both projectroles (PgM, PM), Project Leadership (PSC) and senior corporate units (PPM, PMO, BoD,
EAB, PROB):
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e Permanent Project Structure AN K4 Temporary Project Structure AN
/ A
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Board of Directors (BoD) /Project/Program \
4 Steering Committee
(PSC)
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e Project Management Office (PMQ) [+ 1A
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-

A
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Figure 3 The organization project structure in bank sector [4]

Figure 3 shows the interaction between project roles (PgM, PM), the project's superior body (PSC), and
corporate units (BoD, EAB, PPM, PMO, PROB - without any participation of the project roles). Project roles
(PgM, PM) report on the progress and success of individual projects, while the superior PSC decides on
changes and key life situations of individual projects (start, close, etc.). The project roles of PgM and PM and
the parent PSC are temporary structures. The temporary project structure (Project roles) has full responsi-
bility for the negotiation with Project stakeholders, whereas a part of the temporary project structure (PCS)
includes also the internal project stakeholders (especially Sponsor, Senior User, and other senior managers
in the bank corporation in the case).

The research in the chosen bank organization took place from 2016 to 2018. The organization is the inter-
national bank company with the extensive portfolio of the banking services for the corporate or the personal
clients. The chosen bank company represents a typically corporate environment with developed project
management. Within the research, a basic semantic model of project management was created as stated in
[2] and further described and interpreted in [3] - the model includes a complete network of project roles,
departments, project documentation, project restrictions, etc. The model was first quantified, i.e. the limit
weights of the elements were determined, without project role preferences (Neutral model without prefer-
ences). This model was then repeatedly discussed with selected banking organization staff, with subjective
preference recording, and always stored and quantified in the copy - thereby obtaining different limit
weights for individual elements, incorporating individual respondent preferences. Two program managers
(PgM 1, PgM 2) and four project managers (PM 1, PM 2, PM 3, PM 4) were selected among respondents. The
semantic model quantification of the project structure organization can be performed by the ANP method.
The advantage of this method is the possibility of bias preferences among elements. For example, with the
help of the Saaty scale [13] or [14], the addressed project roles can differentiate their different attitude
toward the project stakeholder. Creating the calculation of the ANP model can be performed e.g. in a soft-
ware tool Super Decisions Software 2.1 (http://www.superdecisions.com/). By calculating Calculus Type, a
supermatrix with limit weights can be obtained. The computed limit weights in the semantic model of pro-
ject management can be used to evaluate the significance of the elements in the clusters of the project struc-
ture (project elements), i.e. for the importance of Project documentation and Project roles (clusters in Fig-
ure 1).
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The product of the limit weights of the project elements can be called “Neighbor-interaction”, i.e. a relation-
ship where the elements of one category influence the elements of another category during the creation of
the structure or during the using in the structure of management of the project. This interaction of the ele-
ments of project structure leads always to the specific output or the result during managing (especially
Project documentation). The value of “Neighbor-interaction” should not lead to comparing the elements be-
tween themselves, but bring to assess the influence of the elements on the project structure and his manag-
ing. For computing of the value “Neighbor-interaction”, it is possible to use the limit weights from superma-
trix (results from the calculation of the ANP model). The value “Neighbor-interaction” is computed as the
product of the limit weights of the project's elements (especially Project roles and Project documentation).

3 Results and Discussion

3.1 Neighbor-Interaction in Semantic model of Project Management

In the case study of the bank organization, it is possible to use the general model of categories (figure 1) to
express Neighbor-interaction between the elements of the clusters. It was selected specific element of the
project documentation: “Deliveries/Products”. The chosen document represents the result of negotiation
with project stakeholders for project delivery and product (notation of the project outputs with ac-
ceptances). The interactions between the project roles and the project documentation as follows (Table 1):

Project Temporary project structure (Project roles)

documentation IT Delivery Manager Project Manager Senior User Team Manager

Deliveries /

Products accept create /finalize approve responsible

Table1 Theinteractions between the projectroles and the project documentation (“Deliveries/Products”)

The active participation of the project stakeholders on development of the “Deliveries/Products” can be dis-
tinguished by their responsibility in the project and their role in the project-oriented organization (Table
1). Each type of stakeholder interaction (accept, create, finalize, approve, responsible) in the development
of the “Deliveries / Products” can be expressed quantitatively by the value of Neighbor-interaction, i.e. by
the product of the limit weights (clusters: Project documentation, Project roles). The values of Neighbor-
interaction is possible to determine in the case study of the bank organization as follows (between the neu-
tral model and the individual semantic models with preferences):

Limit weights Neutral model PgM1 PgM2 PM1 PM2 PM3 PM4
IT Delivery Manager 0.093359534 0.1370526 0.0591249 0.1386236 0.1679982 0.0933362 0.027358
Project Manager 0.85253138 0.793673  0.8803655 0.8019838 0.7678612 0.8524847 0.942425
Senior User 0.025381433 0.0589131 0.0544171 0.0195934 0.0405539 0.0254165 0.004083
Team Manager 0.028727653 0.0103613 0.0060925 0.0397992 0.0235867 0.0287626 0.026133

Table 2 The values of Neighbor-interaction between the elements (Project roles, Project documentation)
It is obvious (Table 2) that managers (PgM, PM) perceive expectations (interest) and influence (power)

towards stakeholders differently - the managers' individual differences in preferences from the neutral
model are as follows:
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Figure 4 The differences between the neutral model and the models of individual preferences (PgM, PM)

The project document “Deliveries/Products” is based on the attendance of the project stakeholders differ-
ently. The biggest difference in perceiving of expectations is among project managers (especially between
PM3 and PM4). Although the results of the research in the bank organization are rather illustrative, they
demonstrate the applicability of the Semantic model of Project Management approach and applicability of
the value of Neighbor-interaction.

The differences point out, how it would be possible to set the strategies in the Stakeholder Management of
the project. Depending on the results achieved, it would be appropriate to inform the Senior User and Team
Manager, while the IT Delivery Manager and Project Manager should become co-authors of the document
“Deliveries / Products” (i.e. notation of the project outputs with acceptances).

4 Conclusion

The paper presents the use of semantic models of project management in the commercial sector, specifically
in the banking sector. The presented results are derived from partial results of the authors' own research
from 2016 to 2018. The results of the case study show that it is possible to quantify the individual attitude
of the project roles to the potential stakeholders in the project organizational structure during the creating
of the project documents (especially in case “Deliveries/Products”).

The influence of stakeholders on the project is very significant and recognizing their strength is important
to manage the projects. An equally important component of their interaction is the attitude of the program
or project managers (PgM, PM) themselves when negotiating. The value of Neighbor-interaction can be used
in the analysis of Project Stakeholder Management to determine the stakeholder power or interest.
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System Dynamic Conceptual Model
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Abstract. The paper proposes the conceptual model and the partial mathemati-
cal model for displaying and capturing landscape fertility for bee breeding. The
conceptual model is based on a causal loop diagram, while mathematical model
is designed using analytical mathematical function. The authors' suggestions are
based on long-term field research using hive weights as well as individual bee-
keeping observations. The proposals are based on causal relationships between
beehive weight, humidity and temperature in the beehive, outdoor temperature,
and et al. Landscape fertility for bees should be expressed as a number of colo-
nies that can be effectively and sustainably fed for a given part of the landscape.
It is conceived as a possible combination of weather, landscape, flowering and
other variables. By designing a conceptual model, the authors define the dynamic
behavior of real aspects of the environment (flowering, landscape type, fertility,
etc.) and key aspects of bee swarm prosperity (honey clinker, vitality, activity of
bees, etc.). The article will also outline the procedure how to estimate the land-
scape fertility in the long term, because due to frequent bee mortality, landscape
fertility for bees has become one of the key topics in the field of nature conser-
vation and agricultural production.

Keywords: system dynamic model; causal loop diagram; mathematical model;
landscape fertility; bee breeding; honey stocks; temperature, weight and humid-
ity of bee hive

JEL Classification: C44
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1 Introduction

The concept of landscape fertility is not very widespread in the international academic and/or professional
literature. Term is thus only vaguely described and similarly known as “trophy”; “fertility” or; “carrying
capacity”. Models and landscape fertility functions are therefore not clearly defined in the literature and the
topic can be encountered only in the form of isolated solutions. Original term “Landscape fertility” was men-
tioned by Smith [25] in connection with fertilization, biochemistry, urban management and the natural en-
vironment functions. In [12] is presented topics related to landscape fertility in the publication focused on
the condition and chemical composition of the soil. However, commercial articles, some expert studies and,
above all, beekeepers' discussion forums focus on the usefulness of the landscape fertility especially in Cen-
tral European countries.

Due to the fact that this article focuses on the usability of the landscape fertility in relation to the behavior
and performance of bees, it is also appropriate to mention a publication that compares these two aspects.
In [5] is presented mathematical model for behavior of bee colonies monitoring. The research article focuses
on a global problem known as the Colony Collapse Disorder (CCD) and assesses the possible causes (includ-
ing e.g. pesticides, parasites, nutritional stress). Research paper explore and evaluates the effect of pollen
on honey bee colony dynamics.

Anyway, it should be noted that this is a very important topic in the field of modern biology, which is closely
related to biodiversity [6].
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1.1 Biodiversity as an indicator of landscape fertility

Biodiversity has been firstly defined by Bruce [7] and Wilcox [28]: “Biological diversity is the variety of life
forms ... at all levels of biological systems (i.e., molecular, organismic, population, species and ecosystem).”
Other definition was presented in 2004 by Gaston & Spicer's in their book [14]: “Biodiversity: an introduc-
tion” and says, that biodiversity is “variation of life at all levels of biological organization”.

In [6] is states that the existence and life of bees has an effect on the existence and life of plants, just as the
life of plants has an effect on the life of bees. Without bees, biodiversity would not reach the extent it reaches
now.b Higher biodiversity means higher landscape fertility for bees. It is also necessary to mention that the
importance of bees is absolutely essential for agriculture or fruit growing, where bees are an integral part
of the whole system.

1.2 System dynamics models in living nature

In this section some models which are related to the behavior of bees are presented. In general, the use of
system dynamics models in living nature is a quite new scientific discipline that develops especially due to
computer technology since the 90s. Bruce [7] deals with the issue of modelling dynamic of biological sys-
tems and provides complete instructions for the application of models in this area. In the publication, Bruce
[7] presents the use of biochemical models, genetic models and models of organisms, as well as population
or catastrophic models.

As aresult of the growing death of bee colonies, Stephen Russell [21] developed a dynamic model that seeks
to identify the factors that have the greatest impact on the growth and survival of bee colonies. The model
included an analysis of three years that covered significant fluctuations and simulated possible population
growth / decline. In the conclusions the author states that bee colonies can be very sensitive to the compo-
sition of the food source or atypical fluctuations during changing seasons.

Other models of system dynamics that relate to the behavior or life of bees, were introduced by the following
authors. Schmickland, T. a Crailsheim, K. [22] constructed a simple population model of bees using differ-
ential equations. Attached simulation scheme of stocks and flows shows a total of 5 flow quantities (number
of young?7, number of adults, the amount of nectar, the amount of honey and the amount of pollen). Another
approach was presented by David S. Khoury [18], who created a simulation model to determine the perfor-
mance of the hive based on several reproduction scenarios. In [4] is proposed a dynamic model monitoring
the production of food depending on the use of pesticides in crop fields.

2 Material and methods

2.1 Landscape fertility for bees and bee effect in landscape

Bee pollination of crops contributes to higher yields and thus to a better economic situation in the agricul-
tural sector and the national economy [1]. The average number of hives per km2 in 2019 was 10.2 hives, in
2018 was 9.42 hives, in 2017 was 9.39 hives and in 2016 was 9.69 hives in the Czech Republic. The imple-
mentation of the landscape in the Czech Republic is not uniform. Incorporation is from 0 to 149 beehives
per km? [8]. The number of beehives in the landscape is limited by the amount of food that the bee colony
can collect within its range.

Bees have a separate supply of energy food: nectar and pollen. Bees depend on the usability of the landscape
both in terms of honey production and their health. Which also depends significantly on protein nutrition
with pollen. The essentiality of amino acids for bees has been described by De Groot [16]. The positive effect
of species diversity on pollen nutrition on bee immunity has been reported by [3]. Studies are describing
the partial influence of individual characteristics of the landscape on its usability for bees. For example,
studies report a positive correlation between the proportion of grasslands and deciduous forests in the
range of flycatchers and the supply of pollen in the honeycomb [11] or the positive effect of catch crops and
semi-natural habitats on workers' health in autumn [2].

In the Czech Republic the usefulness of the landscape for bees is diverse and currently highly variable -
global climate change, extreme weather fluctuations, etc. The number of hives is increasing, the usefulness
of the landscape for bees and other pollinators is declining. The Czech Republic has been struggling with

6 Biodiversity is measured as the number of different species, plants and animals in a defined area. Biodiversity is highest in the
tropical forest and lowest in the Arctic.
7 This term includes the total number of eggs, larvae and pupae.
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declining plant diversity since the 1980s. For example, the clover (the main food source for today's major
pollinators) has lost its use in agriculture, and today is grown on just about 5% of arable land [9], [10] and
[15]. On a summer day, one acre of the meadow can contain 3 million flowers that produce a kilogram of
nectar sugar. That's enough to support 96,000 honey bees daily. In [17] is presented, that perennial mead-
ows produced up to 20x more nectar and up to 6x more pollen than annual meadows, which in turn pro-
duced far more than amenity grassland controls. The average bee colony brings annually 200 kg of nectar
and 30 kg of pollen. Another 20-150 kg of nectar is converted into 10-15 kg of honey, which can be collected
by the beekeeper. The kilogram of honey is evidence of pollination of 3 million flowers and it contains up to
10 million pollen grains [27].

2.2 Internal research project Véelstva Online FEM CULS Prague

The web portal (https://vcelstva.czu.cz/) was design and started in 2017 at FEM CULS Prague as a
volunteer project with the support of Czech commerzcial corporations (Ceska spofitelna a.s., T-Mobile
Czech Republic a.s., IBM Czech Republic, s.r.0.). In current time, the portal is a tool of citizen science within
the internal research project on FEM CULS Prague.

WWW PORTAL & DATABASE

Graphical User Interface

https://vcelstva.czu.cz/

o

%vcnsrm

oz, BEE HIVE

Sep

Phenological
Observations

Figure 1 Schema of collecting records on the web portal V¢elstva Online

The portal provides basic user functions for beekeepers: hive diary, records of locations with bee habitats,
treatment records, etc. It also provides functions for beekeeping associations: evidence of beekeepers, treat-
ments reports, etc. For citizen science offers functions (Figure 1): collecting phenological records, collecting
data from bee hives (weight, inside temperature, outside temperature, humidity). The records from beehive
weights and phenological records from beekeepers are collected together on the web portal - paired data
are possible to use for monitor of the landscape fertility.

2.3  System Dynamics and Causal Loop Diagram

System Dynamics is a discipline which uses modelling and computer simulation to analyse, understand, and
improve complex dynamic systems [13], [26] and [23]. The main idea is, that the system behaviour is de-
termined mainly by its own structure, structure elements and by the interconnections between them [20],
[23]. System dynamics methodology based on the feedback concepts of control theory [13], the principles
of cognitive limitations, mental modelling [19] and bounded rationality [24] is an appropriate technique to
handle complex systems to improve system thinking and system learning.

Symbol Interpretation
XAY All else equal, if X increases (decreases), then Y increases (decreases)
° : above (below) what it would have been.
X/L\;Y All else equal, if X increases (decreases), then Y decreases (increases)
¢ ’ below (above) what it would have been.
T Delay mark
@ Causal loop Reinforcing (+)
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Symbol Interpretation

@ Causal loop Balancing (-)

Table 1 Symbols of the causal loop diagram (based on [26])

To describe and define the system using system dynamics, a Causal Loop Diagram (CLD) is used firstly, and
subsequently, a Stock-Flow Diagram (SFD) is created to enable mathematical modelling of the system. CLD
is an important tool used for the definition and description of the complex system and it represents the
structure of feedback systems. According to [26], CLD is very suitable for quickly capturing hypotheses
about the causes of dynamics, capturing a mental model, and communicating the important feedbacks that
seem to be responsible for a problem. CLD consists of variables which are connected by oriented causal
links (arrows), these links represent the causal influences among the variables. The basic building blocks
used in the CLD with icons and their interpretation are shown in Table 1. Each causal link is assigned a
polarity, either positive (+) or negative (-) to show how the independent variable affects the dependent
variable. Feedback loops are important for system behaviour. Feedbacks can be either positive (“+” sign or
the letter R as Reinforcing) or negative (“-” sign or the letter B as Balancing). CLD does not enable mathe-

matical modelling of the system.

3 Results and Discussion

3.1 System Dynamic Conceptual Model for Landscape Fertility of Bees

The CLD for landscape fertility for a bee hive during one season was compiled together with beekeeping
experts using the basic building blocks of system dynamics (Table 1).
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a11dscape
Phy: *\lul \ / \

{Lm ity of E -
Bees ll'lL Stocks SpeLlE‘H V ef_ef"lfl@lll and Number of Weather
Landscape>  of Po]len Diversity of Cropsin  Bee Colonies " “o <!
4 Pl nts Landscape in Landscape Conditions
Nectar in /
Landscape . Occurence Rate of Outside
\Laudscape Feltlll‘rv _— Parasites Temperature
for Bee Hive
-+
- .
+ — g —_
Bee Dls{\eases Ecological Basal
Vitality of Bee \ Load in Temperature
o Landscape  of Bee Cluster
a RN
Magnitude of Bee
Cluster in Hive +
+ Temperature
Difference in Hive ©
n }glysic.aliﬁctcilvi‘ry of
Honey Stocks ees 1 Landscape _
y n [ ~/ - Physu.al Acm» ity of / ] Inside Temperature
' ™ Bees in Hive \ of Bee Cluster

- _ ‘ .
+  Weight of
Bee Hive

e ,/

Ap;) ’
\B1)
+ Humidity of

Bee Hive

Figure 2 Causal Loop Diagram - Landscape Fertility for Bee Hive
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The central point of this model (Figure 2) is the size of the bee cluster in the hive, which affects the amount
of the physical activity of bees. The basic feedback loop (R1) describes the physical activity of the bees in
the landscape. In simple terms, it can be assumed that with increased physical activity of bees in the land-
scape, the production of honey increases and therefore the honey stock increases as well. Honey stock con-
tributes to keeping the high vitality of bees, which is necessary for the physical activity of bees. It can be
seen from the diagram; this is a reinforcing feedback loop. However, the physical activity of bees is also
inside the hive, where it can be caused, for example, by a high difference between the outside temperature
and inside temperature of the hive. The high-temperature difference compared to the basal temperature of
the bee cluster causes the physical activity of bees inside the hive (bees compensate too low temperature
by consuming honey, too high temperature by increasing humidity of the hive). This physical activity of bees
in hive subsequently affects the humidity and inside temperature of the hive (R2 - reinforcing effect). How-
ever, excessive physical activity of bees in the hive leads to the consumption of produced honey and that
can lead to decreasing the vitality of bees due to honey deficiency (excessive honey consumption). And low
bees' vitality can additionally reduce the size of the hive and thus the amount of physical activity of bees
inside the hive (B1 - balance feedback). The model clearly shows that any physical activity of bees is influ-
enced mainly by their vitality and, last but not least, the by honey stock. These two variables are determined
by the landscape fertility for bees or nectar supply of the area respectively. The landscape fertility for bee
hive is given by species diversity of plants, vegetation and corps in the landscape, stock of pollen, stock of
nectar, and the number of bee colonies in the landscape. System Dynamic Conceptual Model for Landscape
Fertility of Bees was designed on the ground of the results of research and practical knowledge (already
mentioned above). The CLD (Figure 2) contains exogenous and endogenous variables that describe links
and interactions among vegetation, crops and bee hive.

3.2 Mathematical model of Landscape Fertility for Bee Hive

The Landscape fertility for bee hive in our conceptual model is a key variable of the whole model and it can
be designed using mathematical model with parametric logistic function (Figure 3):

1—SC~NFP
F=Bcrscrr
LF ... Landscape Fertility, LF € (0; 1)
SC ... Species Diversity of Plants (species per m?)
* Vegetation and Crops in Landscape (plants per m?)
NP ... Nectar in Landscape (ten grams per m?)

* Stocks of Pollen (ten grams per m?2)

BC ... Number of Bee Colonies in Landscape (hives per km2)

Figure 3 Mathematical model of Landscape Fertility

Landscape Fertility for Bee Hive

1.2
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NP ... Nectar in Landscape * Stocks of Pollen
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Figure 4 The course of the math. model of L.F.
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The Landscape fertility (LF) for perimeter of 5 km? depends on exogenous variables Number of Bee Colonies
in Landscape (BC), Species Diversity of Plants (first parameter in SC), Vegetation and Crops in Landscape
(second parameter in SC), and endogenous variables Nectar in Landscape (first parameter in NP) and Stocks
of Pollen (second parameter in NP). The Landscape fertility decreases by counts of bee colonies in Land-
scape (BC), increases by counts of plants and species in Landscape (SC), then mainly increases by abundance
of nectar and pollen per m2 (NP). In the next year of the research, authors plan to extend the model, perform
to verify by the data collection and confront the results with praxis. The records from beehive weights and
phenological records from beekeepers are now continuously collected and in next year will use for the ex-
tend and the verify of the model.

4 Conclusion

The paper suggests the first steps in the research of Landscape fertility for bees and its causal relations on
various endogenous and exogenous factors. The conceptual model for Landscape fertility in the form of a
Causal Loop Diagram was designed and the mathematical model for the key variable (Landscape fertility)
was proposed. Suggested CLD and mathematical model based on logistic function are based on theoretical
results of research and on practical experiences in the apiculture. Results of here published approach will
serve practical use on the web portal Velstva Online.

Although the concept of the Landscape fertility is not very widespread in the professional literature, the
Landscape fertility for bees is nowadays a very popular topic in the agricultural praxis. Vitality and survival
ability of bee cluster in Landscape decrease rapidly every year. Renewal of bee hives is very financially de-
manding, but agricultural production critically depends on bee pollination. The systematic monitoring of
Landscape fertility for bees will ensure to the protection of bees and landscape as a whole too.
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Impact of Labour and Growth Shocks in Small Open

Economy: DSGE Approach
Jakub Bechny!

Abstract. This paper aims to identify the impacts of the labour market shocks
for economic growth, and the impact of the growth shocks for the labour market
variables. We use a small open economy dynamic stochastic general equilibrium
model with real wage rigidity and involuntary unemployment. The model is esti-
mated by using a Bayesian approach and 16 observed variables from 2001Q1 to
2019Q4 for the Czech economy. The main results are as follows: (i) The labour
supply shocks contributed to the economic growth and induced disinflationary
pressure during 2010-2017 period, but are the barrier of growth from 2018 on-
wards; (ii) Productivity and domestic cost shocks are the dominant determinants
of real wage growth; (iii) The effect of the domestic demand shock on the unem-
ployment is twice as large as the foreign demand shock.

Keywords: Bayesian estimation, DSGE model, labour market, small open econ-
omy

JEL Classification: C32,E17
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1 Introduction

The Czech labour market exhibits a remarkable development. Following the 2012-2013 recession that
ended up with the exchange rate commitment of the Czech National Bank, the unemployment rate has
steadily decreased from almost 8% to 2% and fluctuated close to this historical minimum since 2018. The
labour market is tight, with the lowest unemployment rate in the whole European Union. According to the
Czech Ministry of Labour and Social Affairs, there were 215 000 of involuntary unemployed and 340 000 of
the unfilled job vacancies by the end of 2019.

Consequently, the goal of our short paper is: (i) To identify the impact of the labour market shocks for the
growth of the Czech economy; (ii) To identify the impact of the growth shocks for the labour market variables.
The analysis is done using a small open economy dynamic stochastic general equilibrium (DSGE) model with
real wage rigidity and explicitly modelled involuntary unemployment. In particular, we employ the model
that was in more detail presented in Bechny [4] and used for quantification of various output gap measures.

The research on the Czech labour market by using DSGE approach has been limited. The exceptions are
Némec [11], Tonner et al. [13], and Zeleznik [14]. We contribute to this literature by identification of the
growth and labour market shocks within the balanced growth path model, and by quantification of the im-
pacts of those shocks on the real economy. The remainder of this paper is organised as follows. Section 2
briefly describes our model and estimation procedure. Section 3 discusses the role of labour market shocks
for the growth of the economy, Section 4 discusses the role of growth shocks for the labour market, and
Section 5 concludes with the summary of the main findings.

2 Model and estimation

Our model combines a standard New Keynesian closed economy of Christiano et al. [7] with the small open
economy structure of Adolfson et al. [1]. The model thus contains a standard set of nominal and real rigidi-
ties such as sticky prices, rigid wages, variable capital utilisation, investment adjustment costs or habit in
consumption. The sticky prices of importers and exporters then allow for the incomplete exchange rate
pass-through. Only domestic intermediate firms use capital and labour services in production. In total,
there are five types of intermediate firms (and thus five types of New Keynesian Phillips curves): domestic,
exporters, consumption good importers, investment good importers, and importers of re-exported goods.
Aggregate consumption, investment and export goods are compiled as the constant elasticity of substitution

1 Masaryk University, Faculty of Economics and Administration, Department of Economics, Lipova 41a, 602 00 Brno, Czech Republic,
jakubbechny@mail.muni.cz



index of domestic production and imported goods. The model contains one type of representative house-
hold that attains utility from consumption, leisure, and real cash balances. The labour market with explicitly
modelled involuntary unemployment and hiring costs then follows Blanchard & Gali [5] and combines the
Nash-bargained wage with the real wage persistence of Hall [10]. The monetary policy in our model follows
the inflation forecast targeting regime. The foreign economy represents the IS curve, Phillips curve, and
monetary policy rule.!

Importantly, the model contains the balanced growth path steady-state and allows us to link the model vari-
ables with the observed growth rates of the data, without their pre-filtration that leads to loss of long-term
frequency information as discussed by Andrle [2]. We use 16 observed variables from 2001Q1-2019Q4 for
Bayesian estimation of the model, taken mostly from the Czech Statistical Office and Eurostat: the real out-
put, consumption, investment, imports, exports, wages, CPl inflation, GDP deflator inflation, nominal interest
rate (PRIBOR), inflation target, CZK/EUR exchange rate, unemployment rate, and job vacancies. The foreign
economy is proxied by the euro area real output, CPI inflation, and nominal interest rate (EURIBOR). We
use a standard Metropolis-Hastings algorithm and Kalman filter, as implemented in Matlab toolbox Dynare.
In particular, we used two parallel chains for the Metropolis-Hastings, each chain with two million draws,
of which 50% are dropped as a burn-in. We obtained an acceptance ratio around 30% and checked the
convergence using the diagnostics of Brooks & Gelman [6].

Based on comments of an anonymous referee, we must also admit that our modelling approach does not
allow for the permanent impacts of the transitory shocks, that is, for the hysteresis. This follows from the
assumption of a unique balanced growth path steady-state, inherent to a vast majority of modern New Key-
nesian DSGE models. For an interesting analysis of a search and matching model that allows for the unem-
ployment hysteresis see, e.g., Cizek [9]. Bechny [3] then provided some empirical evidence in favour of the
unemployment hysteresis in the Czech economy.

3 Role of labour market for growth of economy

We will start with the analysis of the impacts of the labour market shocks on the growth of the economy:.
The model contains two labour market shocks - labour supply ¢V and hiring cost ¢¥. Figure 1 shows that
the Czech economy was hit by the sequence of a positive? labour supply shocks during the 2010Q1-2017Q4
period; the labour supply shocks have had a negative effect on the growth since 2018. The labour supply
shocks were thus the major driving force which led to the decrease in the unemployment rate to its histor-
ically lowest levels, however, since 2018 the extremely tight labour market with symptoms of the labour
shortage likely become the barrier of the further economic growth. The negative labour supply shocks were
also identified for the 2008-2009 Great Recession period and around the year 2005 that was associated
with the peak of structural unemployment after the 1997-1998 crisis. From the normal distribution point
of view, the labour supply preference process (¥ exhibited a remarkable development soon after the Great
Recession and from the year 2014 onwards with the values of ¢V outside the +1 standard deviation interval.

Smoothed shocks (normalized) Smoothed shock processes (normalized)

A R | |
2005 2010 2015 2020

|

¥

2005 2010 2015 2020
Labour supply === Hiring costs ‘

Figure 1 Smoothed labour market shocks (s.d.).
Notes: Smoothed shocks (innovations) and autoregressive processes are normalised by their standard devia-
tions. Source: «Own computations»

1 The log-linearised version of our model contains 84 equations. Therefore, it is above the scope of this short paper to present its
structure in more detail here. For details, the readers are referred to Bechny [4].

Z A positive labour supply shock leads to an increase in labour supply due to a decrease in households" disutility from work; that is, is
associated with negative values of shock ¢}.
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Regarding the hiring cost shock process ¢}, there are clear drops during 2002 and before the Great Recession,
and peaks during the 2008-2009 Great Recession and around the year 2004. During the 2002-2004 period,
the shock likely captures the ongoing structural changes in the Czech labour market. Dynamics of the hiring
cost shock before and after the Great Recession likely capture a contribution of the domestic labour market
to the overheating and subsequent slump of the economy. Importantly, there is no clear pattern for the
period 2013 onwards. The hiring cost shock process ¢} fluctuates within its +1 standard deviation interval,
letting the labour supply shock ¢V capture the recent phase of the labour market overheating.

Figure 2 compares the impacts of the one standard deviations labour market shocks for the growth of the
Czech economy. Apparently, the hiring cost shock ¢} has only a weak effect reducing the output growth Ay,
and the real wage growth Aw; roughly by 0.2 p.p., a,, and inducing a weak increase in inflation 7{ of 0.2 p.p.,
a. The positive one standard deviation labour supply shock ¢V has more significant effects on the growth.
As can be seen in Figure 2, the increased labour supply due to the shock brings a drop in the unemployment
rate U; of 0.15 p.p. and in the real wage growth Aw; of 1.2 p.p., a. The increased labour supply induces
increase in the growth rate of output Ay; of 0.5 p.p., a, and reduction of the inflation «{ by 0.5 p.p., a.; the
shock has a positive growth effect for all components of the domestic aggregate demand - the consumption
Acy, investments Ai, and exports Aex;.

Ay, Output (p.p.,a.) Ac¢; Consumption (p.p.,a.) Ai; Investment (p.p.,a.)

0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
Aez; Exports (p.p.,a.) 7{ Inflation (p.p.,a.) R, Interest rate (p.p.)
0.2
Y Py 2SS R O A
-0.02
-0.04
.............. i -0.06
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
o, Unemployment rate (p.p.) Aw, Wages (p.p.,a.) AS; Nominal depreciation (p.p.)
ol 0.05 4
_01 0 --------
-0.05
-0.2
-0.1
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20

Labour supply ==*===** Hiring costs ‘

Figure 2 Impulse response functions to 1 s.d. labour market shocks
Notes: The variables are either in percentage points (p.p.), or in the percentage points and annualised (p.p.,a.).
The unemployment rate is a deviation from the NAIRU. Source: «Own computations»

4 Impact of growth shocks on labour market

We will proceed with the analysis of the impacts of the key growth shocks on the labour market in the Czech

economy. We will discuss in more detail impacts of the following shocks:

Permanent technology /7, due to its crucial role in the balanced growth path models in which this shock
represents the only source of the long-term economic growth of all real variables, including the wages;

Foreign demand gcf*that captures the demand-driven dynamics of the output in the foreign economy block
(that is, the euro area), and played an important role during the 2008-2009 Great Recession;

Consumption preference ffas the domestic demand shock that played an important role during the 2012-
2013 recession;

Domestic markup S\?as the domestic cost-push shock with quite a strong impact on the output growth and
inflation.
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Figure 3 shows the smoothed trajectories of the above-mentioned growth shocks and shock processes. We
will again use the optic of the 1 standard deviation interval band to identify interesting realisations of the
processes, respectively shocks.

Smoothed shocks (normalized) Smoothed shock processes (normalized)
2 : : : oS S e : :
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Smoothed shocks (normalized) Smoothed shock processes (normalized)
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Permanent technology Consumption preference = = Foreign demand ====*** Domestic markup

Figure 3 Smoothed growth shocks (s.d.)
Notes: Smoothed shocks (innovations) and autoregressive processes are normalised by their standard devia-
tions. Source: «Own computations»

For most of the time, the permanent technology process /7 fluctuates within its &1 standard deviation in-
terval band. It points to notable improvements in the technology during 2006-2007 and 2017. But most
importantly, it captures the Great Recession through the shock of 5.5 standard deviations. The Great Reces-
sion was so severe that the model partially interprets it also as a drop in the potential output of the economy;,
due to its common-trend slump in almost all observed real variables (both domestic and foreign). This is
notvery intuitive (the recession was imported from abroad and relatively short-lived) and would require the
incorporation of the expert judgment during the estimation. Regarding the current situation in the Czech
economy, the permanent technology shock process /7 is identified as a negative from 2018 onwards - that
is, recent growth is not driven by productivity improvement according to the model.

The foreign demand shock process @' shown in Figure 3 peaks just before the beginning of the Great Re-
cession. The Great Recession itself is then associated with the negative foreign demand shock of 5 standard
deviations. The model thus quite intuitively points to the crucial role of the development in the euro area
before, during and after the Great Recession. The foreign demand shock process é{ is persistently negative
since 2013 onwards and quite intuitively captures the recent economic conditions in the euro area, associ-
ated with weak demand and deflationary tendencies.

The domestic demand shock played a crucial role during the 2012-2013 recession. As can be seen in Fig-
ure 3, the shock process ff falls to negative values of 2 standard deviations during the whole recession. It
quite intuitively captures a weak domestic demand due to negative consumer sentiment and restrictive fiscal
policy of the former government. The positive shocks before the Great Recession then capture the contri-
bution of the domestic demand to the overheating, and significant positive shock in 2010Q1 is needed to
explain the rise of the real consumption Ac; during that period. Regarding the current situation in the Czech
economy, the shock process ff peaked during the year 2019, capturing contribution of the domestic demand
to the recent growth of the economy.
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The process of the domestic cost-push shock 5\‘;’ in Figure 3 does not show any clear pattern until 2010.
However, this shock is one of the key drivers of domestic inflation. The shock 5\‘5 is persistently positive
during the 2014-2017 period, capturing the inflationary domestic cost shocks. The impact of the cost shock
M is disinflationary from 2018 onwards.

Figure 4 compares the impacts of the selected one standard deviations growth shocks for the labour market
variables of the Czech economy. We will start with the discussion of the effects of permanent technology
shock jiZ. Similarly as in Sheen and Wang [12] the increased productivity drives up the output growth Ay,
and the real wages Aw, that increase by 3.2 p.p., a. - the productivity is a dominant determinant of the real
wage growth. The increase of the wages is partially offset by the drop in the hiring costs g; (and thus also
in labour market tightness %;, hiring rage AH,, and vacancies AV,). Domestic marginal costs n/z\cf increase
0.2%, which induces the inflationary pressure of about the same magnitude. Similarly as in Christiano et
al. [8], the productivity shock has no significant effect on unemployment.

As can be seen in Figure 4, the foreign and domestic (consumption) demand shocks have qualitatively but
also quantitatively very similar impact on the labour market, although propagation of the consumption shock
is a little bit stronger. Following the positive demand shock, the growth rate of output Ay, and wages Aw;
increase. The unemployment U, drops by 0.1 p.p. in response to the foreign shock é;v, and almost by 0.2
p.p. in response to the domestic demand shock éf In response to stronger demand the firms increase both
posting of vacancies AV, and hiri