39t International Conference
on Mathematical Methods
in Economics

Faculty of Economics and Management
Czech University of Life Sciences Prague

8t - 10" September 2021

Conference Proceedings




Czech University of Life Sciences Prague

Faculty of Economics and Management

Proceedings of the 39 International Conference on

Mathematical Methods in Economics

8th - 10" September 2021
Prague, Czech Republic, EU



Editor: Robert Hlavaty

Cover: Jiti Fejfar
Technical editors: Jifi Fejfar, Michal Hruska
Publisher: Czech University of Life Sciences Prague

Kamycka 129, Prague 6, Czech Republic

Publication is not a subject of language check.
Papers are sorted by authors’ names in alphabetical order.
All papers passed a peer review process.

© Czech University of Life Sciences Prague
© Authors of papers

ISBN 978-80-213-3126-6



Programme Committee

doc. RNDr. Ing. Milo$ Kopa, Ph.D.
President of the Czech Society for Operations Research
Charles University, Faculty of Mathematics and Physics

prof. Dr. Ing. Miroslav Plevny
Vice-president of the Czech Society for Operations Research
University of Economics in Prague, Faculty of Informatics and Statistics

prof. RNDr. Helena Brozova, CSc.
Czech University of Life Science in Prague, Faculty of Economics and Management

prof. Ing. Mgr. Martin Dlouhy, Dr., MSc.
University of Economics in Prague, Faculty of Informatics and Statistics

doc. Ing. Jan Fabry, Ph.D.
University of Economics in Prague, Faculty of Informatics and Statistics

prof. RNDr. Ing. Petr Fiala, CSc., MBA
University of Economics in Prague, Faculty of Informatics and Statistics

prof. Ing. Jana Hanclova, CSc.
Technical University of Ostrava, Faculty of Economics

prof. Ing. Josef Jablonsky, CSc.
University of Economics in Prague, Faculty of Informatics and Statistics

doc. RNDr. Jana Klicnarova, Ph.D.
University of South Bohemia, Faculty of Economics

Ing. FrantiSek Koblasa, Ph.D.
Technical University of Liberec, Faculty of Mechanical Engineering

prof. RNDr. Jan Pelikan, CSc.
University of Economics in Prague, Faculty of Informatics and Statistics

prof. RNDr. Jaroslav Ramik, CSc.
Silesian University in Opava, School of Business Administration in Karvina

Ing. Karel Sladky, CSc.
Academy of Sciences of the Czech Republic, Institute of Information Theory and Automation

doc. Ing. Tomé&$ Subrt, Ph.D.
Czech University of Life Science in Prague, Faculty of Economics and Management

Ing. Miroslav Vavrousek, Ph.D.
Technical University of Liberec, Faculty of Mechanical Engineering

prof. RNDr. Milan Vlach, DrSc.
Charles University in Prague, Faculty of Mathematics and Physics
The Kyoto College of Graduate Studies for Informatics

prof. RNDr. Karel Zimmermann, DrSc.
Charles University in Prague, Faculty of Mathematics and Physics

prof. Ing. Miroslav Zizka, Ph.D.
Technical University of Liberec, Faculty of Economicss



Organisation Committee
Ing. Robert Hlavaty, Ph.D. (chair)
Czech University of Life Science in Prague, Faculty of Economics and Management

Ing. Jifi Fejfar, Ph.D.
Czech University of Life Science in Prague, Faculty of Economics and Management

Ing. Martina Houskova Berankova, Ph.D.
Czech University of Life Science in Prague, Faculty of Economics and Management

Ing. Igor Krejc¢i, Ph.D.

Czech University of Life Science in Prague, Faculty of Economics and Management
Ing. Tereza Jedlanova

Czech University of Life Science in Prague, Faculty of Economics and Management

Ing. Tereza Sedlarova Nehézova
Czech University of Life Science in Prague, Faculty of Economics and Management

Technical Editors
Ing. Jifi Fejfar, Ph.D.
Czech University of Life Science in Prague, Faculty of Economics and Management

Ing. Michal Hruska, Ph.D.
Czech University of Life Science in Prague, Faculty of Engineering



Foreword

It is a pleasure to present you the Proceedings of the 39th International Conference
on Mathematical Methods in Economics - MME2021. The conference was held by the
Czech University of Life Sciences Prague (CZU), Faculty of Economics and under the
auspices of the Czech Society for Operational Research on September 8-10th 2021. The
conference hosted nearly 120 participants, both onsite and online. The proceedings
contain 89 reviewed contributions.

The conference MME is a traditional event that brings together researchers and
practitioners in the field of Operations research and Econometrics, and it returned
to CZU after 12 years has passed since being organised here. It is not hard to notice
that many things have changed since then - the number of contributions has nearly
doubled, the sessions have become online, and the old research questions have turned
into new research questions. Fortunately, the most important aspect - the social role
of the conference - has remained. It is still an event that represents an opportunity for
the best experts in the field to meet and spend some time together.

The year 2021 was marked by issues and challenges where the mathematical methods
will play an important role: the pandemic, the new green deal and the turbulent weather
no less. On this 39th birthday of the conference, let us wish this event more successful
years and ideas that will contribute to dealing with those challenges. Finally, let me
express my sincere thanks to the members of the programme committee for securing
the smooth review process and the members of the organising committee whose effort
and hard work have made this event possible.

September 2021
Robert Hlavaty
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The competitiveness of V4 countries in the
context of EU member states

Markéta Adamova?, Jana Klicnarova?, Nikola Soukupovai3

Abstract. Even though there is no generally accepted definition and understanding of
the concept of competitiveness, this issue is currently of interest to many economic
analyses as a basic measurement for countries’ macroeconomic performance. The
measurement of efficiency is subject to different methods and data operationalization,
but in the European Union, the competitiveness concept has not been uniquely defined
yet. In our previous research, we provided an analysis of the efficiency of the Euro-
pean Union (EU) Member states using the Data Envelopment Analysis (DEA) and
Malmquist index of the efficiency of all EU-27 Member States during the period
2013-2019 given the total unemployment rate, general gross government debt, gross
capital formation and GDP per capita as macroeconomic indicators. This paper pro-
vides an analysis of the position of V4 countries within the evaluation of the EU Mem-
ber states with aims to analyze the efficiency progress of Visegrad countries (V4) in
comparison with EU member states.

Keywords: competitiveness, EU member states, economic efficiency, DEA,
Malmquist index

JEL Classification: C61, R11, R15
AMS Classification: 91B82

1 Introduction

The concept of competitiveness is currently of interest to economic theorists’ attention as a basic measurement for
countries' macroeconomic performance, even though there is no generally accepted definition, understanding and
measurement system of this concept due to its complexity and different perceptions [8, 21]. According to [22], as
a mirror of competitiveness could be understood the concept of economic efficiency as a commonly applied in-
strument to help identify the strengths and weaknesses of the evaluated states. The measurement of economic
efficiency, which closely related to the use of resources in the economy, is subject to different methods and data
operationalization, but in the European Union, the concept has not been uniquely defined yet, although the EU
Member States efficiency is the source of national competitiveness [1, 4].

The interest in measuring the efficiency of states has led to the development of different methods and data opera-
tionalization applied to the evaluation of efficiency. A frequently used research method is Data Envelopment
Analysis (DEA) method or Malmquist index productivity because DEA is suitable for determining efficiency of
units that are comparable to each other, e. g. selected macroeconomic indicators of countries [1, 4, 22]. Table 1
shows researches where the efficiency of states is evaluated by the data envelopment analysis (DEA) method.

Authors Year Main findings

Fare et al. [7] 1994 Innovation contributes to competitiveness growth more than improvements.

Martic and L - .

Savic [13] 2000 Only 17 regions in the EU can be classified as effective by DEA.

Stakaova, The best efficiency changes in competitiveness were achieved by NUTS 2 re-
and Melecky 2016 . . . :

[22] gions belonging to the group of the Visegrad countries.
Moutinho,

Madaleno and 2017 Resources productivity shows a positive and S|gn|f|pqnt influence independently
. of the country technical and eco-efficiency level.
Robaina [18]

! University of South Bohemia in Ceské Bud&jovice, Department of Management, Studentské 13, 370 05 Ceské

Budgjovice, adamovam@ef.jcu.cz.
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Authors Year Main findings

Lozowicka 2020 In inefficient countries can be identified weak areas and indicate the action that
[11] should be taken to improve their efficiency.
Stankovic,
Marjanovié 2021 26 out of 28 EU members state do not achieve satisfactory levels of socio-eco-
and Stojkovié¢ nomic efficiency.
[23]

Table 1 DEA method used for evaluation of efficiency of states
Source: own processing

In the EU there are still significant economic, social, and territorial disparities that lead to cohesion concerns in
the expanding and further integrating EU [24]. After the second world war, western European countries had to
undergo turbulent times. In countries of central Europe, there was communism which affects its national econo-
mies [20]. Many researchers define the term new EU countries (post-2004) and old/traditional (pre-2004) EU
countries, e. g. [3, 20, 17, 15]. Between old EU countries Austria, Belgium, Denmark, Finland, France, Germany,
Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden belong. As new EU countries are la-
beled Bulgaria, Cyprus, Estonia, Latvia, Lithuania, Malta, Slovenia, Romania, Croatia, and all of the V4 countries
[26]. According to [3], the present competitive advantage of new EU member states is a low-cost-based economy
which is attractive for foreign investors.

V4 countries belong to the group of transition countries [12]. The V4 group consists of four Central European
countries — Slovakia, Czechia, Hungary, and Poland. V4 countries have a common history, culture, and geograph-
ical position [2]. This may lead to the idea that they are comparable. According to [17], the V4 countries have
undergone rapid growth accompanied by restructuring and modernization.

Based on the research of [9] within the V4 countries the Czechia is the most successful country in terms of indi-
cators (reference years 2010 -2014). The differences in the economic performance of V4 countries are being nar-
rowed. According to [14] "development in V4 countries has a trend towards advanced countries, such as Austria
and Germany. There was a growth in their performance, increasing trend in effective use of their advantages and
improve in competitive position."

This paper provides an analysis of the position of V4 countries within the evaluation of the EU Member states
with aims to analyze the efficiency progress of Visegrad countries (V4) in comparison with EU member states.

2 Materials and methods

In our paper [10] we have analyzed the EU countries according to values of GDP per capita, Gross Capital For-
mation, General Government Debt, and Unemployment rate between 2013 and 2019. We applied Data Envelop-
ment Analysis to identify countries with optimal values under all these criteria and used the Malmquist index (M)
to measure progress in this evaluation. If we focus on V4 countries, we can see from results DEA that only Czechia
belongs to states with an optimal combination of outputs and inputs, in DEA language we called these states
efficient. The position of Czechia might be influenced by the low level of the unemployment rate (it was oscillating
around 2%) and decreasing level of government general gross debt (Czechia dept is decreasing from 2013) [6].
Results of a DEA are based only on data from the chosen year, therefore, it could be supplemented by the
Malmquist index to add an overview of development over time (2013-2019).

However, if we study a MI based on data from 2013 and 2019, we can see that all VV4 countries achieved quite
good results, their position is in the first half within the order of EU member states. The Czech Republic took 2nd
place (5.07), Hungary took 3rd place (4.2), Poland ranked 9th place similar to Slovakia (11th place, score 2.42).
The results follow the idea that there is a different dynamic between old and new EU member states

DMUs Ml DMUs Ml DMUs Ml DMUs Ml
Ireland 5.29 Netherlands 2.69 Belgium 1.86 | Luxembourg | 1.34
Czechia 5.07 Poland 2.58 Denmark 1.83 Sweden 1.32
Hungary 4.2 Malta 2.49 Germany 1.77 Spain 1.26
Croatia 3.44 Slovakia 2.42 Latvia 1.75 Bulgaria 1.22




DMUs Ml DMUs Ml DMUs Ml DMUs Ml
Portugal 3.34 Romania 2.28 Estonia 1.75 Italy 1.15
Slovenia 3.27 Lithuania 1.96 Finland 1.52 France 1.04
Cyprus 2.95 Greece 1.87 Austria 1.38

Table 2 Malmquist Index Score of DMUs
Source: own processing

Now, our aim is to focus in more detail on the progress of V4 countries in chosen parameters in comparison to
other EU countries. For our analyses we have used Unemployment Rate, General Government Debt, Gross Do-
mestic Product per capita (hereinafter GDP), and Gross Capital Formation (hereinafter GCF), all of the indicators
were ILO modeled estimates to ensure comparability across countries and over time. The data were obtained from
the World Bank [25] and the International Monetary Fund and the reference period was chosen 2013-2019 due to
the elimination of the effect of the financial crisis and COVID pandemic situation. For DEA we applied Unem-
ployment Rate, General Government Debt as proxies for inputs and Gross Domestic Product per capita, and Gross
Capital Formation as proxies for outputs.

To compare the progress of countries under these parameters. First, it was necessary to standardize data to get
comparable values under different variables. Since we use cluster analysis with Euclidian metrics, we normalize
data into vectors with unit $L_23$-norms (under variables, i.e. the vector of GDP per capita in 2013 has a unit
norm, for example). Our aim is to compare all values and progresses in all factors, therefore we applied cluster on
all normalized data — values of all variables in all studied years - i.e. we used values of GDP per capita, GCF,
Unemployment rate, and Debt from 2013 to 2019. In the following graphs, we can compare original and normal-
ized data. We can see that the order of countries' values for each year stays the same, however, the proposition of
the positions can change, it is given by the normalization.

30 0,6
Unemployment Rate - Unemployment Rate -
riginal data W
20 0,4
10 \ 0,2 e ——,
&
“"""‘-—._.__A
0 0
13 14 15 16 17 18 19 13 14 15 16 17 18 19
Bulgaria Croatia —8— Czechia Bulgaria Croatia —@=—_Czechia
—@—[inland —— Germany =——8=—Greece =—@=——Finland —f=— Germany =—@==Greece

Graph 1 Comparison of original and standardized data (on the example of Unemployment Rate)
Source: own processing

First, we applied Hierarchical clustering to get an idea about the position of V4 countries and then we ran a k-
means analysis, to discuss the properties of clusters in more detail.

3 Results

The hierarchical clustering was used to illustrate the clustering of EU countries, see graph 2. First, the old EU
countries come together, except Germany and France, which form a separate cluster as Italy and Spain. This fact
is due to the high level of gross capital formation (GCF) compared to other states. Luxembourg forms a separate
cluster due to its high GDP per capita compared to others EU states. Greece also forms a separate cluster, but due
to the high level of debt. The new countries of the European Union tend to come together. The hierarchical clus-
tering shows that the positions and developments of V4 countries are quite similar.



Clustered EU countries
Variables: CDP per capita, GCF, Debt, Unempl. rate

1stria

1 nﬁllll 1
e
thl};g,l Imdd
=1
‘LLm ak Be )u§ il
zec cepu ; fl
5%"1 ehy :»—H
% :
)g i —
FSIL) un :
Lo Se
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Distance (Euclidian metric)

Graph 2 Clustered EU countries
Source: own processing

To analyze the similarities and differences among countries in detail, we applied k-means cluster analysis, accord-
ing to results in hierarchical methods, we decided for the choice of 8 clusters, the division into clusters, we can see
in the following table 3.

Cluster n. 1 | Austria, Belgium, Ireland

Cluster n. 2 | Denmark, Finland, Netherlands, Sweden

Cluster n. 3 | Croatia, Cyprus, Portugal

Cluster n. 4 | Luxembourg

Cluster n. 5 | Bulgaria, Czechia, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Romania, Slovak Republic, Slovenia
Cluster n. 6 | Italy, Spain

Cluster n. 7 | Greece

Cluster n. 8 | France, Germany

Table 3 Clusters of EU states
Source: own processing

As the results show, the division into old and new states of the European Union is still evident — e.g. Austria,
Belgium, Denmark, Finland, Netherlands, Sweden form cluster n. 1 and n. 2, Italy and Spain together form cluster
n. 6 or France and Germany together form cluster n. 8. Cluster number 5 consists of 11 cases including V4 coun-
tries. All these cases belong to new EU member states. Traditional member states create clusters together (instead
of Portugal, which is with Malta and Cyprus). It supports the idea that differences between the traditional and new
EU member states may be influenced by their position in a global economy. The new member states are attractive
for multinational companies due to lower labor and production expenditures [15]. Even new members attract com-
panies by tax competition [19]. According to [16], the new EU member states are approaching to results of the old
member states (reference years 1996-2017, indicator GDPP), different in the speed of moving.

In all EU member states, the unemployment rate between 2013 — 2019 was decreasing. The position of V4 coun-
tries (the reference year 2016) was under the average of EU (6,7%) and Euro area (6,9). The Czechia had the
lowest rate of the whole EU (2%). Poland and Hungary unemployment rates were oscillating around 3%. Slovakia
was placed in the order of EU members in the second half with 5,8% (Eurostat, 2019). GDPP had an increasing
trend in all EU countries between 2013 and 2019. The highest growth was recorded in Czechia from V4 countries.
A similar improvement had Poland and Hungary and Slovakia placed last position [5, 6, 25]. The less indebted
country from V4 is Czechia. The highest debt from V4 countries has Hungary, even Hungary exceeds the limit
from the Maastricht agreement (60% of GDP). All V4 countries have general gross government debt under the EU
average [6].

We can see that all V4 countries are in one cluster. To study the specification of individual clusters, see graph 3,
where the values of clusters’ centroids are displayed.
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Graph 3 Clusters’ centroids
Source: own processing

In more detail, graph 3 shows centroids of each cluster. Therefore, we can see that countries of cluster n. 5 have
one of the lowest debts. Moreover, their debt is relative compared to the debt of other countries, decreasing. The
same for the unemployment rate. On the other hand, also GDP per capita and GCF are the lowest ones (in GDP,
only Greece (cluster n. 7) is worse than the centroid of cluster n. 5). If we run k-means analysis for 9 clusters, it
divides cluster number 5 into two separate clusters, the first cluster would consist of the Czech Republic, Hungary,
Romania, Malta, Poland, and Slovenia and the second cluster from Baltic countries together with Slovakia and
Bulgaria. The first cluster has a better level in macroeconomic indicators like the unemployment rate, GDP per
capita and gross capital formation than the second cluster. In contrast, the second cluster has a better level of
general government gross debt.

4 Conclusions

The V4 countries reach worse values in GDP and GCF than old EU member states. But both indicators are rela-
tively (in comparison with other EU countries) increasing within reference years in V4 countries. Their good
results are influenced by a low indebtedness and a low unemployment rate under the EU average. In the next years,
these good results could be affected by the economic situation accompanying the pandemic situation of COVID-
19.

The position of V4 countries is in a cluster with the lowest debt, even relatively decreasing, the same unemploy-
ment rate is low and it is decreasing. V4 countries have many similarities due to the common history, the best
position from them takes place Czechia. To compare with EU member states, V4 countries have the lowest em-
ployment rate and low level of indebted (except Hungary).

The V4 countries are approaching the results of the old member states what complies with the findings of [16]. V4
countries are leaders of new EU member states and have become an important source of improving the interna-
tional competitiveness of the largest economy in the EU.
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Economic Policy Uncertainty and Stock Markets Co-move-

ments
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Abstract. We empirically examine co-movements between the Economic Policy Un-
certainty (EPU) index and selected stock market indices (S&P500, UK100, Nik-
kei225, and DAX30) at different investment horizons. We show significant but time-
variant co-movements between EPU and stock markets employing wavelet analysis.
Moreover, we identify EPU as a leading indicator of stock market drops, especially in
the US, Japan, and Germany by using the time-varying domain based on the wavelet
coherence. The lag between the changes of EPU and selected stock markets is from 4
months up to 32 months for longer investment horizons. We identify the co-move-
ments between the EPU and stock markets also in times of decreased uncertainty but
only to a small extent.

Keywords: Economic policy uncertainty, wavelet analysis, stock markets, investment
horizons
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1 Introduction

There is a growing body of literature on the relationship between uncertainty and capital market returns. The
uncertainty is generally measured using the Economic Policy Uncertainty (EPU) index published by Baker et al.
(2016). As Pastor and Veronesi (2013) state, political uncertainty can be interpreted as uncertainty perceived by
investors and connected with future policy actions of the government. Authors demonstrate that stock returns are
affected by both fundamental economic and political shocks and show that political uncertainty increases the vol-
atility of stock returns.

Increasing uncertainty in markets is related to higher exchange rate risk (Abid, 2020; Albulescu et al., 2019), but
also FDI’s (Canh et al., 2019). Uncertainty affects the exchange rates of emerging countries (Abid, 2020), i.e.
that in time of higher uncertainty exchange rate risk appears which could impact fund, stock, and bond
investments in emerging markets. Firms are not sure what impact it may have on demand, so they are more risk-
averse (Tran, 2019). They decrease innovations also because of their risk aversion (He et al., 2020). Anyway,
uncertainty is also significantly related to firms asset structures — companies prefer to own fewer assets in foreign
currencies during times of higher uncertainty (Huang et al., 2019).

Increasing uncertainty is often related to decreasing stock prices (e.g. Antonakakis et al., 2013; Tiwari et al.,
2019; Luo and Zhang, 2020), however, there is still some gap in literature and we focus on comovements of
uncertainty and stock market returns at different investment horizons*. We follow Karp and Vuuren (2019) who
show that investors react to uncertainty in financial markets in different ways and with different lags.

We follow this stream of literature and provide contribution in several ways. First, we employ a continuous and
discrete wavelet transformation to identify the persistence (i.e. the cyclical behavior) of the EPU index and stock
markets indices at different investment horizons. Second, we empiricaly examine time-varying comovements
between the EPU index and stock market drops, especially during following events: Black Monday in 1987, the
Gulf wars in 1990 and 2003, the Japan crisis in 1989, the DotCom bubble, the terrorist attacks in the US in 2001,
the Global financial crisis in 2007, the Greek debt crisis in 2009, the Brexit referendum in 2016, and the

1 Mendel University in Brno, Faculty of Business and Economics, Zemé&dglska 1, 613 00 Brno, Czech Republic, peter.alorecht@mendelu.cz.
2 Mendel University in Brno, Faculty of Business and Economics, Zemé&délska 1, 613 00 Brno, Czech Republic, kapounek@mendelu.cz.
8 Mendel University in Brno, Faculty of Business and Economics, Zeméd&lska 1, 613 00 Brno, Czech Republic, zuzana.kucerova@men-
delu.cz.
4

Investment horizons are given by fractal dynamics. Effects of market fractions are significant when buying and selling orders are not
efficiently cleared very often (Peters, 1994).
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president Trump election in 2016. Third, we employ phase shift and wavelet cross-correlation sequences to provide
detailed analysis of lags. We confirm prevailing co-movements at frequencies below 32 months and lags be-
tween 2 and 6 months. Thus, our results identify the EPU index as a leading indicator of stock market drops for
long investment horizons.

2 Data and Methods

The co-movements between EPU and stock market returns is observed for the stock markets of major developed
countries, the US, Great Britain, Japan, and Germany in the period 1985-2019 (monthly data)®. Stock markets
are represented by the following indices: S&P500, UK100, Nikkei225, and DAX30.

We employ logarithmic differences to ensure stationarity for all the selected time series. We examine co-
movements between EPU and stock markets employing wavelet analysis. This approach allows us to differ-
entiate between frequencies representing different investment horizons (Fidrmuc et al., 2019).

3 Results

Most of the previous papers describe only periods when the uncertainty is rising (Luo and Zhang, 2020; Stolbov
and Shchepeleva, 2020; Chen and Chiang, 2020) but this paper analyzes not only periods with rising uncertainty
but also periods when there are peak seasons or the periods with decreasing uncertainty. As we observe, the rela-
tionship between stock indices returns and the uncertainty is very volatile, and that the uncertainty is related to
stock markets returns differently for each market fraction. Even in times of higher uncertainty, it is not so possible
to strictly conclude that the rising uncertainty causes the drop in stock market returns. As such, there is not a single
causality between uncertainty and stock market returns. In this context, the contribution of this paper is very clear
as this paper defines mutual coherence of stock indices returns and uncertainty for every period in time and every
market fraction separately.

A more detailed analysis of stock market returns, taking the existence of uncertainty (using the EPU index) into
account, is performed in the time-frequency domain applying the Wavelet coherence enabling the detection of
co-movement; results are presented in Figure 1.

An important finding of the analysis of the returns of S&P500 and the uncertainty (Figure 1, upper-left sector)
applying wavelet coherence and co-movement is that there is no exact co-movement in statistically significant
periods. There are mostly two situations prevailing in the figure and that is an arrow pointing either to the
bottom-left direction (an increase of the uncertainty indicates a decrease of the stock market index, i.e. the uncer-
tainty is a leading indicator of the stock market index) or an arrow pointing to the top-left direction (the stock
market index is a leading indicator of the uncertainty, therefore, when the stock market grows, the uncertainty
decreases). The second type of behavior is interpreted in two ways: (1) the investors can see the positive potential
in financial markets and, as such, the uncertainty about future growth decreases (Bonsall, et al. 2020); (2) the long-
term investors look at different fundamentals and before these fundamentals are announced in newspaper articles,
the markets have already incorporated this information into prices. That originates in the fact that long-term inves-
tors look at the information more difficult to process and release. Both explanations offer reasonable arguments so
they could be valid both at the same time.

In Figure 1 we can see that the EPU index is a leading indicator of future returns of the S&P500 index for short-
investment horizons (about 16-months and shorter), except for the period of the Global financial crisis in 2007.
There is also no significant relationship between the EPU index and stock market returns for market fractions lower
than 4 months.

Periods of significant historical coherence of the uncertainty and stock market returns occur in four periods while
three of these periods are related with crises. The first period, characterized by the biggest one-day drop of indices,
is identified the Black Monday in 1987 and our results show that the EPU index influences future returns of the
S&P500 index in short investment horizons (frequency scales 4-8 months).

5 The US data begin in January 1985; Japan and the EU data begin in January 1987 and the data for the GB begin in January 1998. We use
European EPU index as a proxy measurement of economic policy uncertainty in Germany.
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Figure 1: Wavelet Coherence for S&P500, UK100, Nikkei225, and DAX30.
Note: The color scales represent wavelet coherencies; the black contours denote insignificance at five
percent against red noise, and the light shading shows the regions probably influenced by the edge
effects. The direction of the relationship (the leading indicator) is represented by arrows (a left arrow
denotes an antiphase (180°) while a right arrow denotes in-phase (0° or 360°). A downward-pointing
arrow indicatesas a leading indicator of stock market returns.
Source: own estimation.

In the case of longer horizons, the S&P500 index is a leading indicator for the frequency scales from 16 to 32
months. This relationship is valid for the whole tested period which could mean that the EPU index increases the
uncertainty temporarily up to 16 months but in the case of long-term horizon, the stocks are more capable to
determine future market direction and to determine the perception of the uncertainty itself on the markets.

The second significant period is the period from 1997 to 2002; this period includes several economic policy
shocks having an impact on the rise of uncertainty (the Russian crisis, the President Bush's election, the DotCom
bubble, and the terrorist attacks in the US). The uncertainty on the markets is high because of these events and, as
Figure 1 shows, the EPU index is a leading indicator of the S&P500 index. Thus, the increasing uncertainty weak-
ened the decision-making of companies and as a result, the stocks dropped.

The third significant period dates from 2002 to 2007 and can be characterized as the period of booming markets
when the performance of stocks affected future uncertainty changes. The more detailed explanation is that the
uncertainty rises very quickly during economic shocks and then decreases rapidly. Based on the fact, that there are
not any negative events, investors perceive that the economy is in a good condition without any signs of pos-
sible present or future uncertainty.

The last period started in 2007. The S&P500 index affected the uncertainty during the Global financial crisis in
2007 and 2008 but the explanation seems to be different in this case. The uncertainty was high, but this crisis
was affected by the whitewashing of information by banks and companies. Therefore, the crisis appeared when it
was clear that the companies and banks had held very poisonous assets and it forced the stock prices to drop
severely when markets noticed the problem (Ramskogler, 2015).

When we look at the results for wavelet coherence of the UK100 index and the GB uncertainty (Figure 1, upper-
right sector), it is apparent that there are surprisingly very small significant areas of coherence; the values
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of coherence for frequency scales shorter than 4 months are very fragmented. When compared with the S&P500
index, our results show similar characteristics for frequency scales from 4 to 16 months when the EPU index can
be considered to be a leading indicator of the UK100 returns for most of the analyzed period.

The most significant area is partially shortened by a cone of influence; it is particularly the period during the
DotCom bubble and the terrorist attacks in 2001. When we look closer at this coherence area, however, we can see
that the coherence of the UK100 index and the EPU index is significant until 2005. It is probably due to the Gulf
war 2 that started in 2003 and the GB army participated in this conflict.

The UK100 index was a leading indicator of the EPU index changes for 64 and higher frequency scales after the
Global financial crisis in 2007 and the EPU index was a leading indicator of the UK100 returns for fractions up
to 6 months. But there is still a notable area with no significant coherence between the EPU index and stock
market returns.

We can also see the periods of low uncertainty with no significant coherence in the post-crisis period after 2011.
The significant area of coherence is related to the Brexit referendum in 2016 when the only significant period is
detected with a positive impact of the higher uncertainty on the UK100 returns. The explanation of this
surprising phenomenon is quite simple; after the GB had decided to leave the EU, the GBP/EUR exchange rate
dropped immediately by 10% of its value but no trade agreements with the EU were canceled. This depreciation
of the British pound started an uptrend on stocks of the GB companies. However, after the first recalculations of
the impact of Brexit on the GB economy had been released the prices were corrected back on the previous
values.

Therefore, the impact of the EPU index on the UK100 index was not direct as it affected the GBP value firstand
the depreciation helped the stock values to rise.

The coherence between the uncertainty and stock returns is the most significant in Japan (Figure 1, bottom- left
sector). A remarkable fact is that the significant relationship is observable particularly for the frequency scales
above 32 months, and it is valid for almost the entire analyzed period. The Nikkei225 index can be considered to
be a leading indicator of the EPU index for the whole period that includes the DotCom bubble, the Global financial
crisis in 2007, and Brexit that was also important for Japan.

Besides that, there are significant areas for frequency scales lower than 16 months, and these areas are significant
in the case of the increased uncertainty; these areas are related to the 1990 real estate bubble, then Japan came
through several difficult moments to revive the Japanese economy from 1991 to 1999. The significant co-
herence is observable from 2000 to 2002 after the DotCom bubble, then also during the Global financial crisis in
2007 and to a lesser extent during the Brexit referendum.

The fact that the mutual coherence of the EPU index and the Nikkei225 index is significant only in times of the
increased uncertainty indicates that it is of high importance to focus on this relationship during times when
economic policy shocks occur. The EPU index serves as a leading indicator of the Nikkei225 index in frequency
scales up to 16 months except for the Global financial crisis in 2007 and these findings are very similar to that of
the US and the GB markets. The uncertainty did not take into account information affecting companies because
this information was published when firms had financial problems or bankrupted (e.g. Lehman Brothers). As
such, the uncertainty itself appeared very late when problems of big firms, banks, and funds were serious, and as
a results stock returns became a leading indicator for the uncertainty during this period (Ramskogler, 2015).

In the case of the EU results (Figure 1, bottom-right sector), we can detect results similar for all four analyzed
regions, and it is the existence of significant coherence particularly during economic shocks. We can also state that
EPU index is a leading indicator of the DAX30 index in most cases for frequency scales from 4 to 16 months.
When compared with the other markets for long-term investors — the DAX30 index is a leading indicator of the
EPU index for frequency scales higher than 16 months. Information for long-term investors is more difficult to
process as it is released in newspapers later when the market has already reacted to other economic fundamentals
(Peters, 1994).

For frequency scales from 4 to 16 months, the EPU index affects DAX30 returns negatively. Again, this finding
concerning the European financial markets is similar tothe other three markets; these results are significant
particularly in crisis periods (in 2000-2002 or in 2007). We identify the returns of the DAX30 indices to be a
leading indicator of the EPU index (and not the uncertainty to be a leading indicator for returns) for this particular
period. This specific information is more related to the DAX30 index because this information whitewash was
operated by German banks and companies on a large-scale. These companies were buying securitized securities
issued by the US banks, and these banks held subprime loans and mortgages in their portfolios. Therefore, the
DAX30 index dropped, and as a result, the crisis began, and the uncertainty boomed (Ramskogler, 2015).
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4 Conclusion

Our results confirm significant but time-variant co-movements between the EPU index and stock markets, espe-
cially during times of turbulence (Black Monday in 1987, the DotCom bubble, terrorist attacks in 2001, the Global
financial crisis in 2007 etc.). We interpret frequency scales as investment horizons and confirm time- varying co-
movements of the EPU index and stock market. Our results detect the co-movement for investment horizons be-
tween 4 and 32 months. Thus, we confirm that the EPU index serves as a leading indicator of stock market drops
at short-term investment horizons.

Therefore, we offer some investment recommendations for periods of uncertainty increases as there is an
opportunity to speculate on stock indices drops through hedge funds, options, and other instruments. However, it
is necessary to make this investment for at least 16 months ahead; for more risk-averse investors, these findings
might at least indicate the time to close buy positions or to sell the assets. Investors look at different trading fun-
damental indicators in case of long-term investments (Peters, 1994), and the prices of stocks are moved sooner
after this information is released.

Third, we employ the phase shift and wavelet cross-correlation sequences to examine the lags (at different
frequency scales) between EPU and stock market indices. We confirm prevailing lags between 2 and 6 months as
such, these results signal that the EPU index serves as a leading indicator of stock market drops.

Our results are in line with recent literature (Baker et al., 2016; Tiwari et al., 2019; Luo and Zhang, 2020; Stolbov
and Shchepeleva, 2020) and provide robust evidence of coherence between the uncertainty and stock market
returns. However, we contribute with distinguishing investment horizons separately.
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Optimal consumption with irreversible in-
vestment in the context of the Ramsey model
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Abstract. The Ramsey model is widely used in macroeconomic studies, but only few
studies consider the irreversibility of investment which is an important aspect of real-
life investment. In this paper, we consider a Ramsey model with irreversible invest-
ment. While the main focus of the current literature is on a qualitative discussion of
such problems, our paper provides a framework for quantitative analysis of the tran-
sition path. Finding the optimal transition path in a Ramsey model with irreversible
investment requires solving a multistage optimal control problem with two kinds of
stages. These stages are called ‘free’ and ‘blocked’ intervals in the literature, with zero
gross investment in the blocked interval and positive gross investment in the free in-
terval. We show that the optimality conditions for such a problem imply the continuity
of the control variable along the transition path, which is an important feature in find-
ing the switching moments between free and blocked intervals. We use this feature
and the backward integration method for a quantitative analysis of the transition path.

Keywords: Ramsey model, Optimal control theory, multistage optimal control prob-
lem, Irreversibility of investment

JEL Classification: P28, C610
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1. Introduction

The Ramsey model is one of the most popular and widely used models in macroeconomic studies. It has been
constructed by Ramsey [1] to overcome one of the shortcomings of the Solow- Swan model by removing the
constant saving rate assumption and allowing households to optimize their saving and consumption behaviour.

In the Ramsey model, output is a function of the capital stock and can be used for consumption and investment
purposes. In this model, due to discounting, a unit of consumption which occurs at a later time leads to less utility.
However, investment through postponing consumption, increases the capital stock which leads to higher consump-
tion in the future. Intertemporal optimization is used to determine the optimal amount of consumption over time
under a macro-economic budget constraint.

Most of the studies using a Ramsey-type model are based on the assumption of reversible investment. It means
that consumption can temporarily exceed output, because it is possible to decumulate capital for consumption
purposes. This assumption is unrealistic in many cases. In reality, once investment in fixed capital has taken place,
it can’t be used for consumption purposes anymore, hence, gross investment in capital must be non-negative.

Arrow and Kurtz [2] implement the irreversibility of investment in the Ramsey model by means of a non-negativity
constraint on gross investment. In order to find the optimal transition path toward the steady state, they define two
kinds of intervals: free intervals, where the non-negativity constraint on gross investment is not binding and
blocked intervals, where the non-negativity constraint is binding. They consider the order of the free and blocked
intervals but they effectively disregard the duration of these intervals as well as the timing of the switching mo-
ments between the intervals.

Rozenberg et al. [3] discuss a Ramsey model with irreversible investment and a constraint on accumulated pollu-
tion. They provide a qualitative discussion based on optimal control theory but in order to find a quantitative
solution they use the GAMS solver as a black box.

With respect to the literature, there is still a lack of a systematic framework that facilitates quantitative analysis of
the transitional dynamics in the Ramsey model with irreversible investment. Our paper aims to shed more light on
handling this problem by formulating it as a multistage optimal control problem.

1 Maastricht University, School of business and Economics, 6200 MD Maastricht, n.ansari@maastrichtuniversity.nl.

2 Maastricht University, School of business and Economics, 6200 MD Maastricht, adriaan.vanzon@maastrichtuniversity.nl.
8 Maastricht University, School of business and Economics, 6200 MD Maastricht, o.sleijpen@maastrichtuniversity.nl.

4 De Nederlandsche Bank N.V., 1017 ZN Amsterdam, o.c.h.m.sleijpen@dnb.nl.
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To this end, we will provide a relatively simple picture of the problem by representing the Ramsey model with
irreversible investment as a three-stage optimal control problem. First, we show that this perspective allows us to
specify the switching moments between free and blocked intervals. Secondly, we use the backward integration
method, introduced by Brunner and Strulik in [4], to analyze the transition path toward the steady-state in a quan-
titative manner.

2. Method

2.1. The Ramsey model with irreversible investment

In this section we discuss a Ramsey model with irreversible investment. The per capita Cobb-Douglas production
function is given by®:

y=f(k) =Ak" (€
where y is output, K is capital, A represents total factor productivity, while « is the partial output elasticity of cap-
ital. Utility, u(c), is a function of consumption, c, is given by:
Cl—a’

2

where o is the elasticity of substitution®. The central planner’s goal is to maximize the discounted value of total
utility:

u(c)=

1-0

max fooocll_—_: e Pt dt, 3
Subject to:
k=i-6.k (4)
y=i+c, (5)
i>0. (6)

equations (4), (5) and (6) represent the equation of the motion for capital, the budget constraint and irreversibility
constraint, respectively, where & is the depreciation rate, and i represents the rate of gross investment in fixed
capital. The Hamiltonian of this problem is:

H="""e+ Ak, %
The lagrangean of the problem is:
L=H+up(A.k*—-c), (8)

From the first order conditions (FOC) of this Hamiltonian problem we have:

oL . 1
= =0=c= (e A+ e, ©)

. daL
A= % (6 —A k™ ) A+ u(a. A kD), (10)
WAk —¢) =0, (11)

where 4 is the co-state variable associated with capital. u represents the lagrange multiplayer of the non-negative
gross investment constraint and equation (11) implies that it is zero for ¢ < y, i.e., for strictly positive gross in-
vestment we have yu = 0. Equation (10) represents the equation of motion for A.

® For the sake of simplicity, we set the labour force equal to L,. Hence equation (1) can be regarded as a per capita production function.
6 We assume ¢ > 1 and o # 1.
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2.2. A three-stage optimal control version of the Ramsey model with irreversible in-
vestment

In this section we consider the Ramsey model with irreversible investment as a multistage optimal control problem.
According the Arrow and Kurtz paper [2] in such a problem the transition path must adhere to proposition 1:

Proposition 1: “there exists k such that for all k < k the optimal policy coincides with the reversible case while
investment is zero for all k < k “[2].

The situation in which gross investment is strictly positive while k < k, coincides with the irreversible case, is
called a free interval. The situation in which the non-negativity constraint on gross investment is binding and k <
k is called a blocked interval.

Arrow and Kurtz [2] do not actually specify the value of k . However, we show that proposition 1 can be trans-
formed to a three-stage optimal control problem that includes transversality conditions which can be used to obtain
the value of k.

By keeping the terminology used in this paper close to the one used by Arrow & Kurtz [2], we define a three-stage
model as follows: the first stage is associated with a blocked interval; the second stage is associated with a free
interval and the third stage starts when we obtain the steady state. Stage one and two together define the transition
path. We assume the T1 represents the switching moment between the first stage and the second stage, and the T2
represents the switching moment between the second stage and the third stage. So, T2 also represents the moment
that the steady state arrives. In the three-stage model, the social planners’ goal is to maximise total utility W subject
to (4)-(6), where W is given by:

W = WB + WF + ¢(k55, TZ) (12)

In equation (12) Wy and Wy are the total welfare accumulated during the first stage which is a blocked interval
and the second stage, which is a free interval, respectively. ¢ (kss, T2) represents the scrap value function which
shows the total utility gained by remaining in the steady state from time T2 onward. ¢ (kgg, T2) shows the maxi-
mum value of the welfare integral of future utility starting from time T2 with an initial capital stock kg that
remains unchanged during the steady state. Equation (12) can now be rewritten as follows:

W= le (,'Bl_g

—pt T2 CFI_U —pt o] Cssl_a —pt
o e dt + [ —.e dt+fT2—1_U .e”Ptdt, (13)

T1 1-

where cg , ¢ and cgg represent the time paths of consumption during the three-stage defined above. obviously,
cgs IS constant during the steady state, while c; and ¢ vary over time.

Now we consider the optimal consumption path and the Hamiltonians associated with each stage. In the first
stage, investment i is zero. So, we have’:

Hp =B o P 4 Ap. (8. k), (14)
Yy =¢Cp, (15)
k‘B = _6.kB, (16)

Equation (16) is the equation of the motion for the capital stock during the blocked interval. It follows that kg ; is
given by:

kge=e 5%k, (17)

where k, is the initial value of the capital stock. In order to find the optimal consumption path during the second
stage, we use the FOC given by equations (9)-(11). In the second stage investment is positive and 4 = 0. Hence
we have:

Hp =% Pt 4 Ap (k™ — ¢ = 8.kp), (18)
UE — 0= cp = (e Pt Ap)V 7, (19)
BCF

" From now on we will be using the subscripts, B, F, and SS to denote a blocked interval, a free interval and the steady state, respectively.
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A= =3 = (85— Ay a). 4, (20)
Cp = _’Ti%, (21)°
/T'F = 6 - A. kF_1+aa (22)

Using equations (18)-(22), the equations of motion for the capital stock and the level of consumption during the
free interval are given by:

.o Ak ta -8+ p)

Cr (23)

g
kp=Akp® —cp — 8.k (24)
In the third stage, we are at the steady state and kgs = 0 and cg5 = 0 .

2.3. Finding the steady state

The steady state would be obtained at the end of the second stage. In the steady state ¢ and kg both should be
zero. So, from equation (23) and (24) and assuming kgs > 0 and cgg > 0, the steady state value of ¢ and k,
(css) kss), are given by:

)1-a, ( (25)

.(1—-a)+p Aa_ 1t Aa _t
(Css:kss)=< )

. T-a Yi-a
a §+p 6+p

2.4. Transversality conditions and switching moments between intervals.

In this section we show that the transversality conditions of the three-stage model that pertain to the optimal
switching moment between the stages imply continuity of consumption. This means that k in proposition 1 is on
the point of intersection of the stable arm and the y = ¢ line.

In order to find the optimum switching moment between the stages, the transversality conditions require the equal-
ity of the Hamiltonians of two adjoining stages at the switching moment between them (see [5] and [7]). The
economic interpretation of this transversality condition is that staying one more unit of time in each stage adds the
(utility) value of the Hamiltonian at that moment to the total utility. So, if the Hamiltonians are not equal at the
switching moment, then it means that staying longer or shorter in one of the stages may actually improve total
utility. The gains and losses from lengthening each stage by one unit of time are as follows®:

ow,
WlB = Hp (26)
oW
a1~ Hrm @7
oW
T2 = Hp 1y (28)
99 (kss, T2)
T~ oar2 = —HgsT2 (29)
At the switching moment between the blocked and free interval the Hamiltonians are given by:
oo 1
HB,Tl = i’Ti P e_pt + /13"['1. (_5. kB,Tl) (30)
crr —pt 31
Hpry = 1-5 ¢ +Aer1-Wer1 — Crr1 — 6-kpe) (1)

In equations (30) and (31) Azr; and Agr; shows the shadow price of capital immediately before and after the
switching moment. In the current problem there is no pure state constraint and in such a situation it can be shown

8% = M, i.e., X is the instantaneous proportional growth rate of x.

® We add time subscripts T1 and T2.
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that there is no jump in the co-state variable at the switching moment between the stages implying that A 71=A¢ 74.
So, since yp r1 = cgr1 (and yp 11 = Yr 1) the equality of the Hamiltonians at the switching moment implies that
Cpr1 = Crr1. SO, there is no jump in the consumption.

Based on proposition 1, the free interval coincides with the reversible case [2]. In the phase diagram of the Ramsey
model with reversible investment the only path that leads to the steady state is the stable arm [1]. Hence, the
continuity of the consumption implies that the switching moment between the blocked and the free interval is at
the moment that the stable arm leading toward the steady state from the North-East intersects the y = ¢ line in the
¢, k phase-plane. Hence k in proposition 1 is the value of k in the point of intersection of the stable arm and the
y = c line in the phase diagram of the Ramsey model.

In the Ramsey model with irreversible investment, it takes an infinite amount of time to reach the steady state, so
in practice we have two stages only. The reason to introduce the scrap value function associated the third stage is
that it can very effectively cover situations in which a steady state arrives at some finite date in the future, for
example if there is a fixed ceiling on Co, emissions, which we have included in more extensive version of the
current model (for more details see [6]).

In order to find the k in proposition 1 we need to travel along the stable arm coming from the North-East in the
Ramsey phase diagram. In order to do this, we use the backward integration method described by Brunner and
Strulik in [4]. This method traces the solution from a value arbitrarily close to the steady state back to the initial
condition by making time run backwards. In the steady state ¢ and k are exactly equal to zero so a backward
solution starting exactly from the steady state would never get away from it. In order to find the initial value for
moving backward, first the slope of the stable arm should be determined then the initial value for the backward
integration can be found as the point of intersection of a straight line through the steady state, with the slope of
stable arm, and a circle with radius ¢ to the North-East of the steady state (for more details see [4]).

In order to make the discussion clearer, the next section presents a numerical example. The system of differential
equations shown in equations (23)-(24) describes the optimal transition path toward the steady state. However, it
is nonlinear and cannot be solved analytically, but it is possible to obtain a numerical solution as will be shown in
the next section.

3. A numerical example

Figures 1 and 2, which are generated by using Mathematica (© Wolfram), show the phase diagram and the optimal
consumption path, respectively, for the parameter set given below:

{6 =0.05=,p=0.02,0 =0.6,4A=4,0 =0.3,k, = 20000}

where k, represents the initial value of the capital stock. In Figure 1 point E shows the equilibrium point and the
red line shows the optimal transition path from (c=y, k = k, ) to the steady state. The transition path consists of a
blocked interval at the beginning and then it switches to the free interval at the point of intersection of the stable
arm and the y = ¢ line. In Figure 1 the ¢ = 0 and k = 0 loci, obtained from equations (23) and (24), divides the
phase plane into four regions. Black arrows show the direction of the motions of ¢ and k in each region. Blue
arrows show the resultant vectors of these motions. Because of the irreversibility of investment, the levels of
consumption that are above the y = ¢ line are infeasible.
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4. A short discussion of the optimal order of intervals

In this section we try to clarify the reasons for the order of intervals proposed in proposition 1 by using he charac-
terisations of the Ramsey phase diagram. If k, > k then the optimal transition path consists of two intervals, a
blocked interval followed by a free interval. Now the question is that why this is the order of the intervals in
proposition 1, why not to start with a free interval? If k, > k , there are three possibilities to initiate the move to
the steady state from the right-hand side of k:

1. ¢, >y, however, this is ruled out by the irreversibility of investment assumption;

2. ¢y =y, which means staying in the blocked interval at the beginning and then switching to the free interval
later.

3. ¢y <y, which means starting with a free interval. The direction of the motions, as implied by equation
(23) and (24) implies that for k, > k choosing such a level of consumption would results in a move of the
arrows far away from the steady state (as shown by the black and blue arrows in Figure 1). So, in order to
hit the steady state, there must be a jJump in consumption from the free interval to either the y = ¢ line or
on to the stable arm directly.

As shown before, the optimality conditions imply continuity of consumption along the optimal transition path.
Hence, it is not optimal to start with a free interval (like the third possibility) and the only remaining feasible option
for choosing c, is the second option where ¢, = y.

5. Conclusion

Our paper provides a framework for the quantitative analysis of the transitional dynamics in the Ramsey model
with irreversible investment. We look at the problem as a multistage optimal control problem with two kind of
stages namely free and blocked intervals. This perspective allows us to use a number of the transversality condi-
tions to specify the switching moment between different type of intervals.

We show that transversality conditions in the proposed multistage problem imply that at the switching moment
between the intervals there is no jump in consumption. This feature determines the optimal order of free and
blocked intervals and also it implies that the optimal switching moment between the intervals is defined by the
duration of the movement along the y = ¢ line up to the point of intersection with the stable arm.

By adding more constraints to the Ramsey model with irreversible investment, such as an emission ceiling or a
constraint on available resources, the number and the order of the intervals could be different from the current
problem. However, our paper provides a perspective on the handling of the irreversibility of investment constraint
in the context of the Ramsey model in the simplest possible setting. This setting can easily be modified to handle
more sophisticated version of the problem where the optimal timing of the stages is crucial aspect of the solution.
In addition, if the steady state arrives at some finite moment in time, its optimal arrival time and its optimal initial
stocks can be derived using the scrap value function that capture the utility value of the steady state in combination
with transversality conditions regarding the optimality of this arrival time as well as the optimality of initial stocks,
as we will show in follow-up version of this paper.
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Impact of incorporating and tailoring
PRINCE? into the project-oriented
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Abstract. The paper proposes the use of the analytical network process (ANP) for
quantification of the impact of incorporating the main topics of the international
project management standard PRINCE2 into a semantic model, which displays the
project management environment in a commercial project-oriented organisation. The
semantic model is derived based on the organizational structure and the life cycle of
a projects. The ANP network creates the basis for analysis of the preferences of the
project roles, project documents, and other elements of the project management
environment of the organization and analysis of their individual relationship to
organization units. Using the ANP analysis the impact of incorporating the main
topics of PRINCE?2 into the project management environment of the organization is
estimated and quantified. Furthermore, the ANP is used to perform a sensitivity
analysis of the preferences of individual components of the semantic model when
changing the importance of individual incorporated topics of PRINCE2 in the
organization. The authors of the article build on their previous work and research
activities in the field of project management.
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1 Introduction

International standard of project management PRINCE2 (PRoject IN Controlled Environment) is the leading
structured project management method in the United Kingdom, and it is used across the whole world in the private
and public sector [14]. According to [6], PRINCE2 is a process based on project management methodology.
PRINCE2 was developed to gain control at the start, during the progress and at the completion of projects. It is
project management based on three constraints (time, quality and cost connecting in the Project Management
Triangle). PRINCE2 divides projects into manageable and controllable stages. It is necessary to understand how
to make all three project constraints adjust to each other to deliver a project within the scope.

The basis of the PRINCE2 method is to