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Indexes of Desirable Properties of a Pairwise Comparison

Matrix with Fuzzy Elements
David Bartl!, Jaroslav Ramik?

Abstract. In the Analytic Hierarchy Process (AHP), pairwise comparisons are used
to quantify the relative importance of the elements, i.e. the criteria and/or alternatives.
Fuzzy elements are appropriate whenever the decision maker is uncertain about the
value of his/her evaluation of the relative importance of the elements in question. In
this paper, we deal with the general case when the elements of the pairwise compari-
son matrix are fuzzy subsets of an Abelian linearly ordered group (alo-group). We
then propose some desirable properties — consistency, intensity, and coherence — of
the fuzzy pairwise comparison matrix and we also propose indexes to measure these
desirable properties. Based on these indexes, a new solution algorithm to find the pri-
ority vector satisfying these desirable properties can be formulated.

Keywords: multi-criteria optimization, Analytic Hierarchy Process (AHP), pairwise
comparison matrix, fuzzy elements, consistency, intensity, coherence, priority vector,
alo-group

JEL Classification: C44, C65
AMS Classification: 90C29, 90C70

1 Introduction

The main subproblem of the Analytic Hierarchy Process (AHP) is to calculate the priority vectors, i.e. the weights
assigned to the elements of the hierarchy (criteria, subcriteria, and alternatives or variants), by using the infor-
mation provided in the form of a pairwise comparison matrix. Given a set of elements and corresponding pairwise
comparison matrix, whose entries evaluate the relative importance of the elements with respect to a given criterion,
the purpose is to calculate the priority vector characterizing the ranking of the elements. There are various methods
for calculating the vector of weights, e.g. Saaty’s Eigenvector Method, the Geometric Mean Method, and others,
see [3, 4].

Fuzzy sets as the elements of the pairwise comparison matrix can be applied whenever the decision maker is not
sure about the preference degree of his/her evaluations of the pairs in question. Such an approach is also well
known in the Fuzzy Analytic Hierarchy Process (FAHP) originated by Thomas Saaty in [6]. Recent development
of the problem can be found in [2]. Comparing to [4], here, we propose newly reformulated desirable properties —
consistency, intensity, and coherence — of the priority vector and we also propose indexes to measure these desir-
able properties of the given fuzzy pairwise comparison matrix. Then, a new algorithm for deriving the priority
vector satisfying the desirable properties can be devised.

2 Preliminaries

The reader can find the corresponding basic definitions, concepts and results, e.g. in [4]. Here, we summarize
some necessary concepts. For detailed information, we refer to [5].

A fuzzy subset § of a nonempty set X (or a fuzzy set on X) is a family {S, }oe[o;1] Of subsets of X such that S, = X,
and Sg € S, whenever 0 < o < B < 1, and also Sg = (o4 <p So Whenever 0 < B < 1. The membership
Junction of S is the function ug from X into the unit interval [0; 1] defined by us(x) = sup{a | x € S, }. Given
an ¢ € ]0; 1], the set [S], = {x € X | us(x) = a} is called the a-cut of the fuzzy set S. In order to unify various
approaches and to prepare a more flexible presentation, we apply alo-groups, see [1]. Recall that an Abelian
group is a set, G, together with an operation © and corresponding “group axioms” that combine any two elements

1 Silesian University in Opava, School of Business Administration in Karvina, Department of Informatics and Mathematics, Univerzitni
namésti 1934/3, 733 40 Karvina, Czechia, bartl@opf.slu.cz

2 Silesian University in Opava, School of Business Administration in Karvina, Department of Informatics and Mathematics, Univerzitni
namesti 1934/3, 733 40 Karvina, Czechia, ramik@opf.slu.cz

~1~
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a,b € G to form another element in G denoted by a © b. The well known examples of alo-groups can be found in
[4, 3], or, [1].

3 Fuzzy pairwise comparison matrices, reciprocity and consistency

Let G = (G,®, <) be an alo-group over an open interval G of R, see [1]. Let A = {a;;} be an n X n matrix where
each element is a bounded fuzzy interval of the alo-group G, let o € [0; 1], and let [&;;], = [a,.Lj (a); af’. (a)] be
the a-cut of d@;;. The matrix A = {a; 7} is said to be @-O-reciprocal if the following two conditions hold for each
i,jell,...,n}

Jel } ah@ =af@=e, and  al(@oaR(@) =e. 1)
If A= {d;;} is @-O-reciprocal for all @ € [0; 1], then it is called ®-reciprocal. If A= {d;;} is O-reciprocal, then
A = {d;;} is called a fuzzy pairwise comparison matrix, fuzzy PC matrix, FPC matrix, or, shortly, FPCM.

Now, we turn to the concept of consistency of FPC matrices.

Definition 1. Let @ € [0;1]. A FPC matrix A = {a; 7} is said to be @-©-consistent if the following condition
holds: There exists a crisp matrix A" = {a;j} with a;j € [dijl, such that A" = {a;j} is consistent, i.e. for each
i.j.k € {1,...,n} it holds , , ,
Ay = a;; O dyy. 2)
The FPC matrix A = {d,;} is said to be ©-consistent if A is @-®-consistent for all @ € [0; 1]. If for some a € [0; 1]
the FPC matrix A = {4;;} is not a-O-consistent, then A is called a-O-inconsistent. If for all a € [0; 1] the FPC
matrix A = {d,;} is a-©-inconsistent, then A is called ©-inconsistent.

The next proposition gives an equivalent condition for a FPC matrix to be a-O-consistent, see, e.g. [4]. The proof
of the following proposition is easy, or can be found in [4].
Proposition 1. Let @ € [0;1], let A = {dij} be a FPC matrix, and let |d;;], = [a'.Lj (a@); af;. (a)] be an a-cut of d;;.
Then A = {d;;} is a-O-consistent iff there exists a vector w = (wy,...,wy,) withw; € G, fori € {1,...,n}, such
that for each i, j € {1,...,n}, it holds:

afi(@) < wi +w; < af (). 3)

Notice that another, i.e. stronger, concept of a@-G-consistency has been defined in [4, 5].

4 Desirable properties of the priority vector

In this section, we shall investigate PC matrices with fuzzy elements, and extend some concepts and properties of
PC matrices on alo-group with crisp elements.

From now on we shall assume that G = (G, ®, <) is a continuous alo-group in R. Then G is an open interval of R,
see [1]. We denote the set of the first n positive integers by N, i.e. we put N = {1,2,...,n}. Let A= {a;;} be an
n X n fuzzy pairwise comparison matrix (FPCM), which is ©-reciprocal.

The result of the pairwise comparisons method based on the FPC matrix A = {d;,} is a rating of the set C =
{c1,¢2,...,¢,) of the elements, i.e. a mapping that assigns real values to the elements (criteria or alternatives).
Formally, it can be introduced as follows.

The ranking function for C (or the ranking of C) is a function w: C — G that assigns to every element from
C = {c1,¢2,...,c,) avalue from the linearly ordered set G of the alo-group G = (G, 0, <).

Here, w(c) represents the ranking value for ¢ € C. The function w is usually written in the form of a vector
of weights, i.e. w = (w(cy),w(cz),....,w(c,)), or, simply w = (w,wa,...,w,), and it is called the priority
vector. Also, we say that the priority vector w is associated with the FPC matrix A, or that the priority vector w is
generated by a priority generating method based on the FPC matrix A.

The priority vector w = (w(c1),w(c2),...,w(cn)) is @-normalized, if @?:1 w(c) =e.

We start with definitions of three various concepts of priority vectors: consistent, intensity, and coherent ones.

Definition 2. Let A = {d;;} be a FPC matrix on the alo-group G = (G,0,<), let w = (wy,wa,...,wy,), with

w; € G, be a priority vector, let @ € [0; 1], and let [d;;], = [a{}(a); as.(a)] be the a-cut of d;.
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(i) We say that the vector w is an a-consistent vector (a-CsV) of the FPC matrix A if the following condition
holds: I ) o
ai(@) < wi +wy forall i,jeN. )
Moreover, the vector w is a consistent vector (CsV) of the FPC matrix A if condition (4) holds for all o €
[0; 1]. If there exists an @-consistent vector or consistent vector of the FPC matrix A, then A is called an
a-consistent FPC matrix or consistent FPC matrix, respectively.
(ii) We say that the vector w is an a-intensity vector (a-InV) of the FPC matrix A if the following condition
holds: L R . . ) ) o
ai; (@) > a5 (a) implies  w; +w; > wg +w; forall i,jk,leN. (5)
Moreover, the vector w is an intensity vector (InV) of the FPC matrix A if condition (5) holds for all & € [0; 1].
If there exists an a-intensity vector or intensity vector of the FPC matrix A, then A is called an a-intensity
FPC matrix or intensity FPC matrix, respectively.
iii) We say that the vector w is an a-coherent vector (a-CoV) of the FPC matrix A if the following condition
holds: I o o
al.j(ar) >e implies w; > w; forall i,jeN. (6)
Moreover, the vector w is a coherent vector (CoV) of the FPC matrix A if condition (6) holds for all @ € [0; 1].
If there exists an a-coherent vector or coherent vector of the FPC matrix A, then A is called an a-coherent
FPC matrix or coherent FPC matrix, respectively.

Remark 1. In definition (4), it looks like the concept of @-consistent FPC matrix depends only on the left sides
a;.Lj((x) of the a-cuts of the elements of the matrix A, and not on the right sides. Notice that by the reciprocity

property of the elements it is easy to see that w is an @-CsV of A = {a,;} if and only if

a{} (@) <w; +w; < af,.(a/) forall i,jeN. (7)

We obtain the following modification.

Proposition 2. Let A = {d;;} be a FPCM on G = (G,0,<), let a € [0;1], and let [d;;], = [a{}.(cy);af}(a)]. A
priority vecior w = (Wi, Wa,...,wp), withw; € G, salisfies

afi(@) +ag(@) < (wi +wj) = (w =wy)  forall i,jk,leN (8)
if and only if w is an a-consistent vector of the FPC matrix A.

Remark 2. Notice that if w = (w,ws,...,w,) satisfies (8), then w is also an a-intensity vector of the FPC
matrix A. To see that, let a;.Lj(a/) > a (@), which is equivalent to afj (a:) + af (@) > e. In other words, if w is an
a-consistent vector, then w is an a-intensity vector of the FPC matrix A. Notice also that if w = (wy,wa,...,wy)
is an a-intensity vector, then it is also an @-coherent vector of the FPC maitrix A. Indeed, condition (6) follows
from (5) easily by considering k = /.

5 Measuring desirable properties of FPC matrices

The condition of consistency of FPC matrices is the strongest condition of the three: consistency condition, in-
tensity condition, and coherence one. In practice, FPC matrices are often inconsistent, even more, the intensity
condition is not satisfied and/or they are incoherent. Hence, it is useful to know “how much” these desirable
conditions are satisfied. This is why we measure the inconsistency, non-intensity, or incoherence of a given FPC
matrix A = {d;;} by special indexes, see, e.g., [6, 4]. Let G = (G,©®, <) be a continuous alo-group in the set of the
real numbers. Then G = ]g~; g*[ is an open interval in R.

Fora € G = (G,0, <), define

a’ = max|a,e), a” =max{a"',e), (9
the absolute value |a| of a as lal = a* ©a~ = max(a~'.al. (10)
Moreover, foraw = (wy,...,w,) € G", define the norm ||w|| of w as
lwll = max{ |w;| | i € N'}. (n
Finally, for an r € G, set the ball B(r) as
B(r)={weG"||wll <r}. (12)

~3~
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Definition 3. Let A = {d,;} be a FPC matrix on an alo-group G = (G, ®, <). For each pair i, j € N, for a priority
vector w = (wy,wa,...,w,), With w; € G, and for r € G and a € [0; 1], define:
(i) Let the local a-inconsistency grade of an element of FPC matrix A and vector w be defined as

gg,-s(ﬁ,w,a) = a{‘j((x) = (wi +wj), (13)

and define the global a-inconsistency grade of FPC matrix A and vector w as

EC* (A, w,a) = max{ £’ (A, w,a) O & (A w,a) | i.j.k,l € N'}. (14)
Now, we define the a-inconsistency index of Aas
I€°(A,@) = inf{ ES*(A,w,a) | w € B(r) ). (15)

The smaller the a-inconsistency index / Cs(A,e) is, the higher the a-consistency of the matrix Ais, ie. the
less a-inconsistent the matrix A is.

(ii) Let the local a-non-intensity grade of two elements of FPC matrix A and vector w be defined as

ol (o) = {(w,c Swp) + (= wp) if afj(g) > ak (@), a6
g otherwise,
and define the global a-non-intensity grade of FPC matrix A and vector w as
E"M(Aw,a) = max({ ]l (Aw,a) | ij.k.l e N (17
Now, we define the a-non-intensity index of A as
I'"(A,@) = inf{ EI"(A,w,a) | w e B(r)}. (18)

The smaller the @-non-intensity index (A @) is, the higher the @-intensity of the matrix A is, i.e. the less
a-non-intensive the matrix A is.
(iii) Let the local a-incoherence grade of an element of FPC matrix A and vector w be defined as

sicjo(ﬁ,w,a) _ {wi +w; if “z""j(f’) > e, (19)
g otherwise,
and define the global a-incoherence grade of FPC matrix A and vector w as
EC?(A,w,a) = max{£{° (A,w,a) | i,j e N }. (20)
Now, we define the a-incoherence index of A as
I€?(A,@) = inf{ E“(A,w,a) | w e B(r)}. (21)

The smaller the a-incoherence index I€° (A, @) is, the higher the @-coherence of the matrix A is, i.e. the less
«a-incoherent the matrix A is.

Remark 3. As every FPCM is reciprocal, we can obtain a slightly different formulas for the above indexes for a
FPC matrix A = {d;;}, replacingi,j e Nbyl <i < j <n.
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Proposition 3. Let A= {d;;} be a FPC matrix, let r € G, and let « € [0; 1]. Then it holds:

Avector w = (wi,...,wy) € B(r) is a-consistent if and only if

I9°(A@) < E*(Aw.a) < e. (22)
A vector w = (Wi,...,wy) € B(r) is an a-infensity vector if and only if

I'"(A,@) < E"(Aw,a) <e. (23)

Avector w = (W,...,wy,) € B(r) is a-coherent if and only if

I°°(A,a) < EC°(A,w.a) < e. (24)

Proposition 4. Let A = {a;;} be a FPC matrix, let w = (wy,...,wp), withw; € G, and let a € [0;1]. Then

EC°(A,w,a) < E"(A,w,a) < ES*(A,w,a). (25)

For any vector w = (wy,...,w,), with w; € G, and for any element r € G, consider the vector w” = (w;,. N T
with w;. = w; O r + |lw|l, where the norm ||w|| of w is defined by (11), and observe that w” € B(r), where the

ball is defined by (12). Consider yet a FPC matrix A and & € [0; 1]. By Definition 3, it is easy to see that the
global @-inconsistency / ¢-non-intensity / ¢-incoherence grade of A and w is equal to the global a-inconsistency /
a-non-intensity / a-incoherence grade of A and w’, respectively. Hence, as a clear consequence of Proposition 4,
particularly (25), we obtain the following result.

Proposition 5. Let A = {d;;} be a FPC matrix, let r € G, let o € [0; 1], and let w = (wy,...,w,) € B(r). Then
I€?(A,a) < I'(A,) < I€°(A,a). (26)
Moreover, if a,a’ € [0; 1] are such that @ < o', then

I°(A,0) < IC?(A,0"), I'"'(A,e) < I'"(A,0"), IS(A,@) < IS (A,a)). (27)

The proofs of Propositions 3, 4 and 5 are not difficult, they are left to the reader.

Example 1. Consider the multiplicative alo-group R,. Let A = {d; ;1 be a4 x 4 FPC matrix given by the a-cut
representation, see the definition of fuzzy sets in Section 2, for o € [0; 1] as follows:

[1:1] [1+ie;2-1a] [1+a;4-20e] [l+e;:3-a]

il &5 =] [1:1] [l+a:4-20] [2+60:9-a]

5 ¢ ma ] [+5% 5 o] [1:1] [l+a:3-a]
=5 wa ] [525 ¢ =6 | [ =] [1; 1]

The a-cuts, for @ = 1, of the elements of the FPC matrix A consist of the crisp elements of the PC matrix A.
Notice that the elements located above the main diagonal of the FPC matrix A are triangular elements with the
piece-wise linear membership functions, whereas the elements located under the diagonal are reciprocal, hence
the corresponding membership functions are non-linear.

Consider the priority vector w* = (1.515,1.344,0.975,0.504). Evidently, A is a---consistent FPCM for @ = 0.
Moreover, it can be verified that A is a---consistent FPCM, if and only if @ € [0;0.117], otherwise, A is not
a---consistent. It can be easily verified that A is a---coherent for all @ € [0; 1], i.e. by Definition 3, A is --coherent.
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6 Deriving priority vectors of FPC matrices with the desirable proper-
ties
In this section, we present an Algorithm to generate a crisp priority vector, therefore no defuzzification is necessary

for the final ranking of the elements, i.e. criteria or alternatives ¢|,¢,...,c, € C. The Algorithm consists of the
following six steps:

STEP 1. Choose radius r € G, for example r := max| IIa,’.S. O | i,j € N}, and set @ := 0. Find an optimal

solution w? to Problem 1: Cs o =
E~*(A,w,) — min subjectto w € B(r). (28)

If the minimal value of the objective function Ecs(ﬁ,w", a) > e, then there is no O-consistent vector; go to Step 3.
Otherwise, if the minimal value of the objective function EC* (A,w?,a) < e, then there exists a O-consistent vector.
Look for an a-consistent vector with the maximal « € [0; 1], i.e. proceed with Step 2.

STEP 2. Find an optimal solution a*,w® to Problem 2:
@ — max subjectto E€S(A,w,a) <e, weB(r), acl0;l]. 29)

The optimal solution w®~ € B(r) is an *-consistent priority vector such that o* € [0; 1] is maximal. At the same
time, it is an a*-intensity vector, such that £ In (A,w“* ,a") < e. Look for an a-intensity vector with the maximal
a € [0; 1], i.e. go to Step 4.

STEP 3. Set & := 0. Find an optimal solution w? to Problem 3:

E'"(A,w,a) — min subject to  w € B(r). (30)

If the minimal value of the objective function E/™ (A,w®, @) > e, then there is no O-intensity vector; go to Step 5.
Otherwise, if the minimal value of the objective function £ In( A, we @) < e, then there exists a O-intensity vector.
Look for an a-intensity vector with the maximal & € [0; 1], i.e. proceed with Step 4.

STEP 4. Find an optimal solution a**,w®" to Problem 4:
a@ — max subjectto  EI"(A,w,a) <e, weB(r), acl0;l]. 3D

The optimal solution w®" " € B(r) is an a**-intensity priority vector such that o** € [0; 1] is maximal. At the
same time, it is an @**-coherent vector, such that E€°? (A, w®" ", a**) < e. Look for an a-coherent vector with the
maximal a € [0; 1], i.e. go to Step 6.

STEP 5. Set @ := 0. Find an optimal solution w® to Problem 5:
E€°(A,w,@) — min subject to  w € B(r). (32)

If the minimal value of the objective function ECe (ﬁ, w? @) > e, then there is no O-coherent vector; change
some elements of the FPCM A and go to Step 1. Otherwise, if the minimal value of the objective function
EC° (fl, w? @) < e, then there exists a 0-coherent vector. Look for an a-coherent vector with the maximal
a € [0; 1], i.e. proceed with Step 6.

STEP 6. Find an optimal solution a*** ,we®"" to Problem 6:

@ — max subject to E€°(A,w,a) <e, weB(r), acl0:l]. (33)

sekok

The optimal solution w® "~ € B(r) is an a***-coherent priority vector such that o*** € [0; 1] is maximal.

END.

The proposed Algorithm provides three priority vectors with the desirable properties, i.e. the a*-consistent vec-
tor w®", the a™"-intensity vector w®" and the a***-coherent vector w® , such that their membership grades
a, ™", and @*** are maximal and non-decreasing (0 < a* < ** < ™" < 1).
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Conclusion

In this paper we propose the method for deriving the priority vector consisting of six steps. With respect to natural
logical requirements, we reformulated “desirable properties” of FPC matrix when compared with [4]. Then, an
algorithm was proposed to obtain the priority vectors with the newly formulated properties. Such an approach is
more natural from the DM perspectives and enables us also to extend various MCDM approaches known from the
literature.
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Factors Affecting the Level of Housing Expenditures
in V4 Countries

Jitka BartoSoval!, Vladislav Bina?

Abstract. Currently, the substantial inflation growth of prices leads to the continuous
increase in the expenditures of households, of which a significant proportion is caused
by the increase in housing costs. This paper aims to identify relevant factors affecting
the housing costs in so-called Visegrad Group or V4 countries (Czech Republic, Slo-
vakia, Poland, and Hungary) and to quantify the intensity of their influence. To per-
form this task, regression models were developed providing a possibility to explore
the similarities and differences in the effect of particular factors on the housing costs
in this group of post-communist countries. The analysis uses the newest available data
from the broad sample survey of incomes and living conditions of households, the
EU-SILC 2019 survey. The model parameters were estimated using the R software.

Keywords: EU SILC, logistic regression model, housing costs

JEL Classification: C35, 131, R21
AMS Classification: 62J12

1 Housing affordability

Housing affordability is a broad notion incorporating the financial affordability of purchasing the property and
some measure of satisfaction with its quality, but also the cost burden of household connected with the use of the
property. Housing affordability can thus be assessed either in an objective way (employing a financial burden) or
in a subjective manner (measuring individual satisfaction). The notion of housing affordability according to price
is a market concept connected with the solvency of households. The affordability of housing is in this concept
given by the disposable finance of the household.

Housing costs are among the most important expenditures in the financial balance of households. The high burden
given by the housing cost can lead to severe economic difficulties and significantly decrease the well-being of
households in the long term. Households are pushed to decrease other important constituents of their budget like
expenditures on health, education, food, clothing, etc. Thus, housing costs are one of the main determinants of
poverty and the socio-economic suffering of households [1]. The affordability of housing according to its price is
now topical. The high inflation (among other factors caused by a significant increase in energy prices) makes for
numerous households the question of housing affordability crucial.

1.1 Measurement of housing affordability

Measurement of housing affordability is always based on a choice of some limit or threshold distinguishing the
burden loaded on the household budgets into bearable and unbearable. On the international level, the housing
affordability measurement is based on two main concepts: ratio and residual [8].

Indicators of housing affordability are based on a relation between the level of disposable household incomes and
total costs of housing including water consumption and energies. The ratio concept is based on the proportion of
incomes and the costs related to housing and this provides a basis for the expression of measure of housing cost
burden. Expenditures exceeding a certain threshold are considered a disproportional burden. According to the
Eurostat definition, the household is considered disproportionally burdened by the housing costs if such costs (not
considering the housing benefits) exceed 40 percent of the household’s disposable income. On contrary, the resid-
ual approach is based on the difference between household incomes and housing costs.

The ratio concept uses an objective measure of the housing cost burden, namely the HCB (Household Cost Bur-
den) indicator given by the ratio of the total monthly cost of housing HHO70 (Total housing cost (including
electricity, water, gas, and heating)) multiplied by 12 and decreased by HY070G (Gross housing allowances)
and yearly disposable income HY020 (Total disposable household income) again decreased by HY070G (Gross
housing allowances). Therefore:

! Prague University of Economics and Business, Faculty of Management, JaroSovska 1117/11, 37701 J. Hradec, jitka.bartosova@vse.cz.
2 Prague University of Economics and Business, Faculty of Management, JaroSovska 1117/11, 37701 J. Hradec, vladislav.bina@vse.cz.
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e < 107012 — HY070G "
~ T HY020 — HY070G ?

All variables employed in Formula (1) are contained among the indicators assessed every year in a large sample
survey EU-SILC (European Union Statistics on Income and Living Conditions). Therefore, it is possible to use
this data for the calculation of household cost burden. This relative concept of housing cost measurement is a base
for the definition of the indicator Housing cost overburden rate (HHyygrgurpey) (Mulliner, 2012) which calcu-
lates the percentage of inhabitants living in a household where the total housing costs (without gross housing
allowances) exceed 40% of the total disposable incomes (again without gross housing allowances):

i i itn RB050;
HHOVERBURDEN — ZV! in relevant breakdown with i 100% (2)

Zv i in the same breakdown RBOSOi

The indicator HHgygrpurpgn thus providing a possibility to compare the share of individuals burdened by housing
costs above a certain threshold throughout the EU countries.

2 Analysis of individuals burdened by housing costs in VV4 countries

2.1 Database and variable choice

The database consists of the cross-sectional part of a survey EU-SILC 2019. This large sample survey is organized
every year throughout the countries of the European Union according to a unified methodology and contains a
wide scale of relevant indicators allowing the manifold choice of possible factors in analyses of their impact on
the measure of housing cost burden in households. Moreover, according to the extent and design of this sample
survey, it is possible to generalize the results of analyses based on this database.

The choice of variables comes from an assumption that the housing cost burden of households is influenced not
only by financial factors like incomes and expenditures of households, amount of rent, etc. but also by a wide scale
of other factors — characteristics of households and their members, regional, demographical and temporal factors,
etc. For example, Li in [6] concludes in his paper that the problem of housing affordability is interconnected with
multi-faceted economic, social, political, and demographic aspects. The previous research (among other conclu-
sions) resulted in a finding that one of the important factors related to the higher housing cost burden of individuals
and households is the life phase, ie. the age of household members [7]. The reason is that at higher age a transition
occurs from the economically active phase of life to the economically inactive period. This is usually related to a
decrease in disposable incomes. As a consequence, the households of seniors are forced to decrease total expend-
itures and thus also limit their housing costs [3, 7]. Several other factors significantly influencing the probability
of high housing cost burden include the Household type [2] and Tenure status [5]. A reference category in the
model is usually the first variant, in case of region it is a capital (or central region), in other cases it was in a way
default or the most frequent possibility. In case of age, the “active” category was chosen as the reference similarly
to status of economic activity. Let us remark, that the categories can be easily rearranged.

Choice of variables for the dependence model:

Explained variable (response):
o HH yygrpurpen: Housing cost overburden rate:
—0—-HCB < 40% (reference category)
—1-HCB > 40%

Explanatory variables (factors):
e HYO020: Total disposable household income (in EUR thousands)
e DB040: Region NUTS (CZ —level 2; HU and PL —level 1):

CZ01 — Prague (Praha, reference category)
- Cz02 — Central Bohemia (Stiedni Cechy)
- CZ03 — Southwest (Jihozapad)
- CZ04 — Northwest (Severozapad)
— CZ05 — Northeast (Severovychod)
- CZ06 — Southeast (Jihovychod)
- CZ07 — Central Moravia (Stfedni Morava)
- CZ08 — Moravian-Silesian (Moravskoslezsko)
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PL4 — North-west macro-region (Makroregion pétnocno-zachodni)
PL5 — South-west macro-region (Makroregion potudniowo-zachodni)
PL6 — Northern macro-region (Makroregion pénocny)
PL7 — Central macro-region (Makroregion centralny)
— PLS8 — Eastern macro-region (Makroregion wschodni)
PLO — Mazovian voivodeship macro-region (Makroregion wojewodztwo mazowieckie)
HU1 — Central Hungary (K6zép-Magyarorszag, reference category)
HU2 — Transdanubia (Dunantal)
HU3 — Great Plain and North (Alf61d és Eszak)
e DB100: Degree of urbanization:
1 — densely-populated area (reference category)
-2 — intermediate area
-3 — thinly-populated area
e HHO010: Dwelling type (DW_T):
1 — detached house (reference category)
- 2 — semi-detached or terraced house
-3 — apartment or flat in a building with less than 10 dwellings
4 — apartment or flat in a building with 10 or more dwellings
¢ HXO060: Household type:
5 — single person (reference category)
- 6 — two adults younger than 65 years
7 — two adults, at least one aged 65 years or over
8 — households without dependent children
9 — single person with dependent children
10 — two adults with one dependent child
11 — two adults with two dependent children
12 — two adults with three dependent children
13 — other households without dependent children
e HXO070: Tenure state (TENURE_STAT):
-1 — owner or free (reference category)
- 2 — full or reduced rents

e PXO050: Status of economic activity:

- 2,3,4 — economically active (reference category)
- 5 — unemployed
- 6 — retired
- 7,8 — economically inactive
e RX020: Age:
- 26-55 — productive age adults (reference category)
- 0-25 — young
- 56-65 — pre-seniors
- 66— — seniors
e PE040: Highest education level:
- 1 — none or primary (reference category)
- 2 — secondary or post-secondary
- 3 — tertiary

2.2 Goals and methodology of research

This paper aims to analyze the influence of individual and household characteristics on the high housing cost
burden (HCB > 40%). The primary aim is to define relevant factors influencing the housing cost burden of house-
holds in particular countries of the V4 group, i.e. the Czech Republic, Slovakia, Poland, and Hungary and quantify
the intensity of their influence on the individual overburden. The complementary aim is to compare the results in
V4 countries and to reveal national differences in the effect of particular factors.

For this purpose, logistic regression models for all V4 countries were constructed. The analysis employs the newest
data available for all four countries from the European sample survey of incomes and living conditions of house-
holds, the EU-SILC 2019 survey. The model parameters were estimated using the R statistical software.

~10 ~
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Since the dichotomous variable HCB is a standard measure of individual overburden by housing costs, it serves as
an explained (response) variable in a logistic regression model as a method for parameter estimation. In our case,
we chose as a response the variable HCB in a binomial form which informs, whether the ratio of housing costs to
incomes is higher than 40 percent (HCB value 1) or not (HCB value 0). If we denote the probability of an observed
event, i.e. P(HCB = 1) = m, then the complementary event has a probability 1 — 7 and their ratio represents the
odds that the share of housing costs does not exceed the given threshold. The relation between conditional proba-
bility P(HCB = 1|X4,X>, ..., X)) = m and predictors are not linear and the estimation of parameters is based on
linearizing transformation — namely using the natural logarithm of odds, the so-called logit. For k explanatory
variables (quantitative, or binary) X;, X5, ..., Xj the linearized model is

T
loglt = ln(odds) =lIn 1—x = ﬁ() + ,81X1 + ‘B2X2 + -+ ﬂka (3)
Since we model quantities derived from probabilities (not individual values of response), the model does not con-
tain an error term. For the interpretation of the influence of selected factors on the existence or non-existence of
overburden by excessive housing cost the linearized variant (3) is difficult to use. The interpretation is more
straightforward after a transformation of the model to the shape for the estimation of odds described by the formula

i
odds = —— = exp(y) - exp(Fy)* - exp(B) - . exp(Bi) . 4)
The interpretation uses odds ratio OR = % where 0dds, and odds, are probabilities that the given event takes
2

place for the first or the second of the compared objects. For categorical predictor, one category is chosen as a
reference, and parameters of the model (4) represent average coefficients of growth/decrease of odds relative to
the reference category. For the quantitative predictor, the reference value decreased by one unit and the parameters
of the model (4) represent average coefficients of growth/decrease for an increase of predictor by one unit.

Parameters of generalized linear models, thus also in the case of the logistic regression function, are estimated
using the maximum likelihood principle (maximization of likelihood function) which also considerably determines
the methods used for assessing the quality and significance of the models. Significance tests of predictors in the
model are usually performed using the Wald statistics which allows for testing categorical predictors as a whole.
Qualitative predictors are tested as multidimensional variables with degrees of freedom given by the number of
categories. Another suitable test statistic is a likelihood ratio based on the values of the likelihood function.

The quality of generalized models (particularly in the model of logistic regression) is in general given by the value
of the logarithm of the likelihood function. Several different evaluation criteria are based on this measure like
deviance, pseudo-R-squared, and Hosmer-Lemeshow statistics. The assessment of the quality of the generalized
linear model during the process of changing the number of predictors is facilitated by information criteria (Akaike
— AIC, or Schwarz — BIC). For more detail, see, e.g., [4]. The quality of the model can be assessed also using AUC
statistics (Area under the Receiver operating character curve) based on the sensitivity and specificity of an estimate
and used to evaluate the overall ability of the model to predict the explained variable.

2.3 Results achieved

The analysis of factors influencing significantly the overburden of individuals by housing cost is performed using
the logistic regression models. The models were constructed for particular countries of the V4 group, namely the
Czech Republic, Slovakia, Poland, and Hungary. The calculation of the maximum likelihood estimates was per-
formed using the glm procedure within the R software which employs an iterative procedure of Fisher scoring.
Before the estimation outliers were removed from the data file resulting in values of HCB logically restricted to
the interval (0,100). The construction results are summarized in Tables 1 and 2. The quality of estimated regression
models is assessed using deviance and pseudo R2 coefficient. For results see Table 1.

State Null Degrees of Residual Degrees of Pseudo R?
deviance freedom deviance freedom
CZ 7734.7 15890 4509.6 15862 0.4170
SK 4806.3 12598 3309.2 12577 0.3115
PL 15867 32329 9179.0 32299 0.4215
HU 3647.6 12780 2464.3 12757 0.3244

Table 1 The assessment of the quality of logistic regression models

~11 ~
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Logistic CZ 2019 SK 2019 PL 2019 HU 2019
TeFTEsS1an

Characierisiic | exp(f) p-value | expf) p-value | exp{f) p-value | exp(fi  p-value
Intercept 3112 <0001 | 542 <0001 | 1182 <0001 | 087  0.761
HYD20 068 <0001 | 077 <0001 | 0352 <000l | 061  =0.001
DED30

CZ02 045 <0001

CZ03 023 <0001

CZ04 041 <0001

CZ05 0235 <0001

CZ06 051 <0001

CZ07 036 <0001

CZ08 026 <0001

PL2 — —

PL4 093 0491

PL5 080 03

PLS 066  =<0.001

PL7 045  <0.001

PLS 031 =0.001

PLY 054  =0.001

HU1 — —
HU2 053 <0.001
HI3 042  =0.001
DELO0

2 060 <0001 | 045 <0001 | 075 <0001l | 074 0046
3 035 <0001 | 021 <000l | 047 <0001 | 050  <0.001
HHO10

2 104 0797 | 017 <0001 | 121 0107 | 076 0293
3 076 0080 | 069 0048 | 035 <0001 | 086  0.584
4 070 0003 | 050 <0001 | 078 o002 | 060 0027
HX060

6 148 0018 | 102 0895 | L77 <000l | 158  0.000
7 068 0776 | 021 <0001 | 132 o002 | 0981 0657
g 114 0776 | 030 <0001 | 235 <000l | 182 0030
o 173 0002 | 096  O0BS0 | 168 <000l | 096  0.594
10 208 <0001 | 101 0984 | 236 <0001 | 130 0320
11 253 <0001 | 152 0044 | 277 <0001 | 303 <D.001
12 575 <0001 | 154 0114 | 505 <000l | 122 0670
13 335 0617 | 078 0273 | 297 <000l | 133 0607
HX070

3 636 <0001 | 201 <0001 | 903 <000l | 1059  <0.001
RX02Z0

023 083 0275 | 076 0105 | 148 <0001 | 094  0.7%4
3665 070 0146 | 0390 <0001 | 090 0268 | 083 0215
5- 051 0001 | 035 <0001 | 077 0027 | 046 <0000
PE040

sec. & posts. 184 <0001 | 2235 0.047
eTC 300 <0001 | 462 <0001
PX050

3 0350 0007 | 237 <000l | 030 <0001

6 108 0380 | 121 0438 | 087 0149

7.8 096 0502 | 136 0030 | o7 <po0l

Table 2 Transformed vahees of parameter estimates in logistic regression mode]s and thedr sipnificance

~12 ~
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Values summarized in Table 2 present the most important characteristics of the four logistic regression models in
a transformed variant exp(4) corresponding to the form of model usable for the estimation of odds (Formula 4).
The assessment of the statistical significance of predictors incorporated in the model the Wald statistics was used.
Table 2 contains corresponding p-values for model parameters.

3 Conclusion

The analysis performed in the paper documented that in all V4 group countries exist several factors influencing
significantly the probability that an individual is overburdened by the housing costs (the housing cost of a house-
hold exceeds 40 percent of its income). Among the set chosen at the beginning, the only influence of gender
appeared to be insignificant in all countries. Then in the Czech Republic and Slovakia also the Highest education
level (2£040) appeared insignificant and in Hungary, it was the Status of economic activity (24050). All remain-
ing factors showed to be significant in all V4 group countries, but let us remark that quite naturally not all catego-
ries of qualitative variables are significantly different from the reference level. Among the significant factors ap-
pearing in models for all countries ranks particularly Total disposable household income (/4##020). With the
growing disposable income, the odds of passing the threshold of 40% proportion of housing costs on household
incomes decreases. Namely, with the 1000 EUR increase, these odds decrease in the Czech Republic (CZ) at about
32% on average, in Slovakia (SK) at about 23%, in Poland (PL) at about 48%, and in Hungary (HU) about 39%.
The characteristic of Region NUTS 1 or 2 (25040) leads also to a statistically significant decrease in the endan-
germent of individuals by a high proportion of housing costs in comparison with the reference category of Prague
(C2), South macro-region (PL), and Central Hungary (HU). Data from Slovakia do not contain information about
the NUTS region. A decrease in comparison with the reference category occurs in all V4 countries also in the case
of variable Degree of urbanization (£25100). As could be expected, the increase in comparison with the reference
category (owner or free) occurs in the second category (full or reduced rents) in the variable Tenure state (Z4070).
An increase against the reference category (none or primary) occurs in Poland and Hungary in the case of higher
education levels in the variable Highest education level (££040). In the case of the Czech Republic and Slovakia
is this factor insignificant. The remaining variables show different behavior in different countries possibly reflect-
ing national differences.
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Application of L-Moments into Labour Market Data

Diana Bilkoval

Abstract. The aim of this paper is to demonstrate the application of the L-moment
method to labour market data. In the past, this method of point estimation of parame-
ters was used mainly in the field of climatology, meteorology, or hydrology, for ex-
ample in connection with the study of extreme precipitation. This paper deals with the
use of the L-moment method in order to estimate the parameters of three- parameter
lognormal curves used to model the distribution of monthly earnings (wages and sal-
aries together) in the two sectors of the Czech economy with the lowest level of earn-
ings. These are Accommodation and Food Service Activities and Administrative and
Support Service Activities sectors. The level of earnings in the Administrative and
Support Service Activities sector is slightly higher than the level of earnings in the
Accommodation and Food Service Activities sector. This procedure succeeded in cap-
turing the development of the distribution of earnings in these two sectors of the Czech
economy during the years 2009-2020.

Keywords: three-parameter lognormal curve, L-moments of probability distribution,
sample L-moments, sectors with the lowest earnings, earning distribution model

JEL Classification: E24, C51
AMS Classification: 62P20, 91B39

1 Introduction

The method of L-moments of point estimation of parameters ([5], [6]) has been used in the past, for example, in
connection with the study of extreme precipitation [8] or monthly precipitation [4]. Studies [10], [7], [3], [9] and
[2] examine the issue of L-moments in connection with flood frequency and rainfall frequency analyses. In con-
nection with the distribution of income, for example, the L-moments method was used by a team of authors [1].

Analysis: Czech Sectors with the Lowest Earnings

This paper deals with the application of the L-moment method to economic data from the labour market. The L-
moment method was used for point estimation of parameters of three-parameter lognormal curves representing
models of distribution of monthly earnings (wages and salaries together) of employees in two sectors of the Czech
economy with the lowest earnings in the period 2009 -2020. There are Accommodation and Food Service Activities
and Administrative and Support Service Activities sectors.

Year 2009 2010 2011 2012 2013 2014
Minimum wage amount 8,000 8,000 8,000 8,000 8,208 8,500
Year 2015 2016 2017 2018 2019 2020
Minimum wage amount 9,200 9,900 11,000 12,200 13,350 14,600

Source: www. mpsv.cz

Table1 Development of the minimum wage amounts in 2009-2020?

The importance of the lognormal distribution as a model for sample distributions cannot be questioned. This model
has found application in various fields, from astronomy, through technology, economics to sociology. The char-
acteristic features of the process described by the lognormal model are gradual action of interdependent factors,
the tendency to develop in geometric sequence and the growth of random variability into systematic variability, i.
e. differentiation.

! Prague University of Economics and Business, Faculty of Informatics and Statistics, Department of Statistics and Probability, W. Church-
ill Square 1938/4, 130 67 Prague 3, Czechia, bilkova@vse.cz
2 In 2013, the minimum wage was CZK 8,000 in the period from the 1st January to the 31st July and CZK 8,500 in the period from the 1
August to the 31% December. The amount of the minimum wage in Table 1 represents the average minimum wage in 2013.
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The beginning of these curves was estimated using the minimum wage in the corresponding year. The development
of the minimum wage amounts in the period under review is shown in Table 1. However, the question of the
suitability of a given curve for the earning distribution model is not a completely common mathematical- statistical
problem, in which we test the null hypothesis “Ho: Random sample comes from the assumed theoretical distribu-
tion” against the alternative hypothesis “Hi: non Ho”, since in the case of the distribution of earnings, typical
samples are huge (in this case tens to hundreds of thousands of respondents), therefore the goodness-of- fit test
always leads to the rejection of the null hypothesis about the assumed distribution. This is due not only to the fact
that at such large sample sizes, the power of the test is so strong that the goodness-of-fit test reveals all the slightest
deviations of the actual distribution of earnings and model, but also from the principle of the test. However, we
are not practically interested in small deviations, so only the approximate conformity of the model with reality
suffices. When evaluating the suitability of the model, it is necessary to proceed to a large extent subjectively and
rely on logical analysis and experience. For this reason, goodness-of-fit tests are not performed in this study.

The main aim of this research is to present the application of the L-moment method to economic data, specifically
to data from the labour market. Another objective is to compare the development of the earnings distributions of
two Czech economy sectors with the lowest level of earnings.

The data come from the official website of the Czech Statistical Office. These were data in the form of interval
frequency distribution with unequally wide earning intervals and with extreme open intervals. The data were pro-
cessed using a Microsoft Excel spreadsheet and the SPSS statistical programming environment.

2 L-Moments

L-moments represent an alternative system describing the shape of the probability distribution. They are an anal-
ogy of conventional moments, but they can be estimated on the basis of a linear combination of order statistics, i.
e. L-statistics.

Let X be a random variable having a continuous distribution with a distribution function F(x) and a quantile
function x(F). Let X, Xa,..., X, be a random sample of size n from this distribution. Then X, < Xo, < ... < Xy
are the order statistics of random sample of size n, which comes from the distribution of a random variable X.

2.1 L-Moments of Probability Distribution

L-moment of the r-th order of the random variable X is defined

5 1 r1 ( l)j r—1 E(X ) 1.2
=—x (-1 : i), T=12,0,
= ;R (1)
the expected value of the order statistic has the form
_ n! . 1 A ATl n—r
E(X,.:,,)—i(r71)!'(”7]#)] Ix [F(x) -[1-F(x)] "dF(x). )

The first four L-moments of the probability distribution are now defined

L
= E(X 1) = [x(F)dF, (3)

| )
kz:EE(Xz:Zle:z):J'x(F)-(2F71)dF, 4)

0

i 1
A3Z§E(X3:3*2X2:3+X1:3):.[X(F)'(6F276F+1)dF‘ (%)

0

1 1
Ry B4 =305 #3254~ X ) = [x()-(0F* =30F? + 12F ~dF. (6)

0

The probability distribution can be specified by its L-moments even if some of its conventional moments do not
exist, but the opposite is not true. It is often appropriate to standardize higher L-moments X,, # = 3 to be inde-
pendent of the unit of measure of random variable X. The ratio of L-moments of random variable X is defined

~15 ~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

= ?\'i‘

=t r=3,4,... )
Using equations (3)—(5) and equation (7), we obtain equations for the case of a three-parameter lognormal distri-
bution*
2
xle+m¢(u+%;} (®)
xz—exr’[w%z]-erf(%} 3 &)
6 o/2

T ST erf| 22 -exp(—x2) dx.
3 %)

::JE-mf[%J 0 (10)

2.2  Sample L-Moments

Let xy, xa,..., X, be a random sample of size n and xy., < x5, < ... < x,;, be an ordered sample. Then the r-th sam-

ple L-moment can be defined as

-1
r—1 R }‘—1
] _(nj 2 Z Z % Z (I)J.{ J ].xir—f:n’ 1"=1,2,...,I’l. (11)

r r l<it<iz<...<ir<n
Jj=0

Hence the first four sample L-moments have a form

1
h:E'E_xi, (12)
i
1 (n)!
12—5- 5 %i (Xpy ™ Xjin) (13)
1 (n)!
]325. 3 ZZZ (xi:n_ 2xj:n-‘— JCk:n)’ (14)
i>j>k
1 (n)?
[44.[4] ZZZZ (xr':n_3xj:n+3xk:n_ xi:n). (15)
i>j>k>I

The natural estimate of the L-moment ratio (7) is the sample L-moment ratio

A
Tr:)\‘—, I"=3,4,.... (16)

%]

2.3 Parameter estimation

The random variable X has a three-parameter lognormal distribution with parameters p, o2 and 8, where —so < p
<0, 62> 0, —o0 < § < oo, if its probability density has the form

[l (x = 0) —p1?
202

x>0,

)

1
ip,0%0) = “ex
o . 0% 6) cx—0)2m T

=0, else.

(17)

Let @ (*) be distribution function of the standardized normal distribution. Parameter estimates obtained by the
L-moment method for the case of a three-parameter lognormal distribution are obtained using the following
equations® (“L” means L-moment estimation)

3 Expression erf(z) is the so-called error function

lerf ()=

2 2
Jexp(—¢)dt.
0

vz
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_ 8 n l+lf3 4
IR ER (18)
GLz0,9992812—0’00611823 +0,000127 7, (19)
j 2
L 2 o
W=l —=<1-"
2 20
wt o (20)
2
L
L L, G”
O =h—explpu+ T (21

See [5].

3 Results and Conclusion

Figures 1 -2 offer a comparison of the development of the model distribution of earnings (for wages of employees
in the private sphere and salaries of employees in the public sphere together) of the two sectors in which the Czech
Republic has the lowest earnings, in the period 2009 -2020. There are Accommodation and Food Service Activities

and Administrative and Support Service Activities sectors.

c 000024
o

g 0,00022
2 00002
=
>
=

N

year 2009
year 2010
year 2011
year 2012
year 2013
year 2014
year 2015
year 2016
year 2017
year 2018
year 2019
year 2020

R P I Sl P g g S Ol I P PP P S S R

gross monthly earning (in CZK)

Souree: Own construction

Figure 1 Development of model earning distribution of Accommodation and Food Service Activities sector

probability density functi
g

-

year 2009
year 2010
year 2011
year 2012
year 2013
year 2014
year 2015
year 2016
year 2017
year 2018
year 2019
year 2020

0

R LS EELS L T LTS L F LSS
gross monthly earning (in CZK)

Source: Own construction

Figure 2 Development of model earning distribution of the Administrative and Support Service Activities
sector

4 Expression @7(+) is the quantile function of standard normal distribution.
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Figures 34 allow a comparison of development of model distribution of earnings between the two sectors over the
years 2009-2020. Relative frequencies were calculated based on model distribution of earnings.
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|Accommodation and food service activities i i
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2500
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Source: Own construction
Figure 3 Comparison of the distribution of relative frequencies (%) of Accommodation and Food Service Ac-
tivities and Administrative and Support Service Activities sectors during 2015-2020
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Figure 4 Comparison of the distribution of relative frequencies (%) of Accommodation and Food Service Ac-
tivities and Administrative and Support Service Activities sectors during 2009-2014

From Figures 1-2, this is clear that the model distributions of earnings in the Accommodation and Food Services
Activities sector are characterized by a lower level and variability compared to the model distributions of earnings
in the Administrative and Support Service Activities sector. It is also clear that the model distributions of earnings
in the Accommodation and Food Service Activities sector are more skewed, and they have more kurtosis than the
model distributions of earnings in the Administrative and Support Service Activities sector. In Accommodation

~19 ~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

and Food Service Activities sector, the frequencies of lower earning intervals are higher, then in Administrative
and Support Service Activities sector and vice versa, see Figures 3-4.
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DSS Capabilities Evaluation Using ANP with Methods for
Consistency Improvement

Petra Blahova!, Helena Brozova?

Abstract. This paper focuses on decision-makers' preferences for Decision Support
Systems. A survey questionnaire and ANP method was used for Decision support
systems (DSS) capabilities evaluation. Knowledge of DSS capabilities preferences is
essential for organizations using, implementing or planning to implement DSS. ANP
method is based on the pairwise comparison (Saaty’s method). Unfortunately, human
judgement is often inconsistent and finding methods to improve inconsistency while
keeping the unprecise comparisons representing the preferences of human decisions
are essential. Traditionally, the Saaty’s method identifies inconsistency and suggests
the deduction unless revision can be made with a decision-maker which leads to
changing his/her original opinion. Here, three methods for improving consistency
were tested. The minimum deviation method, which highly preserves the original de-
cision-maker's preferences while achieving the required consistency was selected for
inconsistent pairwise comparisons modification. Easy application of this method shall
improve ANP usage in large scale surveys.

Keywords: ANP, DSS, survey, inconsistency improvement, Saaty’s matrix

JEL Classification: C69
AMS Classification: 90B50, 90B90

1 Introduction

Integrated automation and informatization affect the organisations' decision-making process [1] and quality man-
agement decisions, effective information and analytical support are required. Decision Support Systems (DSS) are
intended to improve the quality of decisions by, for example, processing and analysing data and documents, using
quantitative models to identify problems, expediting problem-solving and increasing organizational control [13].
DSS implementation reflects the specific needs of an organization and often represents significant investment.
Specifically, in large business corporations, managers are the DSS users, and therefore evaluation of their prefer-
ences of the DSS capabilities is crucial. Willingness to use DSS reflects various aspects as well as capabilities
being aligned with managers’ preferences. There are multiple researches focused on how DSS capability effects
decision-makers, such as task motivation to use DSS [5], business simulation game where correct and defective
DSS are analyzed in terms of trust in automation, usefulness and intention to use [4].

DSS capabilities have been selected for further evaluation based on recent research. Explanation capability is
covered by several authors, such as how different explanation treatments cause a revision of initial decision [10],
and how explanation length affects confidence level [8]. Cooperation capability covered, for example: how shared
knowledge creation effect strategies [6], the knowledge creation capability of a company [20], and cooperative
planning [6]. Experience capability described how past experience improves business processes by [7], relevant
prior experience information increases confidence by [18], an experiment where the existence of previous experi-
ence with similar decision was preferred more than DSS [2]. DSS Impacts have been selected similarly. Certainty
of a decision-maker covered by [2], where prior experience with a given decision problem resulted in the highest
certainty of a decision-maker, [9] higher satisfaction with a decision in relation to automation support system.
Quality of a decision included as a fundamental DSS related impact. According to [14], DSS are intended to
improve accuracy, quality and overall effectiveness of a specific decision or a set of related decisions. Efficiency
of a decision-making process covered by [9], where automated decision support systems and task performance,
[12] examines DSS impact on the organizational intelligence and structure and decision-making speed. While
countless research papers focus in-depth on a specific capability and its impact, there is a lack of evaluation re-
garding managers preferences for DSS capabilities.

Evaluation of DSS capabilities and related impacts focusing on the corporate environment represents a complex
relation problem. Not all quantitative methods are suitable for a survey on a corporate level, there needs to be a

1 CZU Prague, Department of Systems Engineering, blahovap@pef.czu.cz.
2 CZU Prague, Department of Systems Engineering, brozova@pef.czu.cz.
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level of automation as well as the ability to cover a complex problem. Regarding complex relations among DSS
capabilities and impacts problem the ANP method is used. The weakness and strength of ANP are pairwise com-
parisons because the decision-makers are often inconsistent. Data which inconsistency is above a given threshold
need to be either excluded, or revisited with the decision makers as per [15], near consistent pairwise comparison
matrices (PCM) are essential. Reviewing the original PCM with a decision-maker is often impossible, impractical,
or even contra productive since the original judgment is lost. At the same time, the change may not reflect the
actual source of the inconsistency. Nevertheless, it is widely accepted that improved inconsistency increases a
validity of the results and therefore finding methods to analyze and improve inconsistency for the pairwise com-
parison matrices have been studied extensively since Saaty introduced AHP in 1970s. While some of the existing
methods are complicated and challenging to use when revising the inconsistent comparison matrix, others make it
difficult to preserve most of the original comparison information as a new matrix has to be constructed.

The main aim of the paper is to evaluate managers preferences of DSS capabilities and impacts. To evaluate man-
agers' preferences in complexity, ANP model structure was introduced and a questionnaire for including pairwise
comparisons was used. Furthermore, several methods for improving consistency were tested, and the minimum
deviation method was selected for inconsistent pairwise comparison modification. This method preserves the orig-
inal decision-maker's preferences while achieving acceptable consistency and is suitable for survey data pro-
cessing.

The structure of the paper is as follows: the second chapter describes the used materials and methods, including
ANP model structure, PCM inconsistency and modification methods for consistency improvement. The third chap-
ter includes results for methods testing and ANP results using the selected method, and the fourth chapter presents
a discussion followed by conclusions in chapter five.

2 Methods

2.1 ANP model structure used for DSS evaluation

For this article, three DSS capabilities were chosen based on their potential influence on a decision-maker, the
decision itself and the decision process. Also three DSS impacts were defined for this article. Definition of the
DSS capabilities and impacts are provided in Table 1.

Criteria Definition
DSS Capabilities
1. Explanations System can provide supplemental explanations alongside recommended alternatives.
2. Cooperation System enables cooperation with others, sharing knowledge, transparent visibility.
3. Experience System recommendations are using prior similar decisions, imitating experience.
DSS Impacts
1. Certainty Usage of the system increases decision-maker certainty with his/her decision.
2. Quality Using the system increases decision quality (adequate, exact).
3. Efficiency System improves the decision-making process in terms of time and cost.

Table 1: Decision criteria for ANP — Capabilities and Impacts

The first step is to construct a model to be evaluated. The ANP model consists of two clusters (Capabilities and
Impacts) with elements connected by their dependence on one another. This structure and impacts with respect to
the capabilities aims to evaluate DSS capabilities with respect to the impacts. The ANP network structure and the
relationship between the DSS capabilities and DSS impacts are shown in Figure 1. There are inner-dependencies
within each cluster and outer-dependencies between the elements of each cluster outside of the second cluster.
This model consists of 2 clusters with 3 elements, together needing 8 PCMs. 2 PCMs for evaluating elements
within each cluster, 3 PCMs for evaluating all elements from one cluster with respect to the elements from the
second cluster and 3 PCMs for reversed evaluation.
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GOAL NODE

— 55 . ~ Which capability is more important for you, which do you prefer, EXPLANATION or L
S S TS N S COOPERATION:
9 7 5 3 1 3 5. 7 9
1 EXPLANATION 1 CERTAINTY
2 COOPERATION - > 2 QUALITY Select
3 EXPERIENCE 3 EFFICIENCY
Figure 1 — Model structure Figure 2 — One question from the survey

Data was obtained from a survey questionnaire that included 24 pairwise comparisons questions in form as shown
in Figure 2. Respondents in this case study are managers from various areas and students of final year Master's
level who focus on DSS as part of their study.

Responses data were exported into MS Excel via Google forms. For ANP purposes, Saaty's matrices were calcu-
lated automatically using sheet functions for each questionnaire and the consistency index was computed using
Goal seeking for each pairwise comparison. Saaty's matrixes and weights are calculated for each respondent indi-
vidually, and aggregated weights are calculated as average. The final weights are calculated for each respondent,
and aggregated final weights are calculated from aggregated partial weights.

2.2 Inconsistency and modification methods tested

Pairwise comparison is the process of comparing pairs of items to judge which elements of each pair is preferred
or has a greater amount of some quantitative property. One broadly used method is Saaty's pairwise comparison
method [16]. Inconsistency index is calculated for all individual PCM for all respondents.

Saaty's matrix of pairwise comparison of 3 elements can be given

1 a b
A= (1 Ja 1 c) (D
1/b 1/c 1
According to Saaty's approach, the inconsistency is measured by the consistency ratio CR given as
CR =—
RI, (2)

where RI,, represents random inconsistency index. A given PCM is considered inconsistent for CR > 0.1, accord-
ing to Saaty. Values of RI, differs for particular n and was proposed by Saaty [16] based on simulating random
matrix. The CI stands for consistency index and for matrix A is calculated as

‘lmax 3
— 3

and A,,,, is the maximum eigenvalue of A.

Four methods are applied on the inconsistent Saaty's matrices and their results (received weights) are compared
with original preferences including the inconsistent matrixes

Method 1 — expert adjustment (ADJ)

Revisiting each individual questionnaire is done as follows. The most inconsistent element is identified and mod-
ified. This survey questionnaire followed the same structure of the question, out of three criteria, first pairwise
comparison compared 1° to 2° elements (a), 1** to 3" elements (b) and last is 2°¢ to 3" elements (c). Therefore,
naturally the last judgement (c) had to be modified. CR needs to be recalculated after each modification. This
process is repeated until CR < 0,1.

Method 2 — Kockodaj’and Dusak (KD)
In the consistent cases one of the following equations must hold:
azb/c or b=ac or c=b/a 4)

It is always possible to produce three consistent matrices by computing the third value from the combination of
the remaining two elements [3].
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Method 3 — minimum deviation (minD)

The last method of Saaty's matrix modification is based on optimization model [11]. For the Saaty's matrix (1) the
model is formulated as follows:

min (D) subject to det(4 —
3 &)

where D is minimum deviation, a and @, b and b, ¢ and ¢, are the corresponding original and modified Saaty's
values, A is modified Saaty's matrix A, A is maximum eigenvalue, and Rl represents random index.

3 Results

This pilot study includes 14 respondents. Defined ANP model data consists of 8 PCM per respondent. Out of 14
respondents, 2 provided consistent judgments and 12 included some inconsistent judgments. Out of total 112 PCM,
21 were inconsistent. On average each respondent provided 2 inconsistent PCM while there was 1 respondent that
provided 7 inconsistent PCM.

For consistency improving methods testing, firstly individual inconsistent PCM weights were modified using all
the methods. Original and modified weights are shown in Figure 3. MinD method is preserving the original deci-
sion-maker's judgment while achieving required consistency

PCM - original inconsistent

0,90
0,80 Expl Coop Exp  weights
0,70 Explanation 1 1/3 1/3 0,115
0,60 Cooperation 3 1 1/9 0,166
0.50 Experience 3 9 1 0,719
0.40 CI=028
O.% 0 PCM — minD modification method
0,20 Expl Coop Exp weights
0,10 I I I Explanattion L 3/7 1/4 0,110
0,00 Cooperation 2 1/3 1 7 0,163
Explanation Cooperation Experience Experience 41/4 7 1 0,727
moriginal mminD madj ©a=b/c b=a*c m c=b/a CI=0.1
Figure 3 — Individual PCM weights Figure 4 — PCM original vs minD method

Highest and lowest inconsistent respondents were selected to confirm the method validity on two extremes and
their preferences of capabilities and impacts are shown on Figure 5 and Figure 6 respectively.

045
0.40
035

0,30
025
0,20
0,15
0,10 I
0,05

Explanation Cooperation Experience Certainty Quality Efficiency
moriginal mminD ®m wmadj a=b/c m b=a*c m c=b/a

Figure 5 — Weights of highest inconsistency respondent
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045
0,40
0,35
0,30
0,25

0.20

0.15

0,10 I I

0,05 I I I
0,00 i

Explanation Cooperation Experience Certainty Quality Efficiency
moriginal mminD ®m madj ©a=b/c b=a*c ® c=b/a

Figure 6 — Weights of lowest inconsistent respondent

To calculate DSS final weights, minimum deviation method was applied to improve consistency of Saaty’s matrix.
The final weights are shown Figure 7. Experience is the most preferred capability, followed by Cooperation and
Explanation. Quality is the most preferred impact, followed by Certainty and Efficiency. Final weights are received
while original decision-makers judgment is preserved.

0,25
0,20
0,15
0,10
0,05
0,00
Explanation Cooperation Experience Certainty Quality  Efficiency

moriginal EminD

Figure 7 — DSS capabilities and impacts final weights

4 Discussion

Using ANP are usually focused on implementation on individual or smaller scale survey, usually utilizing an expert
team information [13], [19]. In the case of using ANP for evaluating larger scale survey data, the data processing
may be difficult, especially in larger models. The presented ANP evaluation of DSS seems to reflect such limita-
tions by including only three capabilities and three impacts. This scale is sufficient to obtain valuable information
from managers as well as challenges respondents to think and concentrate by adding a layer of complexity. The
perceived limitation to use ANP on a survey data leads to DSS being evaluation only by experts such as for ERP
system [13]. The model structure consisted of two clusters, each with three elements. The pairwise comparisons
of three elements obtained via survey questionnaire yet can lead to inconsistency due to various combinations of
pairwise questions. Out of 14 respondents, 12 included inconsistent PCM. While this model was not large in the
scale, the inconsistent matrixes of this scale suggest a complex problem. This complexity can be further analyzed
by focusing on inconsistent matrixes. Not only are survey designers interested in the level of inconsistency present
in their surveys, they are also interested in the source of inconsistency. Are respondents making inconsistent
choices because some attributes are ill-defined, or that a pairwise comparison between those attributes simply do
not make sense? Regarding consistency threshold the 0,05 shall be used for 3x3 matrix, according to [17]. Appar-
ently, the size of the matrix does not always relate to the problem complexity. Using 0,05 threshold in this ANP
model, we would achieve majority of PCM inconsistent.

5 Conclusion

This paper evaluates the DSS preferences in terms of capabilities and impacts. Capabilities of a system were set
as explanation, cooperation and experience and has implications of DSS were selected as the impact on quality of
decision, certainty of a decision-maker and efficiency of a decision-making process. Inconsistent judgments were
modified by using minimum deviation method achieving required consistency while preserving original decision-
makers’ judgements. Next research will focus on completing this DSS evaluation study by reaching out to dozens
of managers. Evaluation of inconsistent judgements for the purposes of providing valuable information will be
examined.
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Impact of the Incoming Pandemic on Investment Decision
Discussed Through a Weighted Moving Mean-absolute
Negative Deviation Model

Adam Borovi¢kal

Abstract. The incoming COVID-19 pandemic affected various spheres of human life.
Investment decision making was no exception. Significant uncertainty triggered a
wave of sell-offs on the capital market. Thus, the main aim of the article is to discuss
the effects of a pandemic on investment decisions through a very broadened invest-
ment strategy. Consider a stock portfolio made before the pandemic for medium or
long-term investment horizon through the weighted moving mean-absolute negative
deviation model. This developed linear model can account for the dynamics of insta-
bility of the prices on the capital market. Another advantage is the possibility to ex-
press preference on the importance of considered criteria — return and risk. Linear
relations are application-friendly. Under the condition of a significant decline in the
value of an investment in the first few weeks (February/March 2020) of a significant
spread of a new disease, the investment strategy may change abruptly. A change in
the attitude to the risk and turnaround in the development on the capital market with
a significantly uncertain outlook encourages a change in the investment portfolio for
which the flexibly adaptable model mentioned above will serve perfectly. Changing
personal preferences is expressed through the weights. The dynamics of development
is then included in the designed moving form of returns. The real effects of the port-
folio re-optimization caused by the COVID-19 pandemic are demonstrated on the in-
vestment portfolio of stocks traded on the RM-System Czech Stock Exchange. The
existing and new portfolios are compared in terms of both composition and character-
istics, hence their performance over real time. Based on the results, the meaningful-
ness of the portfolio review decision is discussed.

Keywords: investment decision, moving, pandemic, portfolio, stock

JEL Classification: C44, C61, G11
AMS Classification: 90B50, 90C30

1 Introduction

The COVID-19 pandemic has affected almost every area of human life. The capital market was not spared. In
February/March 2020, due to very unclear future development caused by a relatively unknown devastating disease,
investors began to divest or reallocate their investments. The change in investment strategies has led to significant
sell-offs in capital markets around the world [4]. Even after a month of falling stock prices, a considerable uncer-
tainty remained on the capital market [3]. What impact did the rapid change or adaption of investment behavior
with the emerging pandemic actually have on the composition of investment portfolio? And over time, was the
‘panic’ decision right? The answer to these key questions can be beneficial for investment practice.

In order to empirically analyze the effect, or impact of the spreading disease COVID-19, one of the most common
investment strategies is used. The study thus tries to be as close as possible to the investment reality. Specify a
risk- averse investor who invests in the medium or longer-time period. This can be a typical investor in the middle
productive age who (e.g.) is actively trying to secure financially for retirement age. In 2019, he decided to invest
his free funds in stocks traded on the Czech capital market. After several weeks of very unstable capital market
behavior caused by the outbreak of the pandemic, he decided to change his investment strategy. The result is a
change in the portfolio composition in the spirit of new facts and adjustment to his risk perception. Today, after
more than two years (in 2022), this change can be evaluated, albeit in a shorter time horizon.

To meet the goal of performing the above analysis, an adequate methodological concept is proposed. At the heart
of this concept is, of course, the approach to making an investment portfolio. Investment experiences for a (longer-

! Prague University of Economics and Business, Department of Econometrics, W. Churchill Sq. 4, Prague, Czech Republic, adam.bo-
rovicka@vse.cz.
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term) investor indicates, in comparison with other characteristics (fees, liquidity, etc.), the fundamental influence
of the expected return and risk on his decision making. The use of notorious mean-variance model [6] reflecting
the investor’s ‘return-risk* profile is therefore offered. However, the application of this model is not without limits.
In addition to the assumption of the return normality, it penalizes positive deviations from the average return.
However, after thinking more deeply, the list of shortcomings can be expanded. Thus, the assumption of risk, or
return stability, throughout the observed historical period, from which the monitored characteristics are deter-
mined, can be problematic. As the sudden pandemic ultimately demonstrates, the degree of uncertainty may evolve
over time.

How to eliminate these shortcomings? The risk measure based on the variance of returns is replaced by absolute
negative deviation concept which is inspired by Konno and Yamazaki’s [5] absolute deviation. Then the model
mean-absolute negative deviation model can be designed. This model, unlike the mean-variance form, is linear,
which potentially simplifies the search for the global constrained extreme of the particular function. On the other
side, it is necessary to realize that this formulation eliminates covariance relations, which can really narrow the
applicability. And what about the aforementioned unstable uncertainty over time? The path leads through the dy-
namization of both characteristics. Inspired by Borovicka [1], mean and absolute negative deviation is proposed
in the form of moving average. Then the observed historical period is divided into a few shorter parts shifting by
one-time subperiod. Local characteristics can be calculated in these time-overlapping periods. Finally, return, or
risk of the portfolio are calculated as moving average of partials means, or absolute negative deviations over all
subperiods. The proposed approach is less data complexity and user friendliness, e.g. compared to the concept
using fuzzy numbers (see more in [2]). Its application friendliness is supported by the integration of both (stand-
ardized) characteristics into the objective function through weighted sum approach. Such a model allows the ex-
pression of preference about the importance (and its change) of both characteristics. In addition, the minimum
required level of return, or the maximum acceptable risk of the investment, unlike the original Markowitz’s model,
does not have to be stated which can be especially helpful mainly for a less experienced investor.

What is the proposed methodological design for the empirical analysis? At the beginning of the investment process,
a stock portfolio is made by the developed ‘return-risk’ model. With the advent of very unstable conditions, the
investor begins to consider revising the investment because he fears more significant loss. Based on past and
current data, or actual investor preferences, the portfolio is re-optimized using the proposed model. The impact of
changes in investor behavior, or investment strategy, may be reflected in the composition of the portfolio. The
reasonableness of the decision can be reflected in the future by comparing the performance of the original and
revised portfolio.

To fulfill the main empirical goal, the introduced methodological approach is applied on the RM-System Czech
Stock Exchange. The change in investment behavior due to fears of unclear, or unfavorable development caused
by an unknown insidious disease is reflected in a change in the composition of the investment portfolio. It turns
out that the effect of ‘something unknown’, potentially very dangerous, is significant. But what does this decision
look like after two years? The performance of the re-optimized portfolio is lower than the original one. Thus, in
the shorter(!) term, the decision seems to be reckless.

The structure of the article is as follows. After Introduction, the methodological concept for the empirical analysis
is designed (Section 2). The impact of the pandemic on investment behavior (on the Czech capital market) is
demonstrated in Section 3. Finally, the empirical and theoretical aspects of the analysis are summarized. Inspira-
tional directions for potential research are outlined

2 Analysis methodology based on the weighted moving mean-absolute
negative deviation model

To make the empirical analysis of the impact of the pandemic uncertainty to the investment behavior, the appro-
priate methodological procedure is developed. This approach is based on a designed weighted moving
mean-absolute negative deviation model that is able to detect the changing dynamics of the capital market and
related changes in the investor’s preferences.

2.1 Investment strategy and its revision

Investment strategy is a basic pillar of the investment process. The strategy is shaped by the purpose, goal or time
horizon of the investment. Another important aspect is the attitude to risk, from which the expectation of the
investment performance is derived. Last but not least, is also depends on the attitude to investment management.
In dramatic times of large fluctuations on the capital market, even a slightly active investor tends to restructure the
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investment portfolio. In extreme situations, such as the outbreak of a financial crisis or a pandemic, the investor
may deviate significantly from the original intentions. The investment policy is then adapted to the current situa-
tion. The investment can then be significantly revised.

2.2 Weighted moving mean-absolute negative deviation model

As methodologically introduced above, the weighted moving mean-absolute negative deviation model is devel-
oped for the portfolio selection. Its formulation is as follows
T T
max Wrmax rXx + (l—W) p X pmm
rmax —I’;m'ir pITIX;lX _pmm (1)
xe X.

In model (1), the most important of the portfolio characteristics, return pTx and risk r"x, are included. The vector
X = (X,,X,,...,X,, )’ contains the shares of M assets in the investment portfolio. The set of the feasible solutions
includes all the necessary conditions expressing the conditions of a specific investment situation. The integral part
is a portfolio and non-negativity conditions, formalized then as ¢'x =1 and x > 0, where e =(1,1,...,1) is a vector

of M ones. Other conditions may, for example, limit the number of (selected) assets in the portfolio. The investor’s
attitude to the risk, or expected return, can be expressed by the weights w,or 1—w.

For general comparison, the values of both functions are standardized, using the best and worst possible value.
The main advantage of this not commonly used technique is the acceptance of negative function values. The best

values of return p, = pTx; andrisk », =r"x, are, of course, determined through the following

min

. T .
X, =argmaxp"x x, =argminr’x @
xelX, xe X.

The worst possible values of the characteristics are determined in the context of simultaneous optimization. Thus,

the following p . =p"x, and 7, =rTx: holds.

Nax

The vector p' = (P> Payseees Pag) > OF r' =(n,r,....r,, ) reflects the (expected) return, or risk of M assets. Let T

defines the number of equally long time periods with K observations of returns. Then (expected) return, or risk of
the i-th asset in the #-th period is calculated as a mean, or absolute negative deviation

T
ep, e, Ar,
pﬂ: : 2 or rH= lel

it

i=1,2,.,M;t=12,..,T, 3)

where P, = (P, Pissres D) > OF APy =Dy = Disy> Piy = Pizoeoos Py — Py )" is vector including K observations
of return, or K positive differences between mean and partial return, for the i-th asset in the /-th time period.

Adequately, the vector ' =(1,1,...,1), or e; =(1,1,...,1) contains K, or K, ones. The difference between the

beginning, or end, of two consecutive periods is constant during the entire historical period. Neighboring periods
overlap between the beginning of one period and the end of the previous one. And now, the return, or risk, of the
i-th asset as the moving mean, or moving absolute negative deviation, can be designed as follows

, o 1= i i=1L2,...M, 4

where P, = (P, Prysers Pip)’ 5 OF Xy = (73, Tiysnen 7y )| 18 Vector containing 7 returns, or risk of the i-th asset covering

the entire ‘moving’ time period.

The model (1), compared to the original Markowitz’s model, reflects the dynamically changing development on
the capital market by integrating moving averages. Especially in the case of insignificant correlations between
returns, the linear function of risk is an excellent alternative which is greatly simplifies finding the global extreme
of the aggregate objective function of the model. In addition, the level of implemented measure of risk, absolute
negative deviation, does not penalize positive deviations of returns from their average. Finally, the weighted form
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of the aggregated objective function allows the simultaneous expression of the investor’s preferences about the
expected characteristics of the investment according to his attitude to risk, or the ‘return-risk’ profile. The elimi-
nation of the thresholds for characteristics supports the applicability of the model in investment practice.

2.3 Evaluation of changes in investment behavior

The outcome of the investment decision making process is an investment portfolio made via the model (1). The
investment is managed according to the investment plan (strategy). A sudden extreme situation (financial crisis,
pandemic, terrorist attack) can trigger a wave of sales in the capital market. Rapid changes in the markets can also
be caused by positive events. A non-passive investor can also react to the situation. He therefore decides to re-
optimize the portfolio.

For this purpose, the model (1) with the updated data and preferences can be formulated and solved to revise
investment portfolio under the prevailing unstable conditions. Data from the period of the current life of the in-
vestment are used in the spirit of the investment horizon. The observed historical period is then moved by this time
into the present. The number and length of partial ‘moving’ periods remain the same. The preferences, especially
the attitude to risk, can be significantly adjusted due to unexpected facts, which is reflected in the model (1) by a
change in weights. Model (1) with updated inputs provides a new investment portfolio that may be more or less
(not at all) different from the existing one.

After a sufficient time period, is possible to evaluate the effect of the above-mentioned change in the behavior of
the investor who, on the basis of sudden events, reassessed his investment plans. By comparing the performance
of the revised and original investment (portfolios), the benefits, or negatives of changing the investment strategy
can be declared.

3 Portfolio (re)making under the pandemic uncertainty

In this section, the empirical analysis of the impact of the emerging pandemic on investment decision making is
performed through the methodological procedure proposed above. The original portfolio is re-optimized under
conditions of sudden market volatility. With a time lag, this move is soberly evaluated.

3.1 Investment strategy and its revision

To make the practical demonstration of the impact of sudden extreme situation as illustrative as possible, we will
focus on a common investment strategy. This can be (not only) an investor in the earlier part of productive age,
but already consciously thinking about the future. It is therefore a medium- or long-term investment with the aim
of appreciating the available funds for use in the distant future (e.g. in retirement). Thus, the liquidity of the in-
vestment is not the key issue. The investor is not a speculator, the portfolio management is rather passive with
irregular evaluation, hence revision. Such an investor is usually not very experienced in the capital market. The
investment tends to be smaller, but can be made on a regular basis.

Let’s move to the beginning of 2019, when the investor decides to invest his free cash. As it happens, a decision
making on the capital market is significantly influenced by the past. Here, too, we will go back in time, specifically
five years, in order to be representative of developments in the medium or long term. According to my personal
investment experience or the results of various surveys and polls, the return and risk of the investment are abso-
lutely crucial for the investor. These characteristics are monitored for stock titles traded in the RM-System. The
RM-System Czech Stock Exchange is suitable for ‘smaller’ investors. Trading is possible in small standardized
units of stocks. However, the supply of stocks is wide. The investors can use the user-friendly online trading
system (see more [7]). Return and risk may not be the only criteria taken into account. In addition to (e.g.) liquidity,
cost, currency, and others, the number of assets (stocks) in the portfolio may also be relevant. Especially for a less
experienced investor, a ‘less complex’ portfolio is preferable. The minimum and maximum share in the portfolio
is then set. In our case, the minimum, or maximum share is 15%, or 45%. Thus, there may be three to six stocks
in the portfolio. Other characteristics, even with respect to the investment location, or market, are not relevant.

Thirteen stocks (listed in Table 1) with sufficient trading history have been selected for potential investment. As
mentioned above, the return, and hence the risk, is calculated from the historical prices of the five-year period
from 2014 to 2018, downloaded from [8] The return is calculated as a moving mean of the monthly returns over
three-year overlapping periods (2014-2016, 2015-2017, 2016-2018) to reflect the unstable dynamics of the capital
market. Risk of the stock can then be calculated as the moving absolute negative deviation of monthly returns,
formalized as (3) and (4).
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01/2014-12/2018 04/2015-03/2020
Stock Return [%)] Risk [%0] Return [%0] Risk [%0]
CEZ 0.02 5.12 0.14 4.20
Deutsche Telekom 0.21 3.25 -0.50 3.37
Erste Group Bank 0.86 6.05 0.49 6.28
Exxon Mobil -0.08 3.45 -0.76 4.03
Intel 1.11 4.57 1.23 5.37
Komer¢ni banka -0.04 4.22 -0.70 4.01
McDonald’s 1.32 3.10 0.98 3.76
Microsoft 1.92 3.95 2.17 3.80
Nokia -0.74 6.06 -0.84 5.40
02 C.R. 0.88 5.92 0.57 5.16
Philip Morris 0.80 3.22 0.64 3.40
VIG -0.93 545 -0.40 4.834
Volkswagen -0.15 6.19 -0.26 4.40

Table 1 Return and risk of the stocks. Source: self-calculation

With the outbreak of the COVID-19 disease pandemic, capital markets have been shaken. Although the investor
pursues longer-term goals, the fear of not meeting them caused by the panic-induced wave of sell-offs, overwhelms
the investor. After several weeks of extreme uncertainty, or behavior of the capital markets, he decides to revise
the portfolio at the end of March 2020. For this purpose, the data is updated with the duration of the investment.
Then the historical five-year period is moved closer to the present in the form of 04/2015-03/2020. Three over-
lapping three-year periods, 04/2015-03/2018, 04/2016—03/2019 and 04/2017-03/2020, are again used to calculate
the ‘moving’ investment characteristics. The (expected) return and risk in both periods is shown in Table 1.

3.2 Portfolio selection and its re-optimization

Considering the longer investment time horizon, the purpose of the investment or positive sentiment on the capital
markets (before 2019), the investor perceives the risk rather neutrally. The fear of losing the investment is not
strong, the desire for return prevails. Then the weight of the return slightly exceeds the weight of the risk of the
investment. To make a portfolio, the following mathematical model along the lines of (1) is formulated

3.70-r"x 0.6 p'x—-0095

max 0.4 +0.
3.70-3.17 1.56-0.95

e'x=1
0.15y < x < 0.45y ()

x>0

ye{O,l},

where x = (x,,X,,...,x;)" is a vector of variables x,,i=1,2,...,13, expressing the share of the i-th stock sorted by
the first columns of Table 1. Vectors r"' =(7;,%,....5;;) a p' =(#,%,..../;;) contain the risk 7,i=1,2,...,13, and
return p,,i=1,2,..,13, of the i-th stock. The vector of thirteen ones is denoted as ¢'. The binary variable
Vi =1,2,...,13, from the vector y =(x,,x,,...,x;;)’ indicates (non-) presence of the i-th stock in the portfolio. It

serves as an auxiliary element to express the conditions for participation in the portfolio in terms of minimum and
maximum shares. The extreme values of both characteristics are determined through the optima (2) of one-objec-
tive models.

The optimal solution of the mixed binary problem (5) is found by brunch and bounds method implemented in the
LINGO optimization software. The portfolio consists of the following components in their respective proportions:
40% McDonald’s, 45% Microsoft and 15% Philip Morris. Its (expected) return is 1.51% and risk 3.50%. Looking
at the data in Table 1, the composition of the portfolio is not surprising. Microsoft stock has the highest return with
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a solid level of risk. McDonald’s stock characteristics are also great — lowest risk, second highest return. The
maximum share in the portfolio is not reached because of the lower limit, hence the excellent performance of
Microsoft stock. The portfolio is rounded out by the stock of tobacco company Philip Morris, thanks in particular
to the second-lowest risk and solid return. The low level of risk reflects the combination of the lowest number of
instances of negative return deviations from the mean and the smallest maximum deviation across all stocks. Some
stocks at first glance could not be in the portfolio under the specified conditions, e.g. Nokia or VIG.

As mentioned above, the portfolio is being reoptimized at the end of March 2020. Model (5) is revised through
actual (new) levels of return and risk data, and also changes in the weights to reflect the increase in risk aversion
in the turbulent times of an accelerating pandemic. The weights are set in reverse, 0.4 for return and 0.6 for risk.
Investor is reacting a bit timidly for now, not wanting to make any rush judgement in this new, hard-to predict
event. The revised portfolio is as follows: 15% McDonald’s, 45% Microsoft and 40% Philip Morris. Its (expected)
return is 1.38% and risk 3.63%. The deterioration in the values of both characteristics in turbulent times is not
surprising. The portfolio base remains the same. The group of three stocks mentioned above still outperforms the
others. However, the shares have partially changed. Although the return is now a slightly less important criterion,
Microsoft still holds the maximum possible share in the portfolio. Its return is significantly higher than that of
other stocks. Moreover, there has not been such an increase in risk relative to other titles. McDonald’s stock took
a hit by unleashing the pandemic. It offers only the third best return and risk. Philip Morris, however, holds the
second lowest risk with a very solid return, which, with stronger risk aversion, leads to its more significant partic-
ipation in the portfolio at the expanse of McDonald’s stock. The stock of Deutsche Telekom position should not
go unnoticed. This stock provides the lowest risk. The chaos on the capital market caused by the unfolding pan-
demic did not rock this stock that much. While its return turned negative, the deviations of returns from the mean
is not as dramatic as that of other stocks. A poor return, even if not as volatile, causes non-participation in the
portfolio. To push a stock into the portfolio, the investor would have to exhibit a stronger risk aversion. Its weight
would have to be at least 0.73. On the other hand, a stock with negative performance outlook is not desirable.

3.3 Portfolio performance evaluation

What is the current value of the investment? Has the portfolio revision, under the weight of the unknown, paid off
in terms of performance? Although the investments have not yet had such a long life with respect to the chosen
investment strategy, or investment horizon, some comparison of the performance or value of the investments (port-
folios) can be made, at least indicatively. The current value of the investment is based on prices as of February 28,
2022. The original stock portfolio, purchased at the beginning of 2019, increased its value by 93.57%! Under the
given conditions, this investment is relatively close to the best achievable performance (109.12%). The worst
decision could even lead to a decrease in the value of the investment (-1.33%) over the whole period 2019-2022.
The re-optimization forced by the pandemic panic caused a worse investment performance at 84.02%. For the
record, combining the worst, or best initial investment decision with the worst, or best ‘pandemic’ revision would
yield a loss of -41.16%, or a gain of 166.67% from 2019 to 2022.

4 Conclusion

The paper focused on a post-crisis empirical analysis of the impact of the COVID-19 disease pandemic on invest-
ment decisions. For this purpose, the procedure based on the weighted moving mean-absolute negative deviation
model was designed. Stock portfolios made on the Czech capital market before and after pandemic outbreak are
analyzed.

As recent history shows the outbreak of something unknown, potentially very dangerous, can have a profound
effect on people’s behavior. This has been no different in the capital market. A rethinking the investment strategy
affects the composition of the investment portfolio, leading to lower performance than the original portfolio. The
decision to change the investment strategy seems ill-advised. In defense of the reasonably spooked investor, he
understandably ‘defended’ his investment in the spirit of the general market sentiment. Turns out if he had gone
against the tide, invested in more ‘volatile’ stocks (e.g. Erste Group Bank), portfolio performance would have
improved significantly. However, this ‘speculative’ approach is out of line with the beliefs of the typical investor
defined by us. Although the performance is slightly reduced by the revision, under the weight of very negative
circumstances the investor may not regret his decision.

Further research could enrich the analysis with the idea of adjusting not only the weights but also other preferences
(e.g., minimum and maximum level for share). Considering the transaction costs of portfolio changes, especially
with a different investment instrument base, could be beneficial. Finally, it would be interesting to consider
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different weights for particular subperiods in the computed moving averages to reflect the degree of participation
in the expected development.
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Optimal Scheduling of Vehicle Loading/Unloading

Operations in Depots
Martin Branda!

Abstract. We deal with the problem of optimal scheduling of cargo loading or un-
loading for a fleet of vehicles in depots. We show that it can lead to fixed interval
scheduling where starting and finishing times of jobs are prescribed and the goal is to
assign them to a set of machines. However, in real applications the finishing times can
be subject to uncertainty where the random delay can be caused by unpredictable com-
plications. In our case this corresponds to problems during cargo loading/unloading
or even delay on arrival. We propose a two-stage stochastic programming formulation
and its robust coloring reformulation leading to a large mixed-integer programming
problem. In the numerical study we solve several instances of the problem.

Keywords: vehicle loading, fixed interval scheduling, random delay, stochastic opti-
mization, robust coloring

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Loading/unloading operation of cargo to vehicles in depots can be seen as important part of the whole supply
chain, see [8, 10, 14] for recent contributions in this area. In this paper, we will focus on the special case when
each loading/unloading operation has its prescribed starting and finishing time and must be assigned to available
gates in a depot. This problem can be seen a special case of the fixed interval scheduling problem where the jobs
must be processed during given fixed intervals on available machines. These problems have been elaborated by
several papers, see, e.g., [9, 11, 12, 13, 15, 16, 20], which were focused on purely deterministic case where all
parameters of the problem are given and fixed for the whole planning period. However, in our case, the processing
intervals can be subject to uncertainty caused by various reasons. First, there can be some complications during
the loading/unloading operations. Secondly, the vehicles need not to be available in the depot but can arrive from
a previous trip with a delay. These two complications as well as any others can be incorporated into the mathe-
matical programming model as random delays. This bring us to the area of fixed interval scheduling under uncer-
tainty which was elaborated by Branda et al. [7] for the first time. The authors proposed two formulations taking
into account random delays with a known probability distribution. Two-stage stochastic programming formulation
with the expected number of overlaps objective was introduced and it was shown to be equivalent to a robust
coloring problem [18] with a special choice of the penalties. The resulting problem can be then solved using
standard mixed-integer techniques, cf. [19]. Moreover, they also delt with reliability type objective where the
goal is to get the schedule with the highest probability of remaining feasible during the whole planning period.
This led to a generalized robust coloring problem which was solved by a special tabu search heuristic algorithm.
A network flow reformulation of the problem with probabilistic objective, which enables to solve significantly
larger instances to optimality, was proposed by [4]. In [2], the tactical fixed interval scheduling problem where the
goal is to find the minimal number of machines to process all jobs was solved by a special iterative algorithm.
Robustness of operational fixed interval scheduling problems was elaborated by [3] where cardinality constrained
uncertainty set was considered. This set enables to change a limited number of marginal distributions of random
delays and the goal is to find a schedule which is the most robust with respect to these changes. New decomposition
algorithm was based on a network flow reformulation with conditional value at risk measure in the objective. Most
of the above works which delt with fixed interval scheduling problems under uncertainty considered homogenous
machines. This means that any job can be assigned to any available machine. However, the loading/unloading
operations, the gates as well as the vehicles may come from different classes which means that we are facing
problem with heterogeneous machines and job classes. Below, we will propose an extension of the two-stage
problem and introduce a reformulation based on robust coloring which can be solved by a mixed-integer solver.

! Charles University, Faculty of Mathematics and Physics, Department of Probability and Mathematical Statistics, Sokolovské 83, Prague
186 75, Czech Republic, tel.: +420 221 913 404, fax: +420 222 323 316, branda@karlin.mff.cuni.cz
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The paper is organized as follows. In Section 2, we propose the problem formulation as an two-stage integer
stochastic program. The robust coloring problem is generalized in Section 3 and it is shown that the problem is
equivalent to the two-stage formulation from the previous section under special choice of the penalties. In Section
4, we propose a numerical study on several simulated instances and discuss the efficiency of the proposed
approach. Section 5 concludes the paper.

2 Problem formulation: two-stage stochastic integer programming

We consider jobs which correspond to the loading/unloading operations and machines which correspond to places
where the cargo can be loaded or unloaded, e.g., gates in a depot or a logistic center. This task can be seen as one
of the sub-problems in a complex supply chain. One of the main difficulties lies in dealing with the uncertainty
because it can increase the solution complexity significantly.

Figure 1 shows two schedules where 6 jobs are assigned to two machines. If the machines are identical then both
schedules are feasible. In the first one, the random delay of job 1 can cause problem in processing not only job 2,
but if the delay is long, also job 3 can be compromised. If we consider heterogeneous machines and, for example,
job 2 cannot be processed by machine 1, then the second schedule becomes infeasible. Therefore we must use
proper mathematical programming formulations.

We will denote the set of jobs by J and set of machines by C. Let sj denote the prescribed starting times of the
loading/unloading operations and let fjO be the prescribed finishing times which are subject to uncertainty repre-
sented by random delays Dj (&) leading to random finishing times.

£1(&) = 12+ D (&),

which are defined on probability space (Z, 7, P). Paper [7] proposed two-stage integer stochastic programming
formulation with simple recourse, see [17] for a general introduction, where identical machines were considered.
In this paper, we generalize the problem for machine classes where only a subset of jobs can be processed by
particular machine. We denote by 7. 7 the set of jobs which can be processed by machine ¢ and by C; c C the
set of machines which can process job j. To simplify the notation we will further denote the set of starting times
of jobs by S = {s....,s,}. Note that it is necessary to check if the machine processes at most one jobs at these
starting times only. The problem with the expected number of overlaps objective can be formulated as follows:

min Ep
x,y

Zqu

ceCjedJ
s.t. Z Xje <L, te8 ceC,
J'E\jc:sist{f;)
Zchzl,jEj, (1)
CECJ‘
D wke £ 5@ LTI~ xpe) c€Cp je T E€E,
kr fP<si<fi(&)
xjc €{0,1}, c€Cj, j€ T,
Vic()eN, ceCj, jeJ, EeE

The first constraint ensures that at most one job is assigned to the machine at each starting time 7 € S taking into
account the prescribed finishing times of jobs f¥. The second constraint prescribes that each job is processed by
exactly one machine. The third constraint expresses the random number of overlaps j;.(¢) caused by random
delay D;(¢) of job j. The expectation of all these overlaps is then penalized in the objective function. Finally, we
consider restrictions on binary and integer variables. Note that the problem does not contain any first stage costs
and the objective corresponds to a simple recourse in the two-stage stochastic programming settings, cf. [17].

3 Tractable reformulation: generalized robust coloring

In previous section, we introduced the two-stage stochastic programming formulation with an expectation in the
objective which cannot be directly solved. In general, we would need to employ an approximation technique which
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enables us to formulate and solve the problem by available optimization tools, e.g., sample average approximation,
cf. [17], where the random distribution is replaced by a finite sample. However, in [7], it was shown that the two-
stage problem can be reformulated as a robust coloring problem with a special choice of penalties which use the
underlying distribution of random delays without any approximation. We will generalize the problem to cover the
heterogeneous machines and job classes.

‘machinel‘ [4]—{ 5 HG]
(

‘ machine 2 ‘

1 ]
S84 fy fy 52 85 f, 53 fs Sefy  fe

‘maohinel‘ [4} @
v — 5 }+{s)

— —
S84 fy fy 52 55 fa 53 fs Sefs  fe

‘ machine 2 ‘

Figure 1 FIS schedules: two possible assignments of 6 jobs to 2 machines. If the machines are identical, both
schedules are feasible. However, if job 2 cannot be processed by the first machine, then the second schedule is not
feasible.

Robust coloring problem [18] aims at assigning colors ¢ € C to vertices j € J where two vertices cannot be
colored by the same color if they are connected by a hard edge in E, whereas two vertices can share the same
color for a penalty ¢ if they are connected by a soft edge in E. The goal is to minimize the sum of penalties under
preserving the hard edges. This problem is related to the fixed interval scheduling if we consider the colors as
machines, the vertices as the jobs and hard edges connect jobs which cannot be processed by the same machine
because of interval overlaps, i.e.

E={(j.J"): Isp f) O Lsjs fir) # 0.

Note that Branda et al. [7] considered identical machines only, however, we would like to take into account
heterogeneous machines and job classes. We can realized that machines correspond to colors and vertices to jobs,
so in our case the vertices cannot be colored by all colors. So we can use the notation introduced in the previous
section, in particular . < 7 denotes the jobs which can be colored by color ¢, and vice versa C;  C denotes
the colors which can be used to color vertex j. Moreover, the set of hard edges E can be extended by edges which
correspond to jobs with disjunctive processing intervals, but which cannot be processed by the same machine.
These edges are then removed from the set of soft edges E. This leads us to the following generalized robust
coloring formulation
i Z i
l.J'YeE
5., Z Xje=1,j€7,
ceCy

2

Xje +Xje <L {j,j') € E,ceC,

Xje +Xpe < 1+y;p, {j.j'} € Ec €C,
.ceCjed,

. i.j'V € E.

Xje €{0,1

—_— =

yjj' S {O, 1

The objective is to minimize the penalty for same colored vertices subject to that each vertex is colored by exactly
one color, hard edges are preserved whereas soft edges can be violated for a penalty which is assigned using the
binary additional binary variables y; ;. Note that variables y have different meaning than variables ¥ which were
used in the previous section in two-stage problem (1). We can show that if the penalties are chosen in a proper way
than problem (2) is equivalent to the two-stage program (1). These penalties are set to

giy = P(D;(§) > 55 = f}).
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Instance | No. of machines No. of jobs Time (s) Opt. value Rel. gap
1 10 40 20 0.86 0.0097
2 10 40 19 17.21 0.0088
3 10 40 18 2.64 0.0083
<+ 10 40 28 14.51 0.0097
5 10 40 74 0.25 0.0099
6 10 40 3600 0.51 0.0336
7 10 40 281 0.26 0.01

8 10 40 22 0.12 0.0099
9 10 40 37 28.76 0.0099
10 10 40 13 0.14 0.0092

Table 1 Results of solving 10 test instances (instance sizes, computational time in seconds, optimal value and
relative optimality gap)

We can modify the original proof which was proposed in [7] where it was shown that the expected number of
overlaps caused by the delay D; (£) of job j is equal to

Nj
Ep [yje©)] =D P(D1(&) > sk, - D),
n=1

where N; is the number of jobs which are assigned to the same machine after job j and s, denote the starting times
of these jobs. This means that all penalties gk, must be summed in the objective. These correspond directly to the
penalty which is assigned to vertices with the same color in the generalized robust coloring problem. Moreover, we
can realize that the assignment of jobs as well as coloring of vertices are restricted by the job classes and eligible
machines.

4 Numerical study

In the numerical study, we will use simulated instances to verify performance of the proposed robust coloring
reformulation. We use the exponential distributions with parameter 1; = 0.2 for the simulation of job lengths
and A, = 0.05 for the lengths of breaks between the jobs. We simulated two sets of 10 instances with 40 and 50
jobs. These jobs are then assigned to 10 available machines under the following limitations: originally the jobs
are simulated to particular machines, whereas in the optimization problem, they are allowed to be assigned to the
neighboring machines only. This naturally creates the job classes and heterogeneous machines. The following
formula is employed for the cumulative distribution function of the random delay

P(D;<x)=Fj(x)=p; + (1 —p)(1 —e¥*), x 20, (3

where parameter values 1; = 0.2 and p; = 0.9 are used for all jobs j € . Remind that no approximation of the
probabilistic distribution is necessary and the formula (3) is used directly to compute the penalties g.

To solve the simulated instances and resulting mixed-integer linear programming problems, we used GAMS
modelling system and the solver Cplex installed on PC with Windows 10 operational system, 32 GB RAM memory
and Intel(R) Xeon(R) CPU E3-1220 v5, 3.00 GHz. The relative optimality gap was set to 0.01 and maximal
solution time is restricted to one hour.

Tables 1, 2 show the summary of the numerical experiment. We can observe from Table 1 that almost all instances
with 40 jobs (except to one) were solved to optimality in reasonable amount of time. On the other hand, only two
out of ten instances with 50 jobs reached the relative optimality gap of 1 % in the one hour time limit. This means
that — at least under our choice of the parameters — we arrived at a ”breakpoint” (between 40 and 50 jobs) from
which this kind of generalized robust coloring problem is difficult to solve to optimality using available PC.
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Instance | No. of machines No. of jobs Time (s) Opt. value Rel. gap
1 10 50 20 12.45 0.0057
2 10 50 3600 95.38 0.5456
3 10 50 3600 43.31 0.0326
4 10 50 2259 310223 0.01

5 10 50 3600 21.65 0.0336
6 10 50 3600 17.84 0.1437
7 10 50 3600 8.80 0.0617
8 10 50 3600 7.78 0.2725
9 10 50 3600 75.58 0.0135
10 10 50 3600 3.05 0.0471

Table 2 Results of solving 10 larger test instances (instance sizes, computational time in seconds, optimal value
and relative optimality gap)

5 Conclusion

In this paper, we have dealt with the optimal scheduling of loading/unloading operation in depots where the prob-
lem can be seen as a special case of general fixed interval scheduling problems. In our case, this problem involves
job classes and heterogeneous machines which corresponds to the case that not all gates can serve all vehicles. We
have proposed a two-stage integer stochastic programming problem formulation. Moreover, a generalized robust
coloring problem has been introduced and it has been shown to be equivalent to our problem under suitable choice
of the penalties. In the numerical study, we have shown that the middle-sized instances can be solved to optimality
by mixed-integer programming solvers in reasonable time. However, if the size of the problem increases, a special
designed algorithm will be necessary. For example, a strong decomposition algorithm can help us to solve larger
problem instances to optimality, cf. [1]. In future research, we will focus also on alternative criteria which can take
into account the uncertainty inspired by papers [5, 6].
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Mathematical Model for Allocation of Aircraft on Airport’s
Apron

Jakub Cile¢ek!, David Mi¢ulka?, Dusan Teichmann?®

Abstract. The presented article deals with the allocation of handling spots on the in-
ternational regional airport’s apron. In seasonal months the ground handling capacity
seems to decrease and one of the possible solutions how to avoid this problem is to
allocate the handling spot appropriately. With optimal handling spots, we can decrease
the time of embarking and disembarking of passengers which leads to a decrease in
time needed for the process of technical handling as well as increasing the airport’s
handling capacity. For calculation of the solution to this problem, we created a linear
mathematical model of the allocation of aircraft on the airport’s apron presented in
this article. Optimizing criterium in the mentioned model was the time of embarking
and disembarking of passengers. The value of optimizing criterium was minimalized.
A calculation experiment was conducted in the conditions of the international regional
airport Ostrava.

Keywords: Apron management, Aircraft Allocation, Mathematical Model

JEL Classification: C69, C44
AMS Classification: 90C10

1 Introduction

One of the elementary problems which appear in airports is the allocation of aircraft on the airport’s apron. The
solution to this problem is individual for each airport and it depends on some factors -technical equipment of
airport, organization of apron, and type of handled aircraft. The hub airports with a high level of technical amenities
are the solution to this problem partially influenced by the contract between airport and airline. It means that if the
airline is capable of paying a higher fee then they can have a better stand at the apron. In international regional
airports with lower levels of amenities, it is appropriate to allocate a stand at the apron based on the time aspect of
onboarding and disembarking times.

2 Current State Analysis

The process of allocation of the stand is done before the actual arrival of the aircraft at the airport, normally this
process is done at the beginning of the day or work shift. If there is only one aircraft in any time slot, then the
problem of allocation of the stand is not needed and the process of allocation of the stand does not need to be
conducted. If there is more than one aircraft planned to be at the apron in any time slot then there is a need for the
decision-making tool in any form. In [3], we can see the tool needs to abide by all the safety measures mentioned
in manuals. At the international regional airports, the allocation of the handling spots is done by the manager of
airport traffic who usually allocates the stands based on internal rules or his experience. The optimal allocation of
stands directly influences the length of ground handling and on handling capacity of the airport. At international
hub airports which has more stands and different level of amenities, the decision-making process is complex and
the airport’s responsible worker is not able to allocate the stand-in same manner, which is the reason that decision-
making tools exist.

In [4], we can see that the authors are dealing with gate allocation problems for various flights in a manner to lower
customer dissatisfaction. This dissatisfaction is characterized by the merging of two factors — the walking time of
passengers and delays in flights. For passengers and transiting passengers mathematical model was created and it
considers the arrival and departure times of aircraft. There are implemented conditions that assure operational
safety, namely the restriction of allocating one stand to two aircraft in the same time slot. The solution was found
using the Benders decomposition method at San Francisco airport in one day. The results show the percentual

1 VSB-TUO/Institute of Transport, 17. listopadu 15/2172, 708 33 Ostrava-Poruba, Jakub.cilecek@vsb.cz.
2 VSB-TUO/Institute of Transport, 17. listopadu 15/2172, 708 33 Ostrava-Poruba, David.miculka@vsb.cz
3 VSB-TUO/Institute of Transport, 17. listopadu 15/2172, 708 33 Ostrava-Poruba, Dusan.teichmann@vsb.cz
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contribution of walking times of transit, non-transit passengers, and delays of arriving and departing aircraft on
the value of the objective function.

In [5], we can see that the authors deal with dynamic allocation of stand-in situations when allocation cannot be
used because of the turbulent operational situation. The authors suggested a multicriterial dynamic model for the
allocation of stands. Their model provides an effective solution in the decision-making process on short time notice
and the model can react to deals of aircraft, emergencies, and non-standard situations. The model uses fuzzy logic
as an approach that allows us to make decisions even under uncertainty.

In [1], we can see that the authors deal with the allocation of flights to the gate. This problem is solved on daily
basis and the operational condition of airports affects its complexity. Authors with their research aimed at the
possibility of a solution to the said problem to increase the availability of gates for passengers and handling ca-
pacity. Authors analyzed theoretical and practical approaches for the solution of the problem of gate allocation
with mathematical modeling, algorithms, heuristic, and metaheuristic algorithms.

In [2], we can see that the authors deal with an innovative approach to the allocation of a handling spot. These
handling spots are divided into two categories, remote handling spots and handling spots that are close to the
terminal and have higher levels of amenities for example boarding bridges. Authors are solving this problem for a
few possible operational situations with the use of mathematical models. The solution is minimalization of walking
distance of passengers, minimalization of tows of aircraft, maximization of outbound passengers who board or
disembark the aircraft via the bridge, and maximization of potential profit. The research was conducted at the
international airport in Sao Paulo, where the allocation of handling spots was tested for six days. The result was
an increase in overall effectivity with the application of mathematical models.

The novelty is the creation of a decision tool for the international regional airports where handling spots are allo-
cated based on internal procedures and responsible worker’s experience. With optimal handling spot allocation,
we can achieve shorter walking times for passengers from gate to aircraft and vice versa. With mentioned decision
tool we can help the responsible worker to allocate the handling spots and we can lower his workload as well.
Even though some variation of decision-making tool is implemented in international hub airports, at the interna-
tional regional airports this decision-making is burdened with the human factor, which can lead to not optimal
allocation of handling spots. This can lead to prolongation of the handling process, blocking of another handling
spot or necessary delay of aircraft can be created.

3 Proposed Mathematical Model

3.1 Formulation of Optimization Task

The set of aircrafts I is given and their handling has to be completed in chosen time frame. Next set / consists of
handling spots at the airport’s apron. For each handled aircraft, we defined modes of passengers based on the
airport of arrival and departure, mainly if they are in the Schengen area or not. At the terminals, we have 4 gates
which are for departure to the airport within the Schengen area, departure outside of the Schengen area, arrival
from the Schengen area and arrival outside the Schengen area. The matrix of time consumptions of transfers D is
given. The element d;; the represents the time complexity of passenger movements from flights operated by the
aircraft i € [ in case it will be allocated to the handling spot j € J. The task is to design and allocate the handled
aircraft to the handling spot on the apron so that the total time required by the passenger flows between the handling
spot and the terminal is minimal.

For decision modelling purposes, a group of decision variables x;; will be introduced. The variable x;; will model
the assignment of flight i € [ to handling spotj € J. If x;; = 1 is valid after the optimization calculation, then
the aircraft operating the departing flight or the arriving flight or the pair of arriving and departing flights i € I will
be assigned to the operating position j € J. If x;; = 0 is valid after the optimization calculation, then the aircraft
operating the departing flight or the arriving flight or the pair of arriving and departing flights { € [ will not be
assigned to the handling spotj € J.

The constraints in the model must ensure that:
e each aircraft will be assigned exactly one handling spot,
e passenger flows do not intersect at boarding and alighting of individual aircraft,
e aircrafts that will be checked in at the same time will not be assigned adjoining handling spot,
o for time-colliding flights, the model will not assign the same service point to multiple flights,
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o passengers will flow from/to the gate characterizing the destination of departure or arrival (schengen,
non-schengen).

Furthermore, a A-incidence matrix will be introduced into the model. The elements of the matrix A indicate
whether the flight i € I conflicts with the flight k € I. If the flights k € [ and i € I are time colliding, then a;; = 1,
otherwise q;; = 0.

Furthermore, for the proposed model, the values of the elements of the matrix D represent the transfer times that

the passengers of the arriving flight / departing flight / pair of arriving and departing flights must i € I when the
aircraft serving said flight / pair of flights is assigned to the service position j € J.

3.2 Mathematical Model

The mathematical model has the form:

min £ (x) =szijxij (1

i€l jej
Under the constraints:

Z x=1 fori el 2)

jej
X+ x; <1 forkel,iel,je],a, =1 3)
xk_1+xl-,2S1 forkEI,iEI,aki=1 (4)
xk,j + xl',j_l + xijj_'_l <1 for k € I,i el aj € ] \ {1,”}, aki =1 (5)
xk,"_1+xiln£1 forkEI,iEI,aki=1 (6)
xUE{O;l} foriel,je] (N

Function (1) represents the optimization criterion, the total distance that passengers of all flights must cover. The
restraint group (2) shall ensure that each incoming flight / departure flight / pair of flights is assigned to only one
handling spot. The group of restrictive conditions (3) will ensure that in the case of time-collision flights, these
flights will not be filled by the same handling spot. The groups of restrictive conditions (4) - (6) will ensure that
in time collision flights there will be no situation where the aircraft will be operated in parallel at adjoining han-
dling spots (due to operating restrictions - the need for so-called "self-maneuvering™). The group of constraint
conditions (7) defines the domains of variables used in the model.

4 Computational Experiment

The computational experiment with the mathematical model was designed for operating conditions at the interna-
tional regional airport Ostrava-Mosnov. The list of flights in Table 1 is taken from the real flight schedule valid
for the summer season of 2022. The arrival and departure times in Table 1 represent the arrival times of aircraft
on the apron and departures of aircraft from the apron

Scheduled time of Destination Scheduled time of de- Destination
arrival parture

Flight 1 01:25 Mallorca (SA) 04:45 Rhodos (SD)
Flight 2 10:45 Lefkada (SA) 11:45 Lefkada (SD)
Flight 3 11:15 Rhodos (SA) 12:20 Heraklion (SD)
Flight 4 11:50 Marsa Alam (NSA) 12:40 Marsa Alam (NSD)
Flight 5 16:45 Burgas (NSA) 17:35 Burgas (NSD)
Flight 6 18:20 Heraklion (SA) 19:10 Korfu (SD)
Flight 7 18:45 Bodrum (NSA) 19:30 Bodrum (NSD)

Table 1 Flight schedule from summer season 2022 at Ostrava Airport

For the needs of the model, a flight is always understood as a pair of destinations (the destination from which the
flight arrives and the destination to which the flight departs).

The model also includes values from the time-consuming matrix D determined empirically, see Table 2. In Table
2, the time-consuming values of passenger movements are given in minutes. For example the value at the position
of element d1, represents the sum of time requirements of passenger movements on the apron from handling spot
1 to the gate designated for passenger entry for check-in after the arrival of the flight from the destination in the
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Schengen Area and the gate designated for passenger entry to the apron before departure of the flight to the desti-
nation in Schengen area.

Flight \ Handling spot 1 2 3 4 5 6
1 27 23 25 29 31 35
2 27 23 25 29 31 35
3 27 23 25 29 31 35
4 25 21 23 25 31 37
5 25 21 23 25 31 37
6 27 23 25 29 31 35
7 25 21 23 25 31 37

Table 2 Values of time-consuming movements in minutes

It is clear from the flight schedule for the given day that flights 1 and 5 will occur separately on the airport apron.
The collision flights will be flight 2 and flight 3, flight 3 and flight 4, and flight 6 and flight 7. An example of a
collision situation is shown in Figure 1.

After completion of the optimization calculation, flights were assigned to the given service points according to
Table 3 and the cumulative value of passenger crossings was set at 165 minutes, see Table 3.

Flight 1 2 3 4 5 6 7
Allocated
handling spot 2 2 4 2 2 2 4

Table 3 Results of the experiment

The solutions for individual collision flights are shown in Figures 1 - 3. Add pictures for the remaining collision
situations and explain the types of arrows.

Apron Central
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Figure 1 Deployment scheme of aircraft operating the flights 2 and 3 on the apron

Apron Central

6 cs ca }fta c2 k:l
(4
-\
I >< e
4 o« Py

Figure 2 Deployment scheme of aircraft operating flights 3 and 4 on the apron
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Apron Central

Figure 3 Deployment scheme of aircraft operating flight 6 and 7 on the apron

Figure 1 shows the location of the aircraft for the first conflict situation (aircraft operating flights 2 and 3). Pas-
sengers from flight 2 will, after arrival, walk on the apron in the time interval from 10:45 to 10:53 and switch to
departure in the time interval from 11:30 to 11:45. Passengers from flight 3 will, after arrival, walk on the apron
in the time interval from 11:15 to 11:32 and switch to departure in the time interval from 12:08 to 12:20. The flow
of departing passengers of the second flight intersects with the arriving passengers of the third flight, therefore one
of the flights will have to be transported by airport bus to ensure operational safety (passenger crossing in front of
a stopping or departing aircraft, boarding of passengers on the wrong plane, etc.)

Figure 2 shows the location of the aircraft for the first conflict situation (aircraft operating flights 3 and 4). Pas-
sengers from flight 3 will, after arrival, walk on the apron in the time interval from 11:15 to 11:32 and switch to
departure in the time interval from 12:08 to 12:20. Passengers from flight 4 will, after arrival, walk on the apron
in the time interval from 11:50 to 11:59 and switch to departure in the time interval from 12:28 to 12:40. There
will not be intersecting flows of passengers between flights on apron.

Figure 3 shows the location of the aircraft for the first conflict situation (aircraft operating flights 6 and 7). Pas-
sengers from flight 6 will, after arrival, walk on the apron in the time interval from 18:20 to 18:28 and switch to
departure in the time interval from 18:55 to 19:10. Passengers from flight 7 will, after arrival, walk on the apron
in the time interval from 18:45 to 19:00 and switch to departure in the time interval from 19:20 to 19:30. The flow
of departing passengers of the sixth flight intersects with the arriving passengers of the seventh flight, therefore
one of the flights will have to be transported by airport bus to ensure operational safety (passenger crossing in
front of a stopping or departing aircraft, boarding of passengers on the wrong plane, etc.)

5 Conclusion

The operation at the Ostrava Regional Regional Airport is mainly seasonal, and in order to increase the handling
capacity and efficiency of the manager's work, a mathematical model was designed to serve as an aid in the process
of deciding on the allocation of handling spot for aircraft. The input quantities are information on the number of
service points at the selected airport, the matrix of transition times from the airport gate to the service point to
which the aircraft operating the relevant flight is assigned. The result of the mathematical model designed to solve
this problem and described in the article is to obtain information on the allocation of handling spot to aircraft that
will be served at the airport on the selected day of the summer season according to the applicable flight schedule
so that the cumulative transition distance traveled by passengers is minimized.
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Potential Output during Great Recession and Covid-19
Crisis
Andrea Cizka?

Abstract. Potential output is an important economic concept representing the level of
economic activity sustainable in the long run. Potential output is traditionally consid-
ered to be driven by supply-side factors such as labor supply, capital investments and
new technologies. An associated concept of the output gap is usually seen as short-
run deviations of actual output from its potential due to demand-side fac- tors. The
great recession of 2008 slightly altered this traditional view and suggested that a de-
mand-side factors might also play an important role on potential output. This paper
proposes a modelling framework in which short-run demand-driven fluctuations of
the output gap might have an important effect on the potential output and its long-run
growth. Unobserved components methodology is applied and original nonlinear con-
ditionally Gaussian state space model is formulated and econometrically estimated for
the Czech Republic by maximum likelihood methodology for the time period
1996Q1-2021Q4 including great recession of 2008 and recent covid-19 crisis.

Keywords: output gap, potential output, economic crisis, unobserved components
methodology, state space form, maximum likelihood.

JEL Classification: C51
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1 Introduction

The global economic crisis of 2008 has initiated suggestions that demand-side factors might have permanent im-
pact on output (Ball [3], Blanchard [5]). Andersson et al. [2] argue on the basis of hysteresis hypothesis according
to which demand-driven shortfalls can perpetuate themselves by lowering level of potential output or its growth
rate. Demand-driven recessions might erode skills of unemployed workers and firms may cut their innovation
budgets which in turn lowers (growth of) potential output.

Empirical verification of the hysteresis hypothesis is complicated by the fact that potential output is an unobserv-
able variable which cannot be measured directly and can be only estimated. Simple statistical procedures such as
the Hodrick-Prescott (HP) filter proposed by Hodrick, Prescott [12] or Beveridge-Nelson decomposition (Beve-
ridge, Nelson [4]) have many disadvantages which are summarized by Harvey, Jaeger [10]. Unobserved compo-
nents (UC) methodology pioneered by Watson [14] and advocated by Harvey [9] is considered to be superior to
simple statistical procedures and is commonly applied in empirical literature (e.g. Andersson et al. [2], Borio et al.
[7], Kuttner [13]).

This paper applies unobserved components approach to model potential output and the gap. Specifically, the orig-
inal nonlinear conditionally Gaussian state space model is formulated and estimated by the method of maxi- mum
likelihood. Unlike other empirical literature of this kind, the formulated model explicitly describes the effect of
output gap on the (growth of) potential output. The strength of this effect will also be quantified by performing
econometric estimation of the model parameters and statistically tested by associated methods of statistical infer-
ence.

Structure of the paper is as follows. Firstly, the model is described in chapter 2. The subsequent chapter 3 shows
how the model can be written in a state space form which enables applications of Kalman filter algorithm and
maximum likelihood estimation of the model parameters. Chapter 4 describes the data and their sources. The
results of econometric estimation of the parameters and unobserved state variables are presented and discussed in
chapter 5. Final chapter 6 summarizes main findings and conclusions.

1 Prague University of Economics and Business, Department of Econometrics, sqr. W. Churchille 4, Prague 3, cizeko@vse.cz.
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2 Model

Unobserved component methodology decomposes (log of) output y, as follows:
Y=Y, D (M

where ¥, is potential output and P, represents the output gap.

It is usually assumed (Harvey [9], Watson [14]) that trend component follows a random walk with drift and
a cyclical component is commonly modelled as AR(2) process. Nonetheless, the model presented in this paper
will differ from this popular specification. Trend of the potential output is modelled as dependent on the output
gap, which describes the hysteresis effect of the short-run fluctuations on the long run growth of the potential
output:

yz=yt—l+#+ar—l'j>t—l’ (2)

where the expression g +¢, -y, , models potential output growth rate, parameter u represents its constant
part and the second term ¢, - ¥, , describes asymmetrical influence of the output gap on potential output

growth. Asymmetry is modeled by time-varying parameter

0, 3,20,
a,, = { . (3)
a, v, <0,
which is equal to zero if p,_ >0 while @, , = >0 when 3, _, <0. This specification introduces nonlineari-

ty into the model. Economic reason for this nonlinear specification is that there are upper bounds on the growth
of potential output which cannot be exceeded by short-run demand driven fluctuations. On the other hand, it is
assumed with accordance to the hysteresis hypothesis that short-run recessions do have a negative impact on the
growth of potential output.

The output gap is modelled according to a stationary AR(1) process. Nonetheless, this process is modified by an
inertial variable v; representing an impact of external shocks caused by the great recession of 2008 and recent
covid-19 crisis:

.)’}fz)L‘j}f—l_VtJruI’ (©)

where A describes inertia of the oufput gap, u, ~ N(O, 02) 1s 1.1.d. random error and the variable v, is mod-

eled by a stationary AR(1) process:

v, =w-v,, té&, 3)

where @ represents inertia of the variable v, and g, can attain only two values — it is equal to & > 0 at the

beginning of the great recession of 2008 or recent covid-19 crisis and zero otherwise:

£, 1 =200802, 20200,
“ 10, otherwise.

(6)

Model parameters ux, o, A, ¢ and o are econometrically estimated by the method of maximum likeli-
hood and unobserved state variables y,, 7, are estimated by Kalman filter. Application of this methodology

necessitates to put the model in state space form which is described in the next subchapter.

3 State space form

Formulated nonlinear model with time-varying parameter ¢, , can be expressed as a conditionally Gaussian

state space model with the following transition and measurement equation:
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Xy = At (Zt-] ) Xeqt R| (Zt—l ) ‘u, (7)
z, =D (Z_ ) x +v,, ®)

where X, is a vector of unobserved state variables, z, is a vector of observed indicator variables,

t

u ~N(0;%,,), v,~N(0;X,,) are iid. vectors of mutually uncorrelated random errors with X, and ¥, being

it vo

their covariance matrices and A (Z,,), R (Z,_, ), D,(Z,,) are system matrices with parameters. The symbol

Z., in A (Z,,) indicates that the matrix A, depends on the values of the observed variables till the time /-1,

. p— 1 e
1.e. on the vector Z, =(zl s Ly ) .

The state vector is defined as x, =(¥, 5 v, 1, ) and the system matrices take the form:

e +u-e, +a, ¢,

A-e,—(w-e,+¢& -e
A(zo)=| P erae) g g

w-e, +& -e, D, (Z.,)=(e +e,)

o O = O

€,

where e, 1sa (l X 4) vector, which has a number 1 at the £ -th position and zeros elsewhere.

Random error in the transition equation is u, =#, and in the measurement equation v, =0.

Because the output gap 7, is unobservable, the time-varying parameter «, | had to be slightly redefined as:

. 0, }}rfurf] 20
! a’ .}A)[—l -1 < 0
where y, ,,, represents the Kalman filter estimate of the unobserved variable , .

Once written in the state space form, maximum likelihood method was used to estimate the parameters. Firstly,
square root version of the Kalman filter algorithm was applied to construct likelihood function which was maxim-
ized by standard numerical optimization techniques in Matlab. Standard deviations of the estimated parameters
were estimated using the Fisher matrix. For details on the square root version of the Kalman filter and the con-
struction of the likelihood function see Anderson, Moore [1] and Harvey [9]. Secondly, Kalman filter was applied
once again after the econometric estimation of the parameters to estimate unobserved state variables (potential
output and the gap).

4 Data

Quarterly real GDP (in millions of CZK) in the Czech Republic for the time period 1996Q1-2021Q4 were used
and obtained from the Czech Statistical Office database [8]. Seasonal adjustment was performed by the Census X-
13 method. The model variable y; was calculated as logarithm of seasonally adjusted quarterly real GDP.

5 Results and discussion

Results from econometric estimation are summarized in the following table 1. Standard errors are indicated in
parentheses below estimated coefficients and symbols ** and *** denote that the given parameter is statistically
significant at 5% and 1% level of significance.

i Q ;i & é &

0.021 0.380 0.300 0.976 0.034 0.022
(0.001)%** | (0.140)%** | (0.134)** | (0.012)*** | (0.010)*** | (0.002)***

Table 1 Estimation results of the UC model (1)—(6) for the Czech Republic (1996Q1-2021Q4)
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Firstly, all the estimated coefficients are statistically significant even at 1% level of significance except the
parameter A which is statistically significant at 5% level of significance. This results clearly shows the relevan-
cy of the formulated model. Especially important is the statistical significance of the parameter & representing
the hysteresis effect of demand driven recessions on the growth of potential output.

Long-run growth of the potential output in times of economic booms ( ¥,_, > 0) was estimated to be equal

to f2=0.021. Potential output thus growths by 2.1% each quarter when output is above potential. In times of

economic  recessions, growth  of  potential output is  estimated by the  expression
f+é, ¥,y ,=0.021+0.380-7,, . The estimated coefficient & =0.380 says that a decrease of output below

its potential by 1% will cause a decrease in the growth of potential output by 0.38 percentage points. The growth
of potential output together with the estimated output gap is illustrated at the following figure 1.

output ga rowth of potential output
01 ! p g‘p . ‘ 0.03 g p p
0.05 ¢ 0.02
0.01}
0n
0
-0.05 ¢
-0.01
017 -0.02
-0.15 = : : : . : -0.03
1997 2002 2007 2012 2017 2022 1997 2002 2007 2012 2017 2022

Figure 1 Estimates of output gap and growth of potential output

Output gap was above or only slightly below its potential before 2008. Therefore, growth of potential out- put was
oscillating between 0.01 and 0.02 during this period. Output fell below its potential by approximately 5% in 2008
as a consequence of global recession. Output gap of about -5% was rather persistent and stayed at this level for 5
years until 2013 when it began to slowly return to its equilibrium value. The growth of potential output fell ap-
proximately to zero during 2008-2013 as a consequence of the fall in the gap and began to slowly rise after 2013
as the gap was getting better. Covid-19 crisis in 2020 caused huge decrease of the output gap. At first glance, it
seems that the gap recovered quickly this time. Nonetheless, a closer look at the dynamics of the variable v; repre-
senting the impact of great recession of 2008 and covid-19 crisis of 2020 will reveal that a rather long period of
slow growth of potential output can be expected. The dynamics of v; shows that the economy had not yet fully
recovered from the global crisis of 2008 when the covid-19 crisis hit the economy in 2020 which is illustrated at
the figure 2.

impact of great recession of 2008
and covid-19 crisis of 2020

output and its potential

14.5 - 0.05 -
N
0.04 ¢ ‘\
14 ¢
0.03 R\ ‘
13.5| ‘ ‘
Y 0.02¢ ‘
13 ;:\* ‘ ”\‘\J
0.01
output
potential output ‘
125+ ' ' ' ' ; 0
1997 2002 2007 2012 2017 2022 1997 2002 2007 2012 2017 2022

Figure 2 Log of output y, together with its potential y, and the impact of the crises from 2008 and 2020 (v, )
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The variable v, attained a value of about 0.01 in 2019. Then the covid-19 crisis hit the economy in 2020Q1
and v, increased by £=0.034 and attained a value of 0.044. Taking into account that this variable is highly
persistent (as @=0.976), it will take approximately 7-8 years to reduce the value of v, by half, i.e. from the
value of 0.044 to 0.022. Moreover, this calculation assumes that no other crisis will hit the economy in the fu-

ture. This is not a realistic assumption due to the war in Ukraine which started in February 2022.> The value of
v, =0.044 decreased the value of the output gap 7, by 4.4 percentage points in 2020 and we can optimistically

expect that this crisis variable v, will reduce the value of the variable p, by 2.2 percentage points in 2028. An

interesting finding is that the persistency of the output gap A=0300 is quite low compared to the estimated
persistency of the crisis variable @ =0.976.

6 Conclusion

The paper proposed a nonlinear time-varying parameter model based on unobserved components methodology in
order to describe hysteresis effect of short-run demand-driven fluctuations on long-run growth of potential out-
put. The formulated model was econometrically estimated for the Czech Republic using the data 1996Q1- 2021Q4
spanning both the global economic recession of 2008 and the recent covid-19 crisis. Nonlinearity of the model
stems from the fact that recessions are assumed to decrease growth of potential output, but output above its poten-
tial do not lead to increased growth of the potential output due to intrinsic limits of the supply side of the economy.

All the econometrically estimated model parameters were statistically significant at 1% level of significance, ex-
cept one coefficient which was statistically significant at 5% level of significance. These results clearly show the
relevance of the formulated model and specifically the relevance of the negative impact that economic recessions
have on the growth of the potential output. Kalman filter estimates of the output gap showed that output was below
its potential by approximately 5% during 2008-2013 and the growth of the potential output was by roughly 2
percentage points lower compared to the pre-crisis period. When the gap began to return to its equilibrium zero
value, the growth of the potential began to rise.

Covid-19 crisis caused a huge decrease of the output gap in 2020. At first glance, the recovery from this second
crisis seems to be fast according to the output gap estimates. Nonetheless, a closer investigation of other model
variables revealed that the economy had not fully recovered from the global recession of 2008 in the time when it
was hit by another covid-19 crisis in 2020. This cumulative effect of crises caused output to be below its potential
by approximately 4 percentage points in 2021 when compared to a hypothetical situation of no crises. Moreover,
variable representing the effect of crises was estimated to be extremely persistent. Calculations based on results
from econometric estimation suggest that it will take approximately 7-8 years to reduce the value of this crisis
variable by half. Not to mention the fact that these calculations implicitly assumes that no other crisis will hit the
economy. This is obviously not a realistic assumption due to the war in Ukraine which started in February 2022.
Economic consequences of this war cannot be yet analyzed since no data are available for 2022 at the time of
writing this paper and it is therefore left for future research.

The formulated model could be extended in some ways. Natural extension would be to model more observable
variables like inflation which would represent additional information that could be useful when estimating the
model. Nonetheless, this usual extension of the basic unobserved components model would be rather problematic
for the time periods which includes the global recession of 2008 as well as current covid-19 crisis as usual eco-
nomic relations like Phillips curve turned out to be rathe unstable during these crisis periods (Bobeica et al. [6]).
For this reason, such an extension is left for future research.
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Non-Homogeneity in Data Envelopment Analysis and the

Reference Set Restrictions
Martin Dlouhy*

Abstract. The limited comparability of production units is a practical managerial
problem when conducting efficiency assessments and benchmarking. In this study,
the problem of non-homogeneity is studied in the context of the data envelopment
analysis, which is a well-known non-parametric method of efficiency evaluation. The
original models of data envelopment analysis assume homogeneity of the production
units under evaluation and homogeneity of the external environment. However, such
assumptions do not often correspond to reality and may be too restrictive. The paper
summarises twelve recommendations on how to deal with non-homogeneous produc-
tion units and with non-homogeneous external environment. Above all, we investigate
how the comparability of production units can be improved by introducing restrictions
of the reference set into the model. However, no individual recommendation provides
a universal solution, and it is necessary to consider the specific situation and the goal
of the efficiency evaluation.
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environment, reference set
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1 Introduction

The methods of efficiency evaluation are used by organizations to identify sources of inefficiency and increase
their competitiveness. It can be an internal evaluation, which involves a comparison of company departments,
regional branches, clinics in a teaching hospital, and university departments. Alternatively, it can be an external
evaluation, in which the company is compared with other competing companies in the market. In general, we will
talk about production units, by which we mean specific units with similar inputs and outputs that are associated
with similar production activity.

In any efficiency evaluation, it is assumed that an analyst makes a comparison of similar production units (firms,
university departments, schools, bank branches, stores, farms, hospitals). The set of production units must be ho-
mogeneous; otherwise, the validity of the comparison may be questioned. However, the assumption of homoge-
neity is not true in many practical situations, and some heterogeneity is usually present amongst the production
units under evaluation. One possibility is that a researcher ignores the problem and assumes for his or her conven-
ience that the evaluated units are more or less homogeneous and thus fully comparable. However, such a compar-
ison may be misleading. Another possibility is that a researcher accepts the limited comparability of production
units due to many different internal and external factors.

In this paper, the problem of non-homogeneity in efficiency evaluation is studied in the theoretical framework of
the data envelopment analysis (DEA). DEA is a well-known non-parametric method of efficiency evaluation with
hundreds of applications from various fields, such as hospital efficiency [12], health policy analysis (health sys-
tems, equity [4]), efficiency in education (schools, programmes, university departments), the efficiency of bank
branches [1], transport (e.g. efficiency of airports), agriculture (e.g., farms), retail (e.g., the efficiency of the food
store chains [16]), efficiency of teams in the Major League Baseball [14], the efficiency of public libraries [8], etc.
The traditional DEA models assume the homogeneity of production units and the homogeneity of the external
environment in which the production units operate. However, such assumptions do not often correspond to reality
and may be too restrictive. Not surprisingly, a great research effort is concentrated on the development of DEA
models and procedures that can relax the assumption of the perfect homogeneity (e.g., [3], [9], [11]). The objective
of this paper is to investigate how the comparability of production units can be improved in the case of existing
non-homogeneity if an analyst decides to use the DEA method.

! Prague University of Economics and Business, Faculty of Informatics and Statistics, Department of Econometrics, 4 Winston Churchill
Square, 13067 Prague 3, dlouhy@vse.cz.
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2 Data Envelopment Analysis

The original DEA model was developed by Charnes, Cooper and Rhodes (the CCR model) in 1978 [2] in order to
evaluate the relative technical efficiency of production units. Unlike econometric methods (for example, the sto-
chastic frontier analysis [10]), the data envelopment analysis uses mathematical programming to construct the
production frontier as the piecewise linear envelopment of the observed data. The method assumes that the pro-
duction units use a clearly defined set of inputs to produce a defined set of outputs and that the weights (prices) of
inputs and outputs are not known. Without any information on input and output prices, the economic efficiency of
production units cannot be calculated. DEA can calculate the technical efficiency of a production unit, which is
defined as the best possible ratio of the total weighted output to the total weighted input or vice versa.

In the DEA model, each production unit is allowed to optimise its input and output weights to maximise the tech-
nical efficiency score. Technically efficient production units lie on the production frontier; inefficient units lie
below the production frontier. We distinguish the output-oriented DEA model, which maximises quantities of
outputs produced by the fixed levels of inputs, and the input-oriented model, which minimises quantities of inputs
required to produce the fixed levels of output. According to the character of the returns to scale, there are two
original DEA models known as the CCR model, in which constant returns to scale are assumed, and the BCC
model, in which variable returns to scale are assumed. Many other DEA models have been developed since the
formulation of the first DEA model in 1978 [2]. A lot of examples of the DEA models can be found, for example,
in Dlouhy, Jablonsky, and Zykova [5].

Both basic DEA models (the CCR and BCC models) have two equivalent mathematical formulations: the multi-
plier form and the envelopment form. For the purpose of this paper, we consider the envelopment formulation
more appropriate. Let us suppose that we have a set of n production units that use m types of inputs to produce r
types of outputs. The dual (envelopment) formulation of the input-oriented variable-returns-to-scale DEA model
(1) for production unit q is below:

minimise 6,
subject to
n

injﬂj < Oq%iq) i=12,...,m,

=1
n

Z Yiidj Z Viaqr k=12,...,r "
j=1

220, ji=12,...,n,

n

o

—

where 6, denotes the technical efficiency score of production unit g, x; is the quantity of input 7 used by production
unit j, yi is the quantity of output & produced by production unit j, 4; is the variable that measures the individual
contribution of production unit j in the formation of the efficient target for production unit ¢. In the input-oriented
model, the technical efficiency score &, represents a size of input reduction that makes production unit ¢ technically
efficient.

3 Dealing with Non-Homogeneity

Dyson et al. [6] systematically studied the problems with applications of DEA, including the problem of non-
homogeneity in the DEA models. In their paper, they stated three assumptions of homogeneity:

(1) the production units perform similar activities and produce comparable outputs;
(2) the same set of resources (inputs) is available to all production units;
(3) the production units operate in similar external environments.

The first two assumptions of homogeneity are related to production units themselves, while the third property is
related to a non-homogeneous external environment under which otherwise homogeneous production units oper-
ate. By the external environment, we understand any external factors that affect the efficiency of a production unit
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but are not usually considered as typical inputs in the DEA models and are not under the control of the manage-
ment. Examples of such external factors are government regulation, socio-economic conditions, ownership (pub-
lic/private), soil quality, geographic location, etc. We will use these two types of non-homogeneity in presenting
the recommendations on how to deal with non-homogeneity in the DEA models.

3.1 Non-Homogeneity of Production Units

We will refer to the recommendations from this section as (PU.x). Dyson et al. [6] propose four recommendations
on how to circumvent the non-homogeneity in the set of the production units (PU.1) — (PU.4).

(PU.1) Choose your set of production units carefully. In some cases, it can be possible to completely avoid the
problem of non-homogeneity in the set of production units. For example, different faculties from the same univer-
sity can be compared internally, but they are not homogeneous in terms of inputs and outputs. Therefore, the
correct procedure would be an external comparison with equally focused faculties from other universities.

(PU.2) Divide your set of production units into smaller groups (clusters) that will be more homogeneous. For
example, divide the set of hospitals into the group of teaching hospitals and the group of non-teaching hospitals.
However, in many practical cases, the groups (clusters) are not explicitly given and have to be determined by an
analyst, for example with help of cluster analysis.

(PU.3) Question the validity of the efficiency evaluation. In spite of non-homogeneity, it is possible to perform an
efficiency analysis by DEA; however, an analyst should be aware of the limited validity of the results. Hence in
the next step, the evaluation should be subjected to a critical analysis.

(PU.4) Another source of nhon-homogeneity can be a false assumption about the character of the economies of
scale. Traditional DEA models include the constant returns-to-scale model and the variable returns-to-scale model.
For example, the wrong choice of a model with the variable returns-to-scale leads to an overestimation of effi-
ciency for the smallest and largest production units. Dyson et al. [6] recommend testing the data on the type of
scale effects.

(PU.5) Cook et al. [3] studied non-homogeneous production units that differ in the output mix, i.e. with production
units that can choose not to produce certain outputs. The developed model evaluates efficiency by dividing the
production unit into a set of subunits, and then efficiency scores are calculated within each individual subgroup of
subunits with a similar output mix. The overall efficiency of a production unit is a convex combination (weighted
average) of its subunits. Cook et al. [3] believe that their approach performs better than simply breaking the set of
production units into multiple homogeneous clusters.

(PU.6) Golany and Thore [7] describe the concept of dynamic clustering that establishes a different categorisation
of the set of production units for each evaluated unit g. The set of all production units is divided into the subset P
(permitted units) and the subset Ng (not-permitted units) for each evaluated production unit. Hence, each produc-
tion unit constructs its own production frontier. The boundaries of the cluster for an evaluated unit can be defined
in absolute terms, so the production unit belongs to the cluster only if its distances from the evaluated unit are
smaller than the predefined distance in all input and output dimensions. The alternative possibility is to define the
boundaries of the cluster in relative terms that are determined by the proportions taken from input-output values
of the evaluated unit g. Mathematically, the following constraint on the reference set (2) is added to the basic DEA

model (1):
> 4=o. 2)

JjENg

(PU.7) Bod’a, Dlouhy, and Zimkova [1] investigated the question of comparability in situations in which produc-
tion units are organised in an ordered hierarchy with functions shared at different levels. In such a case, the pro-
duction units from different levels of the hierarchy may have identical sets of inputs and outputs; however, they
do not form an ideally homogeneous group, and their comparability in a benchmarking context is limited.

The proposed approach is demonstrated in the case study of a Slovak commercial bank with three hierarchical
branch categories. Efficiency measurement for bank branches in a hierarchically ordered structure is implemented
through a flexible comparability constraint. Under this comparability constraint, production units from the same
category (level of hierarchy) as a production unit under evaluation contribute the most, and the contribution of
production units from other categories (levels of hierarchy) is limited and decreases with their distance in the
hierarchy.
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Let us assume a set of production units organised into an ordered hierarchy. There are G categories Cy, ..., Cs. A
series of conditions on variables 4, is introduced for production units in a category Cr that may take the form:

n n
C,
DALY A ) <A Y 4 for ge(L...,Gl, 3)
Jj=1 Jj=1

JECT J€ECq

cr Cg
where Amin > Amax

categories. These inequalities stipulate that the production units from the same category participate in the formation
cr
min

are percentage levels regulating the presence of production units in the reference set by

of benchmarks by no less than A, . (the minimum share condition) and the shares of other categories (including

category Cr) are 1,7  (the maximum share condition). The comparability constraint (3) are quite general and

include recommendations (PU.2), (EE.1), (EE.2), and (EE.3).

3.2 Non-Homogeneous External Environment
We will refer to the recommendations from this section as (EE.x).

(EE.1) Golany and Thore [7] studied the possibility of the restricted reference set in cases in which an analyst has
to take into account institutional circumstances, externalities in production, equity considerations or other extra-
neous information. An analyst can treat all these factors as the non-homogeneous environment. The so-called
categorisation constraints control the participation of production units in the reference set for other production
units simply by separating the whole sample into clusters (groups).

In the dichotomous approach, described by recommendations (1.2) and (2.3), we will either include or not include
a production unit in the subset of permitted units P,. However, a more flexible approach is proposed in which
production units from the set of non-permitted units N, are partially included in the reference set by adding a

constraint such as:
n
N,
z AJ/Z Af = )Lmqax’ (C))
=1

JENg

where 4,,,!, . is a constant that determines the maximal proportion of production units from N, in the reference set.
. . N

If the maximal proportion constant 4,7 .
included in the reference set, and an evaluation of production units according to individual categories is carried

out.

is set to zero, then production units outside the category cannot be

In their review paper, Mendelova and Kral’ [11] describe four possible approaches to deal with the non- homoge-
neous external environment. The application of these approaches depends on the character of environmental fac-
tors.

(EE.2) In the case of environmental factors that can be ordered, the production unit is compared with those pro-
duction units that are from the same group or the groups with a less favourable environment. This approach pro-
hibits situations in which a production unit is unfairly compared with production units with a more favourable
environment.

(EE.3) In the case of the categorical character of the environmental factor (e.g., public or private ownership, EU
or non-EU), the production unit is compared only with production units from the same category. However, in some
cases, the categories are not explicitly given and have to be specified by a researcher.

For example, Holy [8] analysed the technical efficiency of 4660 Czech municipal libraries. The inputs were the
total expenditures, the number of employees, and the number of books. The outputs were the total number of
registered users, the number of book loans, the total number of visitors of events, and the collection additions. In
the first stage of analysis, the DEA was applied to the whole dataset. In the second stage, in order to remove the
effect of the operating environment, the municipal libraries were evaluated separately: (a) for 11 categories based
on the decision tree analysis that determined the municipality population and the travel distance to town as criteria;
(b) for 11 categories selected by an expert.

(EE.4) If the environmental factor is continuous, it can be directly included in the DEA model as the so-called
non-controllable input or output.

(EE.5) If the environmental factors have a categorical or continuous character, the two-stage method can be ap-
plied. In the first stage, the traditional DEA model with the whole set of production units included is solved. In the
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second stage, the technical efficiency scores are regressed upon the environmental factors. The advantages of the
two-stage DEA method are that an analyst can test if the environmental factor has a statistically significant influ-
ence on efficiency, the method can be used for more environmental factors, and an analyst does not need to make
any prior assumptions on the direction of the influence of the environmental factor. Paradoxically, the result of the
two-stage method can be that no environmental factor is statistically significant.

4 Conclusion

The limited comparability of production units is a practical managerial problem when conducting efficiency as-
sessments and benchmarking. In this paper, we focused on the theoretical framework of data envelopment analysis,
which is a well-known non-parametric method of efficiency evaluation. We summarise the list of seven recom-
mendations on how to deal with non-homogeneous production units and five recommendations on how to deal
with the non-homogeneous external environment. However, no individual recommendation presented here pro-
vides a universal solution. An analyst must consider the specific market situation and the goal of the efficiency
evaluation.

Six out of the twelve recommendations presented in this paper ((PU.2), (PU.6), (PU.7), (EE.1), (EE.2), (EE.3))
assume that the original DEA models are extended by some additional restrictions on the reference set. These new
restrictions regulate the freedom with which production units are compared and can participate in the set of effi-
cient targets. The restrictions of the reference set effectively reduce the production possibility set, so the technical
efficiency of production units cannot decrease. We anticipate that by restricting the production possibility set, we
will obtain more realistic, effective targets for inefficient production units. In my opinion, the research on the
restrictions of the reference set is likely the most promising field of research in the case of non-homogeneity in the
DEA models. This opinion is evidenced by the articles published in the recent years, for example [1], [8], [11],
[13], [15].
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How Do Risk Appetite and Size Matter for Banking Credit

Risk Management?
Xiaoshan Feng*

Abstract. A bank’s ability to expand its business can be affected and limited to some
extent by its size. In measuring the efficiency of a bank’s credit risk management, it
is critical to determine whether a bank’s size has an impact, while the impact of a
bank’s risk appetite on risk management is also of concern. The objective of this paper
is to examine how size and risk appetite affect the management of credit risk under
the assumption of healthy efficiency scores are produced. To achieve this objective,
this paper quantifies the management of credit risk, analyses the impact of bank size
before and after modification of its efficiency, then includes risk appetite as one of the
impact factors to investigate how size and risk appetite play out in the specific banking
sector.

Keywords: Credit risk management; Size; Risk appetite; AHP; Data envelopment
analysis; Logistic regression model.

JEL Classification: G21, C31, C67, C80, C61, C58
AMS Classification: 62M10, 91G40, 91G70, 90C05

1 Introduction

Size has always been a very controversial topic in the banking industry. In the context of a stricter regulation
published by the EBA for banks with large assets, there are growing issues about whether bank size will become
more important for credit risk management. In addition, determining a bank’s risk appetite will also be critical to
the study of credit risk management, as risk appetite indicates the executive’s tolerance for risk management on
the one hand, and reflects the bank’s overall strategy on the other. To date, few studies have incorporated the risk
appetite which is quantified using various subjective and objective characteristics of the banks and their executives
into credit risk management research.

The purpose of this study is to investigate how size and risk appetite affect credit risk management under the
assumption of healthy efficiency scores. In this paper, we selected 10 commercial banks in the Czech Republic.
By employing data envelopment analysis (DEA), we further generate healthy efficiency scores after several mod-
ifications, then we will adapt the logistic regression model to access the significance of the selected determinants
to the Czech banking industry, in which, an analytic hierarchy process (AHP) is utilized, integrating several sub-
jective and objective characteristics to establish a risk appetite coefficient for each bank.

This paper is divided into five sections. The first section starts with the introduction and the last one ends with the
conclusion. The second section includes the literature review. Section 3 presents a brief description of methodol-
ogy and data collection. In the fourth section, the empirical results will be discussed.

2 Literature review

This paper is based on the author’s previous study on the efficiency of banks’ credit risk management, [6] measured
the efficiency of credit risk management in five countries by using DEA then defined the significant determinants
that play large roles in banks’ credit risk management in different countries using a logistic regression model.
However, the main weakness of this paper is that it does not eliminate the scale effect. Given the fact that banks
are of different sizes, the efficiency will be biased if the analysis is performed using unmodified data with scale
effects. There are rich studies that showed that size is significant for the profitability of the banking industry
(Halkos and Salamouris [9]; Redmond and Bonhnsa [12]; Feng [5]). On top of that, in the selected banking sectors,
larger banks will have a relatively higher capacity for credit risk management, both in terms of risk management
systems and risk management methods (Hakenes and Schnabel [8]; Feng [6]). Studies that more frequently adopt
a natural logarithmic in total assets when measuring bank size (Altunbas et al. [1]; Spathis et al [15]).

1VSB - Technical University of Ostrava, Department of Finance, Sokolska t¥ida 33 702 00 Ostrava, Czech Republic,
xiaoshan.feng@vsb.cz.
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Several studies incorporated the non-performing loans ratio (NPLs) as a proxy of credit risk when measuring the
efficiency of credit risk management in the banking sector. Undesirable outputs like NPLs may present in the
banking sector which prefers to be minimized. Paradi and Zhu [10] mentioned three approaches when non-per-
forming loans are incorporated in previous literature. The first is to leave the NPLs ratio as an output but use the
inverse value. The second method is to treat this undesirable output as input, which is applied in other studies (Puri
and Yadav [11]; Toloo and Han¢lova [16]). The third one is to treat it as an undesirable output with an assumption
of weak disposability, which requires that undesirable outputs can be reduced, but at a cost of fewer desirable
outputs produced.

Wilson et al [19] emphasized that the risk appetite of financial institution executive has a significant impact on the
risk and stability of the financial institution. The risk appetite of a bank varies on the regulatory mechanism and
the institutional environment. [18] argued that executives’ attitudes toward risk vary from country to country. They
argued that the culture of different countries affects people’s attitudes toward risk, but that people are risk-averse
in each country. However, previous studies are limited to investigating the impact of a bank’s credit risk manage-
ment from the perspective of executive risk appetite. Therefore, in this study, we will first compare the efficiency
result under the two solutions for eliminating the size effect in our sample, then assess the impact of the risk
appetite of a bank to credit risk management, to diversify the choices of determinants, we also incorporate macro-
economic indicators and other bank relevant factors.

3 Methodology and Data collection

Following the previous literature, we apply DEA to measure the efficiency of credit risk management in selected
10 banks from the Czech Republic, during the period from 2012-2020. Moreover, we employ the logistic regres-
sion model to investigate the possible internal and external determinants of credit risk management efficiency.

3.1 Two Classic Models of Data Envelopment Analysis

DEA is a linear programming-based method, introduced by Charnes, Cooper, and Rhodes in 1978. DEA is used
to evaluate the relative efficiency of a set of decision-making units (DMUs) with multiple inputs and multiple
outputs. Then, Banker, Chames, and Cooper proposed a model in 1984, named the BCC, which is an extended
version of the CCR model. The main difference between these two models is different returns to scale. The CCR
model assumes all DMUs are operating at an optimal scale, that is, constant returns to scale (CRS); While the BCC
model assumes variable returns to scale (VRS).

In DEA models, we measure the efficiency of each DMU. One of the most frequently used methods to measure
efficiency is by the ratio. Suppose we have n DMUs in the population, each DMU produces s outputs while con-
suming m inputs. Consider DMUj, j represents n DMUs, x,; and y,; are the matrixes of inputs and outputs re-

spectively. The efficiency rate of such a unit can be expressed as:

Yir=1UrYrj (1)
Xt Vi X j
The efficiency rate is the ratio of the weighted sum of outputs to weighted sum of inputs. The DEA model assumed
inputs and outputs should be non-negative. Let DMU; to be evaluated on any trial be designated as DMU,,, where
o =(12,..,n).
A ratio of two linear functions can construct the linear-fractional programming model as follows:

Zi:luryro (2)
max 6 = ————
vu i=1 ViXio
2 i Up Vs 3
subject to Ms 1510 = 14251...440) (3)
i=1 ViXij
U, s, vyl 2 0, F'=11,2,....,i8) 4
vy, Vp, ., 20,1 =12,..,m) (5)

Where 8 is the technical efficiency of DMU, to be estimated, v; (i = 1,2, ...,m) is the optimized weight of input
and the output u,. (r = 1,2, ..., s). y,jthe is observed amount of output of the r-th type for the j-th DMU, x;; is
the observed amount of input of the i-th type for the j-th DMU.
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Data Selection for Measuring the Efficiency by DEA

To make sure the results of applying DEA are accurate, the number of inputs and outputs, and DMUs must support
the rule of thumb, which was proposed firstly by Golany and Roll [6], then developed by Bowlin [3], that is, it
should have three times the number of DMUSs as there are input and output variables if this condition will not be
met, the results are not reliable (Toloo and Tichy[16]).

In this study, we will collect data from 10 representative commercial banks from the Czech Republic, which in-
cludes the large size bank, medium and small sizes. All data are from the annual report of each bank on a consol-
idated basis.

This study aims to investigate the efficiency of credit risk management in the banking industry. Therefore, we will
apply the intermediation approach to measure the efficiency of credit risk management based on the DEA model.
To assess credit risk modeling in the banking industry, Berg et al. [2] suggested using NPL as a proxy of credit
risk in a nonparametric study of the bank production, Altunbas et al. [1] incorporated loan loss provisions (LLP)
to analyze the efficiency of Japanese banks.

Generally, this paper developed two inputs and one output, with 10 DMUs which satisfies the rule of thumb. We
selected the important indicators which can represent soundness: capital adequacy ratio (CAR); Asset quality:
NPL; Capacity to withstand future credit risk: LLP; Total loan: TL.

DEA O DEA 1 DEA 2
Input x; LLP LLP LLP
Input x, NPL NPL CAR
Output y TL In (TL) I-NPL

Table 1 Data selection for DEA

3.2 Logistic Regression Model

Furthermore, after we obtained efficiency scores based on the CCR model and the BCC model, we can estimate
the determinants of banking credit risk management efficiency using the regression model, since the efficiency
can be measured as binary outcomes, we can model the conditional probabilities of the response outcome, rather
than give a binary result. Therefore, we apply the logistic regression model in this paper. The logistic model could
be interpreted based on an underlying linear model, shown below:

Yie=Po+Xif+e,,i=1,.,Nt=1,..,T. (7)
Where the subscripts i and t denote the cross-sectional (N) and time dimension (the T') of the panel data, respec-
tively. There is k (k = 1, ..., K) regressor in X; ;, not including a constant term. X, is explanatory variable value
for i-th section at t-th dimension; f is the incept; f is the slope coefficient of a (k X 1) vector. The variable €;,
can be called as the error term in the relationship, represents factors other than explanatory variables that affect
dependent variables. Since we have a binary output variable ¥; ;, and we want to model the conditional probability
p(Y;: = 1|X{; = x;;) as a function of x; ;:

m(xie) = p(Yie = 1Xie = xe) (®)
The logistic regression model can be constructed as follows:
(%) , ®)
log ———= Xi:p,i=1,..N,t=1,..,T.
09 Ty = Pot Xiah

Data Selection for Logistic Regression Model

To investigate the determinants of the efficiency of banks’ credit risk management, the dependent variable in the
regression model is the efficiency score obtained from the previously mentioned DEA model, measured by 1 and
0, which represent DMU is efficient and inefficient, respectively. The independent variables are, respectively,
GDP growth rate, which is the year-on-year annual GDP growth rate. Risk-weighted assets are calculated by the
Standardized Approach (SA), which is calculated as the ratio of RWAs under SA to total RWAs. Size of bank is
taking natural logarithmic of total assets of the bank. The risk appetite of the selected bank is measured through 7
criteria. In this paper, we adopted the AHP proposed by [14], that we designed the questionnaire for three experts
who are general management in the Czech banking industry, through pair-wise comparison, the experts’ experi-
ences are utilized to estimate the relative magnitudes each pair of items, the larger the risk appetite coefficient of
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the commercial bank, indicating that the bank is less risk averse. To improve the accuracy of the logistic regression
model, certain tests will be conducted to verify that the model meets the assumptions (i.e., binary dependent vari-
able, little or no multicollinearity, etc.).

CS KB CSOB RB SBER* PPF  FIO MMB UNI EQUA

Executive

Nationality® 1 1 1 0 0 1 1 1 1 1
Education level* 7 7 6 7 7 7 7 7 7 7
Executive risk appe-

tite 0.5 1 0.5 1 1 2 1 1 1 1
Length of tenure 6 3 6 5 2 7 19 5 1 1
C/I ratio (%) 47.60 50.50 54.60 6040 71.10 2270 31.60 4570 55.28 64.70
CAR (%) 25.60 2230 2420 2280 1724 2447 21.06 1820 2340 17.62
Loan growth rate

(%)* 576 0.05 8.81 7.49 4.06 6.71 1851 438 1444 43.54

Table 2 Criteria of Risk Appetite Coefficient

4 Empirical Result

In this section, we employed DEA models to access the efficiency of the Czech banking credit risk management.
In reference to the previous section, we applied two treatments that aim to eliminate the exited size effect, then
compare the modified results to the original results, and point out the significant differences and improvements
based on our modification to the data. In the second part of this section, we will analyze the significance of deter-
minants based on the efficiency scores.

The original results showed that from 2012 to 2020, larger size banks have better credit risk management effi-
ciency® than the smaller size, meanwhile, large asymmetry exhibited, see Table 3. Under the assumptions of CCR
and BCC, the second largest bank CSOB, which focuses on retail, SME, and mid-cap clients, is the only efficient
DMU among 10 selected banks. Smaller size bank such as FIO and PPF showed insufficient capacity for credit
risk management. As mentioned in the previous section, the result has strong size effect due to the selection of
output TL, given the fact that in the Czech Republic, about 80% of the market share are dominated by 4 largest
banks, the result turned to be biased by the size problem. Therefore, this study set out with an aim of eliminating
the size effect and generate a healthy efficiency score.

After applying natural logarithmic on TL, the result from DEA_1 presents less asymmetry within the Czech bank-
ing industry than the DEA_O. The mid-size bank EQUA, mainly provides loans for retail and SME clients, is the
most efficient DMU. While another mid-size MMB has the lowest score, whose main business strategy is to de-
velop retail loans mortgages, commercial loans, and investment loans. Moreover, whose NPL is the highest one
in the Czech banking industry due to the large amount of stage 3 loans from 2012-2016. In general, size of bank
doesn’t explain the efficiency scores under the DEA 1, this rather contradictory result compared to DEA_O could
be attributed to the fact that natural logarithmic eliminated the size effect of the original data, which lead to a fair
quality of the efficiency scores.

Turning now to the second treatment which we referred as DEA 2, is to take the inverse value of NPL and leave
it as an output, this transformation will make the undesirable variable NPL becoming desirable, furthermore, we
incorporate a new input CAR, represents the soundness of the bank. The result indicates the Czech-owned bank
shows better efficiency than others and suggests smaller size banks have relatively higher efficiency. Comparing
the DEA_2 and DEA_QO, it can be seen that taking inverse value of NPL effectively solves the undesirable output

2 From 30.4.2022, CNB revoked the banking license of Sherbank, due to a significant outflow of client deposits in response Russia’s inva-
sion of Ukraine

% Nationality is measured as 1- Czech Republic, 2- not Czech Republic.

4 The education level is measured based on the classification from UNESCO.

® The loan growth rate is calculated from the average growth rate of the last 9 years.

® The efficiency scores shown in the table are the geometric mean of the banks’ efficiency scores over the last nine years.
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in a simple way, the concept of inverse value complies with the logic that the portion of performing loans which
are not in default and have high certainty to receive future payments.
CS KB CSOB RB SBER PPF FIO MMB UNI EQUA
OTE 098 0.88 1.00 0.34 0.14 0.11 0.07 0.19 0.54 0.12
DEA O PTE 099 092 1.00 0.78 0.88 0.84 090 0.62 0.80 092
OTE 0.89 0.85 0.94 0.79 0.87 0.83 086 0.62 0.76 1.00
DEA 1 PTE 0.99 093 1.00 0.85 0.92 0.84 090 0.66 0.83 1.00
OTE 0.78 0.85 0.85 0.84 0091 092 099 0.72 0.83 0.92
DEA 2 PTE 093 0.94 0.96 0.95 0.98 095 098 0.93 0.93 1.00

Table 3 Results from DEA models

In the logistic regression model, under the assumptions of binary outcome and independent observations, no mul-
ticollinearity, etc., we interpreted the determinants with the sign and significant level. The probability of a bank
being efficient increases with larger size and more conservative risk appetite based on the result from DEA_O.
Moreover, the results from DEA_1 showed that only the proportion of using standardized approach to calculate
RWAs was statistically significant in BCC model. That is, the probability of a bank being efficient increases with
more banks granted the permission to use IRB approach to calculate RWAs for credit risk to meet capital require-
ment. As for the second treatment, where we took the inverse value of NPL and leave it as an output, in reference
to DEA 2, the result suggests lower the bank’s aversion to risk then higher the probability that bank can perform
efficient credit risk management. Meanwhile, under a flourishing economy, the likelihood of banking credit risk
management efficiency turns to be higher.

Variables DEA O DEA 1 DEA2

13.21 5.13 343

C [1.14] [4.29] [5.31]
742%%% 021 -0.41

SIZE [1.60] [0.28] [0.35]
0.21 20.12%%  20.06

SA [0.16] [0.05] [0.06]
_15.87%% 207 5.97%

RA [4.53] [1.88] [2.08]
-0.23 0.04 0.46*

LAGGDPG  [0.46] [0.12] [0.17]

Table 4 Regression results

Comparing the three results, it can be seen that risk appetite is matter for the credit risk management in the Czech
banking industry, based on the research, larger size bank turned to have lower risk appetite coefficient. Moreover,
less use of standardized approach corresponds to [4] that using IRB provides better performance than using SA.
Put differently, when more bank applied from CNB for the use of IRB approach to calculate RWAs, the industry
will have better efficiency in credit risk management.

Taken together, these results suggest that when size effect exhibits in the input and output selections during em-
ploying DEA to measure credit risk management efficiency, the result will have strong size bias, then it will further
influence the breakdown of determinants. Luckily, several treatments which can eliminate the size effect then lead
to a fair efficiency score, the size bias is no longer the significant determinant on the credit risk management in
the Czech banking industry. Conjointly, given the fact that only the two largest banks in selected banks of the
Czech Republic hold conservative risk appetites, higher risk aversion matters for credit risk management efficiency
when the size effect exists, while a moderate risk appetite is statistically significant when size effect is no longer
matters. In general, it has strong evidence to prove that risk appetite is playing important role in the Czech banking
industry.

5 Conclusion

The motivation of this paper is to further improve the efficiency result which was biased in the DEA models due
to the size effect of the selected output. Furthermore, the main goal is to examine if size still matters for credit risk
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management in the selected banking industry and determine the impact of risk appetite and other determinants.
Through certain treatments, the size effect gets eliminated. The result proves natural logarithmic can smooth size
variance and reduce the asymmetry within the selected industry; And if takes the reverse value of undesirable
output, needs to carefully consider the logic and reasonableness. The above-mentioned modifications for the size
problem do not apply to every country. The impact of risk appetite on credit risk management in the Czech banking
industry is significant in our results, quantify risk appetite from a broader perspective can help studying the impact
of the risk appetite of commercial bank executives on certain risk, which will be an important policy reference for
the financial institution.
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Closed-Loop Supply Chain Coordination by Contracts
Petr Fialal, Renata Majovsk4?

Abstract. A supply chain is a decentralized system where material, financial and in-
formation flows connect economic agents. There is much inefficiency in supply chain
behaviour. Supply chain contracts are used to provide some incentives to adjust the
relationship of supply chain partners to coordinate the supply chain, i.e., the total
profit of the decentralized supply chain is equal to that achieved under a centralized
system. When the supply chain integrates and coordinates the backward flows of
goods along with the forward flows, it takes the form of a closed-loop supply chain.
The integration of forward and reverse activities into a single system pursues environ-
mental goals, creates new economic opportunities and provides competitive ad- van-
tages. The aim of this paper is to analyse and compare contracts for supply chain and
closed-loop supply chain coordination.

Keywords: supply chain, closed-loop supply chain, coordination, contracts

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Supply chain (SC) is a decentralized system where material, financial, information and decision flows connect
members. Recent years have seen a growing interest among researchers and practitioners in the field of supply
chain management. Supply chain management is about matching supply and demand with inventory management.
When one or more members of the supply chain try to optimize their own profits, system performance may be
hurt. Among the solutions, supply chain contracts, which have drawn much attention from the researchers recently
(for review [2], [15]), are used to provide some incentives to adjust the relationship of supply chain partners to
coordinate the supply chain, i.e., the total profit of the decentralized supply chain is equal to that achieved under a
centralized system. The format of supply chain contracts varies in and across industries. The particular contract
adopted by the firms is the outcome of some negotiation process that could be also modeled (see [7]).

Traditional supply chain (SC) focuses on the management of forward flows going from upstream members (e.g.,
suppliers) to downstream units (e.g., consumers). The Closed-Loop Supply Chain (CLSC) also manages the back-
ward flows from the downstream to the upstream suppliers. Product returns from consumers to producers or to
another unit characterize the main difference between a classical supply chain SC, which focuses on forward flows
of goods, and a CLSC.

Forward activities include new product development, product design and engineering, procurement and produc-
tion, marketing, sales, distribution, and after-sale service (see [14]). Reverse activities refer to product acquisition,
reverse logistics, points of use and of disposal, testing, sorting, refurbishing, recovery, recycling, remarketing, and
reselling (see [9]).

There are three fundamental objectives for integrating forward and reverse activities into a single system:
e meet environmental objectives,
e create new economic opportunities, and
e provide competitive advantages.
There are economic reasons for focal companies to establish CLSCs:
o the backward activities imply that goods reaching their end-of-use or their end-of-life stage are returned
to the focal company and used for remanufacturing or recycling purposes.
o the focal company offers a collection service to consumers who might have difficulties in getting rid of
end-of-use/life goods.
e consumers who return goods are most likely interested in repurchasing as well a new good to continue to
satisfy their needs.

1 University/Institute, Department, Address, namel@university.edu. 1 Prague University of Economics and Business, Department of
Econometrics, W. Churchill Sq. 4, 130 67 Prague 3, Czech Republic, pfiala@vse.cz

2 University of Finance and Administration, Prague, Department of Computer Science and Mathematics, Estonsk4 500, 101 00 Praha 10,
Czech Republic, renata.majovska@mail.vsfs.cz
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There are also non-economic (environmental, social) motivations for a focal company to manage the return flows:

o the focal company makes sure that both end-of-use and their end-of-life goods are not disposed-off in the
landfill;

e governments can also establish some specific collection targets by charging some fees when such targets
are not achieved.

o the focal company needs to offer more jobs to its community, since the backward flows require the imple-
mentation of some atypical processes

e managing the collection process allows the focal company to avoid that competitors collect their
products,

e use the returns to gain positions especially in the second-hand market.

Closed-loop supply chain management fulfil many activities. One of the most important activities is the coordina-
tion mechanisms to improve payoffs of the CLSC members. The aim of this paper is to analyze and compare
contracts for the problem of supply chain (SC) and closed-loop supply chain (CLSC) coordination.

Contracts are evaluated by desirable features:
e coordination of the supply chain,
o flexibility to allow any division of the supply chain’s profit,
e easy to use.

Contracts can be considered as specific models of game theory. We will analyze the game of two players, the
manufacturer (M) and the retailer (R) with their profit functions.

2 Contractsin SC

The problem of double marginalization causes the inefficiency of the supply chain as a decentralized system. In
order for the chain to achieve a centralized solution, coordination contracts can be used. Examples are a wholesale
price contract and a buy back contract.

2.1 Double marginalization problem

Double marginalization (see [13]) is a well-known cause of supply chain inefficiency and the problem occurs
whenever the supply chain’s profits are divided among two or more members and at least one of the members
influences price-dependent demand. Each firm only considers its own profit margin and does not consider the
supply chain’s margin.

We consider a supply chain with a manufacturer and a retailer that sells a product. The manufacturer produces
each unit for a cost ¢ and sells each unit to the retailer for a wholesale price w. The retailer chooses an order
quantity g and sells g units at price p(q), assuming that p(q) is decreasing, concave and twice differentiable func-
tion.

Centralized solution assumes a single agent has complete information and controls the entire supply chain (this is
referred as the first-best solution) to maximize supply chain profit

2(q) = (p(q) —) g (1
Since profit is strictly concave in quantity, the optimal quantity ¢° satisfies
dz(q) _
q = 0. (2)

Decentralized solution assumes the firms have incomplete information and make choices with the objective of
maximizing their own profits. The retailer’s profit and the manufacturer’s profit are

zr(g) = (p(g) —w) g, 3)
zu(q) = (w—c) gq. 4)
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Optimal solution of the problem we denote ¢".

If the centralized and decentralized solutions differ, investigate how to modify the firm’s payoffs so that new
decentralized solution corresponds to the centralized solution. It can be shown that the retailer orders less than the
supply chain optimal quantity (¢°>¢") whenever the manufacturer earns a positive profit and it holds

2(q°) > zr(q") + 2m(g").- (5)

Marginal cost pricing (w = ¢) is one solution to double marginalization problem, but the manufacturer earns a zero
profit. A better solution is a revenue-sharing contract, where the manufacturer earns A z(g) and the retailer earns
(1-2) z(g), for 0 < A < 1. The wholesale price w is now irrelevant to each firm’s profits and the supply chain earns
the optimal profit.

2.2 Centralized solution for stochastic demand

When the demand is stochastic than the newsvendor model can be applied. The newsvendor model is not complex,
but it is sufficiently rich to study important questions in supply chain coordination. In a standard newsvendor
problem, the price is assumed to be fixed.

We consider a supply chain in one-period setting in which a manufacturer sells to a retailer facing stochastic
demand from consumers. We assume that stochastic demand x has a continuous distribution F(x) that is invertible.
We define the following quantities:

q retailer’s total order quantity;
¢ manufacturer’s production cost;
p retail price.

The setting can be characterized as a newsvendor problem. Centralized solution is a benchmark for the
decentralized supply chain. The centralized chain is considered as an integrated firm that controls manufacturing
and sales to consumers. The profit of an integrated firm for stocking level q is

2(q) = (p = )q —p Jy F(x) dx. (6)
The problem is concave in g and the optimal solution is given by
0 p-1(B=€
¢ = (E9). )

The maximum system profit z(¢°) is completely determined by the stocking level ¢°. Decentralized solution can
be improved by contracting. The contract coordinates the chain if it induces the choice of the centralized system’s
optimal stocking level ¢°.

2.3 Wholesale price contracts for SC

With a wholesale price contract, the manufacturer charges the retailer w per unit purchased. The retailer faces a
problem analogous to that of the integrated chain with. The principal difference is that the retailer must buy stock
at the wholesale price w instead of producing it at cost c.

The retailer’s profit is

7r(9) = (@ —w)q = p fj F(x) dx. (8)
The retailer’s problem is concave in ¢ and the optimal solution is given by
= -1 (=¥
qw) = F~ (7). ©)

The manufacturer acts as a Stackelberg leader and anticipates how the retailer will order for any wholesale price.
The manufacturer anticipates a demand curve g(w) and the profit

zu(W) = (w = )g(w) = (w — OF 7 (77). (10)

The manufacturer knows exactly what retailer will order at every wholesale price and bears no responsibility for
the product. All uncertainty regarding supply profits is foisted onto the retailer. The wholesale price contract co-
ordinates the chain only if the manufacturer earns a non-positive profit. So, the manufacturer clearly prefers a
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higher wholesale price. As a result, the wholesale price contract is generally not considered a coordinating contract.
The richer contracts differ from wholesale price contracts by allowing the manufacturer to assume some of the risk
arising from stochastic demand. As an example, we introduce buy back contracts.

2.4 Buy back contracts for SC

With a buy back contract (see [12]) the manufacturer charges the retailer w per unit purchased, but pays the retailer
b per unit remaining at the end of the season. A retailer should not profit from left over inventory, so assume b <
w. There is assumed that a returns policy on the decentralized chain introduces no additional cost beyond that
incurred by the centralized system.

The retailer’s profit is

zr(q) = (p —w)q = (p — b) J F(x) dx. (11)
The retailer still faces a newsvendor problem. The optimal solution is
— =1 B
qw,b) = F (p_b). (12)

No returns or full returns are suboptimal. An intermediary policy results in chain coordination. The manufacturer
offers a contract (w(e), b(e)) for £ €(0, p — c> where

w(s)=p—s,b(s)=p—%. (13)

The retailer orders the integrated chain quantity g(w(e), b(¢)) = ¢° and system profit is equal to the integrated chain
profit z(¢°).

Retailer’s profit is increasing in ¢: zgr(w(e),b(e)) = pSTCZ(qO). (14)

Manufacturer’s profit is decreasing in ¢: zy,(W(¢€), b(€)) = (1 = i) z(q°). (15)

3 Contracts in CLSC

Several types of contracts, e.g., buyback, revenue-sharing, cooperative advertising, and two-part tariff contracts,
have been proposed in the CLSC literature (see [6]). All these contracts were initially proposed in the context of
supply chains. In the following sections, we will focus on some specific contracts. We will introduce the following
notation:

D(p) is the demand function depending on the retail price p and possibly on other decision variables;
A 1s the effort to attract returns;

# € (0, 1) is the return rate;

1(A) is the return rate generated by the effort 4;

A is the returns’ residual value; and

I is the per-return incentive.

3.1 Buy-back contracts in CLSC

A buy-back contract allows the retailer to return unsold units to the manufacturer at the end of the selling season.
A general CLSC game formulation is given below:

zu=max{q(w + (& = Dr(4)) = Cu(@) —wlg = D]}, (16)
ze=max{D(p)(p + Ir(4)) — wq — Cx(A)}, (7

where ¢ is the manufacturer’s production quantity, (g—D(p))* 1s the unsold quantity that the retailer returns to the
manufacturer, Cm(q) the manufacturer’s production cost, and Cr(A) is the retailer’s cost of the effort to collect end-
of-life/use products.

A number of specific versions are proposed, but not all coordinate the CLSC. Differentiated buy-back contracts
that distinguish between unsold and returned products do not coordinate the chain. Here are some coordinating
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procedures. A buy-back contract depending on the return deadline, z, guarantees coordination, as it encourages the
retailer to procure the optimal quantity and to offer a T -dependent refund (see [18]).

Chen [3] also uses a buy-back contract to coordinate a CLSC managing stochastic returns. The manufacturer de-
cides the wholesale price under an uncertain consumer willingness to return. The uncertainty can be resolved by
the retailer sharing some consumers return information with the manufacturer.

Yang et al. [19] propose a refund incentive mechanism that a retailer can offer to two competing manufacturers
based on a money-back guarantee mechanism. The retailer’s convenience of providing an incentive fully depends
on the returns’ residual value and, in turns, is independent of the manufacturers’ efficiency and performance. When
the incentive is given to one manufacturer only, the competitor’s profits and returns decrease. Finally, providing
an incentive to both manufacturers is the best policy a retailer can implement, even if one manufacturer does not
make any returns.

3.2 Revenue-sharing contracts

Revenue-sharing contracts were initially introduced in the context of supply chain coordination. They aim at mit-
igating the double marginalization effect by removing the marginalization at the wholesale price level. Ina CLSC,
a generic formulation of the two players’ optimization problems is as follows:

zy=max{D(p)(pA + (A — Dr(4))}, 7
zR:rggx{D(p)(p(l — ) +Ir(4)) — Cx(A)} (18)

where A € (0,1) is the revenue sharing parameter.

Govindan and Popiuc [8] propose a revenue-sharing contract (RSC) mechanism in which a manufacturer shares
the revenues either with a retailer in a two-echelon CLSC, or with both a retailer and a distributor in a
threeechelon CLSC. In both instances, coordination is achieved through an RSC with exogenous sharing parame-
ters. Xie et al. [18] use a combination of revenue sharing and support programs to coordinate the CLSC. Under a
revenuesharing contract, the retailer shares the revenues with the manufacturer, while in the support program, the
manufacturer pays part of the retailer’s service efforts. Both firms prefer the simultaneous adoption of both
mechanisms, which makes it possible to reach coordination when both the sharing and support parameters are
exogenous.

Xie et al. [16] model a coordination mechanism based on two sharing mechanisms: one based on forward flows,
and one based on reverse flows. Both sharing parameters are determined by the manufacturer and, simultaneously,
this configuration is complemented by an exogenous cooperative advertising program. Xie et al. [16] show that
the presence of a dual sharing contract mechanism does not necessarily lead to coordination, because increasing
one of the sharing parameters reduces the manufacturer’s profits while it increases the retailer’s profits. At the
same time, the double marginalization effect still persists.

Han et al. [10] complement a per-return incentive with an RSC, showing that the RSC always allows the firms to
coordinate a CLSC when the retailer collects. Later, they extend the model to a returns-disruption scenario, show-
ing that the manufacturer’s preferences change. Coordination becomes more challenging due to the penalty asso-
ciated to return disruption.

3.3 Cooperative advertising contracts

Some models deal with cooperative advertising (or green-effort) contracts in which a manufacturer supports the
efforts of a collector (for overview see [1]).

The players’ profit functions are defined as follows:
Zy=max {D(p)[w+(A—1) r] —BCr(A)}, (19)
w.l,

z;e=n;ix{D(p)(p+[i(A)) —wg—(1 —B) Cx(a)}, (20)

where B € (0,1) is the support rate, that is, the percentage of the retailer’s green efforts paid by the manufacturer.
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De Giovanni and Zaccour [5] propose dynamic game that involves one manufacturer and one retailer. The aim is
to achieve coordination by implementing a cost-revenue-sharing contract. The retailer supports the manufacturer’s
green efforts by paying at time t a share B(t) € (0,1) of the cost. The rationale for this support is that the manufac-
turer shares part of the remanufacturing advantages with the retailer, according to the exogenous sharing parame-
ter, A € (0,1). With a contract of the type (B(t), 1), the authors characterize the conditions under which coordination
is achieved.

De Giovanni [4] models a CLSC setting in which a manufacturer incentivizes a retailer to advertise more to in-
crease the stock of green goodwill by sharing a part of its revenues. The transfer occurs through the implementation
of an RSC, where the sharing rule can be either exogenous or endogenous. When sharing is endogenous, coordi-
nation is never achieved, because the manufacturer sets a low share and the retailer would then prefer a non-
coordinated setting. Adopting an exogenous sharing parameter increases the chances of coordinating the chain.
Coordination takes place when the sharing parameter is fixed within a specific range of values.

Hong et al. [11] propose a cooperative advertising program as well as a two-part tariff mechanism as coordination
mechanisms. A two-part tariff mechanism coordinates an CLSC because it brings the retail price and the return
rate to the same levels as a centralized chain.

Conclusions

There is a vast literature on supply chain (SC) and closed-loop supply chain (CLSC) contracts recently. The supply
chain is fully coordinated, i.e., the total profit of the decentralized supply chain is equal to that achieved under a
centralized system. The paper analyzes contracts that enable chain (SC) coordination. The aim of the paper was to
compare contracts for SC chains and for CLSC chains. Many contracts for CLSC chains were initially proposed
in the context of SC chains. The contracts in SC were an inspiration for CLSC, supplemented by factors motivating
collection of end-of-use/end-of-life products. Some general models for CLSC contracts and specific modifications
in the literature were investigated. The research of a general framework that synthesizes existing results for a
variety of SC contract forms would be very desirable. The analysis of the simple cases of contracts gives recom-
mendations for more complex real problem. Real problems in supply chains are solved by joint problem solving
in supply chain partnership.
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Data Envelopment Analysis — Vehicle Routing Problem
Optimization for the Inter-Municipal Cooperation in Public
Security

Martin Flegl!, Eva Selene Hernandez Gress?

Abstract. Perception about the insecurity in Mexico remains high among its popula-
tion and only 52.5% of the population identifies the performance of the State police
as effective to eradicate the violence. That is why, it is of a high importance for the
government to improve this situation. However, citizens consider the performance of
the local governments as ineffective to solve important problems. This is mainly due
to the limited resources and persistent corruption. In such situation, it is necessary to
search for security strategies resulting in lower violence. In this article, we apply a
combination of Data Envelopment Analysis and Vehicle Routing Problem to evaluate
the technical efficiency of the public security and propose an inter-municipality co-
operation. For this purpose, we use data related to the public security system in 125
municipalities in Jalisco state in Mexico. The results reveal a technical efficiency of
.6944 with standard deviation of .2676. To improve the level of the technical effi-
ciency, 78 routes between the municipalities were constructed, which lead to more
efficient use of approximately 900 police units.

Keywords: Data Envelopment Analysis, Mexico, Optimization, Public Security, Ve-
hicle Routing Problem.

JEL Classification: C44, C61, F52
AMS Classification: 90-08, 90C05, 91B32

1 Introduction

Mexican government spent almost 300 billion of Mexican pesos to improve the situation of violence in the country
in 2020. Out of the total, 42.22 billion were allocated to the public security [19]. However, the insecurity remains
alarming, as more than 23,000 reported cases per 100,000 citizens have been reported yearly since 2010 [17].
Citizens perceive as a main problem a low performance of the police, as only 52.5% of the population aged 18 and
over identifies the performance of the State Police as effective in eradicating the crime, while this perception is
47.5% in the case of the Municipal Preventive Police. What is more, only 27.8% of them consider the government
performance of their city to be effective in solving important problems of their citizens [18]. One of the reasons of
such low performance is linked to a low budget and quality infrastructure destined in public security [4][21].

To improve this perception, it is necessary to elevate the institutional quality through the government’s efficiency
in decision-making [7][9]. It can be thought that if more personnel in the public security is hired, then the lower
violence and better citizens’ perception about its performance can be gained. The international standards indicate
that a country (region) should have 2.8 police elements per 1,000 citizens, but Mexico reported only 1.2 police
elements in 2020. In absolute numbers, the Mexican public security system lacks 101,458 security personnel [4].
As large differences in the development in the regions exist, some municipalities may have problems with low
accessibility to services, lack of availability of resources or inability to use them [1]. That is why, the new alloca-
tion of the personnel must be carefully evaluated regarding the socio-economic and environmental conditions of
each region, as well as to the size of the service operations [14].

Furthermore, the police work in rural areas depends on citizens’ trust and respect for the police, which significantly
affects the citizens’ willingness to cooperate with the police [11]. Due to these conditions, it may be favorable
improving the cooperation in the public security system, which would improve the resource allocation efficiency
and the level of security. In fact, as Bel and Seb6 [5] suggest, small municipalities should search an inter-municipal
cooperation (IMC) to enhance the collaboration between governments, local councils, or agencies. Such
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cooperation can increase the efficiency in combating the violence by optimizing the number of the public security
personnel and their operability [22][25]. This is especially important when the resources are limited, and, in the
case of Mexico, when there is a lack of police elements in the country. In this case, the IMC can be designed by
using techniques for routing optimizations based on the Traveling Salesman Problem (TSP), in the case of smaller
number of connections, or the Clustering TSP (CTSP) for larger number of connections, or using the Vehicle
Routing Problem (VRP), when multi depots are considered [3].

The Data Envelopment Analysis (DEA) is widely used to assess the operational efficiency and performance
[10][13]. In public security, the DEA analysis focuses either on a single period, performs the analysis over several
years, or the two-stage DEA models are applied. For example, Wang, Le and Hou [26] applied the DEA to evaluate
the efficiency of the security departments in 22 administrative districts in Taiwan to improve their management.
Nepomuceno et al. [23] studied the public safety efficiency and effectiveness in 145 municipalities in Pernambuco,
Brazil. Alda and Dammert [2] assessed police performance of 619 Peruvian municipalities considering environ-
mental aspect in which police operate, whereas Benito, Martinez-Cdordoba and Guillamén [6] analyzed the effi-
ciency of police service in 99 municipalities in Spain. Hadad, Keren and Hanani [14] evaluated 13 police stations
efficiency in the South of Israel. The outcome of these analyses provides overview about the policing efficiency
and the understanding of factors that affect the violence and/or the efficiency. However, up to our knowledge, such
analysis does not consider improvements through the IMC to enhance the efficiency of the security system.

That is why, the objective of the article is to assess the technical efficiency of the public security system in Mexico
and propose the inter-municipal cooperation. For this purpose, the Data Envelopment Analysis is used in the first
part of the analysis to obtain the municipalities’ public security efficiency and the Vehicle Routing Problem is
applied in the second part of the analysis to design the collaborations between the municipalities. The research
question that arises is whether the efficiency to eradicate the violence in Mexico can be improved through the
creation of the inter-municipal collaboration.

2 Materials and methods
2.1 Data

The analysis uses data related to the public security and the criminal incidence of 125 municipalities in Jalisco
state, Mexico (Figure 1a). Jalisco is one of the most important Mexican states, as it is the 3" biggest state according
to the population (8,348,151), represented 6.9% of the total GDP of the country in constant prices in 2020 (4™ in
Mexico), and Jalisco contributed the most in the primary sector of the country with 12.2% of the corresponding
GDP [15]. On the other hand, Jalisco also registered the 3" most crimes in the country with 160,630 cases
(7.926%), right behind Mexico City and Estado de México [24].

To evaluate the efficiency of the public security system, data from the National Census of Municipal Governments
and Territorial Demarcations of Mexico City in 2019 (Census) [16] was used. The Census includes statistical and
geographic information on the management and performance of the institutions that make up the Public Admin-
istration of each municipality. The DEA model uses as the inputs the number of personnel assigned to public
security functions in the Municipal Public Administrations (PERSONNEL) and the average salaries according to
income range of the public security functions (SALARY). Further, the model includes the number of infrastructure
units to exercise the public security function that the Municipal Public Administrations have (UNITS), which
encompasses the number of Commanderies, Security stations, Security modules, Police booths and others, in full
operation in 2018. Finally, the information about the number of CCTV security camaras (CCTV) and the number
of security panic buttons (BUTTON) in each municipality were also used. For the output part of the model, infor-
mation related to the level of violence (VIOLENCE) obtained from the Executive Secretariat of the National Public
Security System [24]. The violence is divided into seven juridical types of violence: Property crimes; Family
crimes; Sexual freedom and safety crimes; Society crimes; Life and bodily integrity crimes; Personal freedom
crimes; and Other affected legal assets (of common jurisdiction).

All the variables were recalculated per 1,000 citizens to eliminate the effect of population on the results [14][26].
In addition, the outputs have a character of the undesirable outputs. That is why, to satisfy the requirement of the
DEA models for the outputs [2], each output was subtracted from a big M value as follows

MM= max{aauz} + min{aauz}, ii= 1, 2, ., NN
and

Invert,, = MM-— AQiiz, ii= 1, 2, (R

where nn is the number of DMUs (nn= 125). MaxDEA 7 Ultra software was used for the calculations.
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2.2 Data Envelopment Analysis

The Data envelopment Analysis (DEA) evaluates decision-making units (DMU) regarding their capabilities to
convert mm multiple inputs into ss multiple outputs [8]. If the model assumes constant returns to scale, the so-
called CCR model can be used. The CCR input-oriented model for DMU, is formulated as follows:

Maximize
q= Z UrYro (1)

m

subject to

s
Z UpYrj —

r=1 i=
m (2)
VX =1,
i=1

ViX;
; |

Ur, V; 2 €,€ >0, u, free in sign.

where x;; is the quantity of the input i of the DMUj, y,; is the amount of the output r of the DM Uj;, and p, and v;
are the weights of the inputs and outputs i = 1,2, ...,m, j = 1,2,...,n,r = 1,2,...,s and ¢ is the so-called non-
Archimedean element necessary to eliminate zero weights of the inputs and outputs. DMU is 100% efficient if
q = 1, i.e., there is no other DMU that produces more outputs with the same combination of inputs, whereas DMU
is inefficient if ¢ < 1.

2.3 Vehicle Routing Problem

The Vehicle Routing Problem (VRP) is one of the most frequently encountered optimization problems in logistics,
which aim is to design optimal delivery routes. In this case, each costumer is visited exactly once by one vehicle,
each vehicle starts and ends its route at the depot and the capacity of the vehicle is not exceeded [3][12]. The
analysis considers Pickup and Delivery Vehicle Routing Problem (PDVRP) and multiple depots with the following
characteristics:

e Single vehicle is used in all municipalities. One of the most used vehicles by the Mexican municipal
police is the Jeep Wrangler. That is why, the capacity of the vehicle is four persons. Each main munici-
pality (depot) has eight vehicles available for the IMC operations.

e Each vehicle is loaded according to the required number of persons on a route. In each municipality, the
loaded number of persons arrives, operates one hour, and leaves to next municipality on the route. The
IMC usage of the police is recalculated regarding the number of municipalities on a route and the number
of police loaded in the vehicle.

e We only consider cost per kilometer related to consumed gasoline (2.217 pesos, considering average
consume of 10.3 liters of gasoline per 100km, and price of gasoline 21.52 pesos per liter). The other costs
(such as insurance, depreciation of the vehicle and tires, etc.) are ignored.

For the calculations, the open source VRP Spreadsheet Solver was used. The complete description of the VRP
algorithm can be found in [12].

3 Results

The results are divided into two parts. First, the overall technical efficiency of the public security system in Jalisco
is evaluated; second, based on the efficiency results, the inter-municipal cooperation is proposed and its effect on
the security system efficiency assessed.

The average technical efficiency to eradicate the violence of the whole state is 0.694 with standard deviation (SD)
of 0.268 (Figure 1a, Table 1). The highest efficiency is observed in Costa-Sierra occidental region (0.811), Altos
norte (0.774) and Sureste (0.732), whereas the lowest efficiency reported Valles (0.633), Ciénega (0.619) and
Costa sur (0.590). Out of the 125 municipalities, only four reached the efficiency of 1.000: Atotonilco el Alto
(Ciénega), Chapala (Sureste), Cuautitlan de Garcia Barragan (Costa sur) and Magdalena (Valles). These
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municipalities are below the state’s average considering the population (39,839 citizens compared to state’s aver-
age of 66,785 citizens) and, what is more, these municipalities used only 0.765 of PERSONNEL per 1,000 citizens
(state’s average 4.333), 0.028 of UNITS per 1,000 citizens (0.205) and registered only 2.186 crime cases per 1,000
citizens (19.241).

Region # of municipalities  Efficiency SD

Alto sur 12 0.719 0.257
Altos norte 8 0.774 0.251
Centro 12 0.680 0.331
Ciénega 9 0.619 0.328
Costa sur 6 0.590 0.369
Costa-Sierra occidental 8 0.811 0.229
Lagunas 12 0.692 0.221
Norte 10 0.677 0.188
Sierra de Amula 14 0.699 0.277
Sur 12 0.705 0.277
Sureste 10 0.732 0.248
Valles 12 0.633 0.300

State 125 0.694 0.268

Table1 Average technical efficiency by region.

The results indicate that, in average, the efficiency of all municipalities can be improved by 30.6%. As the CCR-
input oriented model was used, this improvement can be achieved by optimizing the number of PERSONNEL
used by each municipality, and correspondingly their salaries. The infrastructure (UNITS, CCTV and BUTTON)
is already built or in function, therefore, its functionality will remain unchanged. In the Vehicle Routing Problem
for the Inter-municipal cooperation (IMC), the construction of the depot (the main cities) is considered as follows
(also due to the software limitations): 1) one depot is constructed in a municipality with the lowest efficiency (i.e.,
with the highest change of the PERSONNEL) in each region of the state; 2) eight more depots are constructed in
the following municipalities with the lowest efficiency. In this case, the model will assure the biggest IMC leading
to higher improvements in the efficiency of the public security system.

85

48 53

43

(b)

Figure 1 (a) Efficiency of eradicating the violence in Jalisco, Mexico; (b) Routing for the IMC between the
municipalities

The results of the VRP (Figure 1b) show that 78 routes were created to promote the IMC between the municipal-
ities. As each municipality had a capacity of 8 vehicles (160 vehicles in total)), but only 48.75% of the capacity
was used. This is mainly due to the location of the selected municipalities for the depots, as some depots are in the
same region. In average, each route requires 119 kilometers and 3 hours and 26 minutes of the operational time
(including 1 hour of the operation in each municipality on the route). The average driving time between two pair
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of municipalities takes 55 minutes and 51.65 kilometers. Both the needed time and the distance on each route
indicate that the routes can be operated more than once every day or more vehicles can be allocated on these routes.

The total costs of the IMC routes are 20,577.44 pesos. On the other hand, the IMC resulted in reallocation of 6.77%
PERSONNEL in average (approximately 900 police units in absolute numbers), which resulted in average salary
savings of 326.15 pesos per person monthly in each municipality, i.e., 293,733.41 pesos in absolute numbers.
Furthermore, these savings resulted in better efficiency in several municipalities (depending on number of operated
routes and its size). For example, Totatiche in the region Norte operates 8 routes, which resulted in higher effi-
ciency by +19.2% (from 44.8% to 64.0%), Autlan de Navarro in the Sierra de Amula region operates 8 routes with
an improvement of 3.5% (27.7% to 31.2%) and Zapotlan el Grande in South Region with 8 routes and +3.1% of
the efficiency improvement (20.4% to 23.6%). The less routes are designed, the lower the effect of the IMC on the
efficiency improvements is.

One of the key motivations to create the IMC is to enhance the service quality, optimize the service-related trans-
action costs and improve governance [5]. In this case, the proposed IMC in the security system sounds reasonable
as security is the common target of all municipalities, but not all of them may have enough resources to do so. In
general, there is less crime in rural areas, so there are less police allocated, which may result in fewer security
infrastructure [11][20]. The application of the VRP to design the routes looks appropriate, hence several limitations
must be considered. First, each municipality is designed to only one route. So, the IMC does not allow a coopera-
tion from another municipality, which may be desirable. Second, the number of depots and their location seem
crucial for the efficiency improvements, as tight locations may restrict the number of designed routes by VRP.

4 Conclusions

Many ways to improve the level of security exist, however some of these can be impossible due to limiting re-
sources. Therefore, it is necessary to search new ways of how to improve current security processes. In this article,
the combination of DEA and VRP was applied to propose the Inter-municipal cooperation between 125 munici-
palities in Jalisco, Mexico. For this purpose, the technical efficiency was calculated in the first part of the model
to evaluate the overall technical efficiency to eradicate the violence. In the second part, 20 municipalities with the
lowest efficiency were identified. Those municipalities were considered as the depots in the VRP. The proposed
IMC created 78 routes with a use of approximately 900 police units between the municipalities. What is more,
considering the model settings, the proposed IMC leaded to an approximate monthly operational savings of
293,733.41 pesos in the whole state.
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Pedagogical Performance Modelling at the Faculty
of Economics of the University of South Bohemia

— Case Study
Ludvik Friebel?, Jan Fiala?

Abstract.

Systemic steps that stem from a number of in-depth analyses and relations of various
factors are proposed at the Faculty of Economics of the University of South Bohemia
in Ceské Budgjovice following the accreditation of degree programmes to increase
the efficiency of instruction and to perform optimisation of the internal structure. The
aim of the faculty management is to continuously propose and implement measures
that will lead to internal restructuring of the faculty and will take into account, e.g.,
the constantly changing numbers of students in particular degree programmes, the
pass rate, the importance (weight) of particular courses, numbers of graduation theses
supervised at particular departments, etc. The pedagogical performance of particular
departments, or individual employees, can be inferred by taking all relevant factors
into account, which may become a basis for making decisions concerning changes in
the organisational structure of the faculty. The proposed calculation model delivers
objective information concerning the performance of the faculty in relation to the cur-
riculum of particular degree programmes.

Keywords: Probability model, Deterministic model, Operational research, Pedagog-
ical performance of faculty, Efficiency, Optimisation.

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

Several researchers dealt generally with the chosen issue, using different methods and techniques. For example,
Jablonsky (2011) and (2016) used DEA for efficiency research for performance evaluation in Czech higher edu-
cation. The same method was used by Johnes, Portela, Thanassoulis (2017) and Mikusova (2017). Comprehensive
view of efficiency research in higher education institutions is provided by an extensive study of Worthington and
Lee (2008).

In publication of Flégl and Vltavska (2013) is compared scientific performance of faculties of economy. Musil
and Fischer (2015) dealt with the general performance measurement of educational services. However, unlike
some previous articles, our contribution deals with measuring the performance of particular departments within
one faculty. The chosen solution respects also the Act on Higher Education Institutions (1998).

Internal optimisation and subsequent organizational restructuring aiming at adapting to the changing external and
internal conditions took place at a number of faculties of higher education institutions and universities in the Czech
Republic and abroad through the selection of adequate organisational measures. The restructuring of departments
at higher education institutions often occurred as the consequence of measures that had been adopted in the context
of an accreditation process.

A study containing results of an analysis that focused on deriving an objective informative indicator concerning
the performance of particular departments depending on degree programmes offered was prepared for the man-
agement of the Faculty of Economics of the University of South Bohemia as the basis for the submission of pro-
posals for the optimisation of the internal structure.

The pedagogical performance of a department is understood as a quantitative assessment of the workload of all
staff of the department, specifically the total absolute numbers of factors monitored.

! University of South Bohemia/Faculty of Economics, Department of Applied Mathematics and Informatics, Studentska 13, Ceské
Budgjovice, friebel@ef.jcu.cz.

2 University of South Bohemia/Faculty of Economics, Department of Applied Mathematics and Informatics, Studentska

13, Ceské Budgjovice, fiala@ef jcu.cz.
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In order to ensure the impartiality of the process of the assessment of the performance of departments, the follow-
ing indicators were included in the stochastic calculation model: numbers of students in new and current bachelor’s
and master’s degree programmes, course importance according to the profile, student success rate and the prefer-
ence for a department from the perspective of the selection of the graduation thesis supervisor.

2 Data and Methods

All data presented below were sourced from the university information system and curricula of particular pro-
grammes and were utilised with the consent of the management of the University of South Bohemia. The analysis
of these documents, the results of which led to the preparation of the calculation model, was utilised as the main
research method. The calculation model produces a numerical assessment of the performance of particular depart-
ments while taking into account the abovementioned criteria and it is a practical example of the theory of opera-
tional research. Abbreviations for degrees of study and study programmes in our text are presented in table 1.

Abbr. Degree of study/Study programme Abbr. Degree of study/Study programme

be Bachelor’s degree programme CR Tourism

beK Bachelor’s degree programme in the part-  EKINF Economic informatics
time form

n Consecutive degree programme PI Business informatics

nK Consecutive degree programme in a part-  UFRP Accounting and financial management of
time form the company

EM Economics and management Al Applied informatics

MRR  Regional development management OPCR Commercial management - tourism

AEFP  Analysis in economic and financial prac- OPRM Commercial management - retail man-
tice agement

FU Finance and accounting TD Triple degree

Table 1 Abbreviations of degrees of study ana study programmes

Numbers of students in new degree programmes

For the purposes of the analysis, the number of students in new degree programmes that had already been opened
in the academic year 2019/2020 constituted the basis. If the programmes had not been opened yet, the basis was
the number of students in degree programmes that were replaced by the new degree programmes. An estimate (see
tables 1 and 2) was used in the case of courses of study that were not preceded by another programme. An imbal-
ance in the occupancy of particular programme is chiefly apparent in tables 2 and 3. The number of students on
bachelor's study programmes depends on the capacity of individual programme. All those who apply are admitted
to some study programmes. Entrance exams are then taken for master’s degree programmes.

New degree pro- Original or parallel degree programme Number of students
gramme

MRR-be MRR-bc, SPVS-be 24
MRR-bcK MRR-bcK 14
EM-bc EM-bc, OPRM-bc, OPCR-bc,REP-be 224
EM-bcK EM-bcK, OPRM-bcK 52
AEFP-bc AEFP-bc 2
PI-bc EKINF-bc 23
PI-bcK EKINF-bcK 18
FU-bc UFRP-bc 58
FU-bcK UFRP-bcK 34
CR-bc New course of study 40 (estimate)
CR-bcK New course of study 20 (estimate)

Table 2 Numbers of students who enrolled in bachelor’s degree programmes in winter semmester 2019 (source:
author's own calculations)
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New degree pro- Original or parallel degree programme Number of students
gramme
EM-n EM-n, OP-n, REP-n 49
EM-nK OP-nK, REP-nK 60
FU-n UFRP-n 25
FU-nK UFRP-nK 14
Al-n Al-n 12
AEFP-n AEFP-n 10

TD-n TD-n 12

Table 3 Numbers of students who enrolled in master’s degree programmes in winter semmester 2019, (source
author's own calculations)

Curricula of accredited degree programmes

Curricula of accredited degree programmes constituted the basis for the purposes of the calculation of the workload
of workplaces - departments. From the perspective of the calculation of contact hours, weights were used in the
case of optional courses (table 4).

Profile P PZ ZT PV-A PV-B PV-C
Weight 1 1 1 0.500 0.333 0.250

Table 4 Weights of courses per profile (P — compulsory course, PZ — courses of a profiling core, ZT — basic the-
oretical courses, PV — elective course) (source: author's own calculations)

If the course exists in an English language version, the number of students enrolled in the course is divided equally
between the corresponding options for the purposes of the calculation. The number of lectures, tutorials and con-
sultations concerning courses involving multiple departments will be divided in the manner that corresponds to
the manner in which respective departments are involved in their instruction.

Pass rate

The pass rate (transition coefficient) in particular year expresses the share of students accomplishing all necessary
courses of given study programme against the number of all students in the study programme and is set for partic-
ular study programme on the basis of the Union Information from Students’ Registers (SIMS). Therefore, the
failure rate between winter and summer semesters of the same academic year is not taken into account. Likewise,
due to the lack of more detailed data, we used the same value for all bachelor’s programmes and analogously the
same value for all master’s programmes. Coefficients in table 5 are based on prior years and the succession of
particular degree programmes (table 2 and 3) is taken into account.

Year Year
Programme 1 2 3 Programme 1 2
be 1 0.607 0.461 n 1 0.84
beK 1 0.607 0.461 nkK 1 0.84

Table 5 The pass rate of students of bachelor’s and master’s programmes without distinguishing the semester
(source: author's own calculations)

Calculation of contact hours

The executed number of contact hours in a degree programme i for a course j is calculated in the following manner:

lfj = aSi.pSit.pCij.lj, (1)

where as; stands for the number of students who are admitted to the first year of the degree programme 7 at the
beginning of the year ¢, pc; stands for the pass rate of the programme i at the beginning of the year 7, pc;; stands
for the probability of the selection of the specific course j within the degree programme i, /; stands for the number
of lessons of the course j as it is outlined in the approved accreditation application. For the purposes of the calcu-
lation, it is necessary to distinguish lectures and tutorials, see the example of the calculation below.
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Calculation example

There are 224 first-year students (see table 1) in the degree programme entitled EM-bc. The course entitled Prob-
ability theory and statistics 1 is in the winter semester of the second year of the degree programme and the course
includes 14 hours of tutorials and 28 hours of lectures. There is also a version in English, therefore, 50 % of
students are expected to enrol in the Czech version of the course. The pass rate for the first year is set to 60.7 %

(see table 4).

Thus, the number of contact hours of lectures is:
224-0.607 - 0.5-28 = 1902
and the number of contact hours of tutorials is:
224-0.607-0.5-14 = 951.

3 Results

3.1 Version excluding final theses

Since the selection of the place of work where the student wishes to execute his/her final thesis is a matter of the

student’s choice, such courses were not included in the analysis. It is 6595 hours of consultations in total.

Department

KMI

SS
61751
45141
43888
47913
37907
24097

5694

2095

WS Total
101428 163179
53939 99083
44392 88280
35011 82921
30493 68400
21557 45651
17621 23314
5288 7384

AE THP

12.65
6.85
13.20
8.95
8,25
5.10
3.30
7.30

—

0.50
1
1.85

Ped. perf.

12900
14465
6688
9265
8291
8951
7065
1012

Table 6 Numbers of contact hours in total excluding bachelor’s and master’s theses (SS — summer semester, WS
— winter semester, AE — no. of academic employees, THP — no. of non-academic employees, Ped. perf. — no. of

contact hours per academic employee) (source: author's own calculations)

The “efficiency” — pedagogical performance — of the corresponding department is calculated in the final column
of table 6 for information purposes. This value is constructed as a share of the total number of contact hours and

the number of academic staff members. Significant differences between departments are evident again.

Table 7 contains numbers of contact hours of lectures, tutorials and consultations while excluding graduation the-

Ses.
Lectures Tutorials Consultations
Dpt. SS WS Total SS WS Total SS WS Total
KMI 27993 40613 68606 | 26105 46861 72966 7653 13954 21607
KEN 19421 23798 43220 19057 24419 43477 6663 5722 12386
KUF 19663 18782 38445 18526 19080 37606 5699 6530 12229
KRE 21980 13576 35555 | 20986 16001 36986 4947 5434 10380
KOD 18359 8855 27214 16145 18794 34939 3403 2844 6247
KPH 3539 10097 13635 17959 8571 26529 2599 2889 5487
KRM 1238 5518 6756 3402 9464 12866 1054 2639 3692
KIE 674 674 1250 3479 4730 845 1135 1980

Table 7 Numbers of contact hours of lectures, of tutorials and of consultations excluding bachelor’s and master’s

theses (source: author's own calculations)
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3.2 Calculation including final theses.

Information in curricula provided the basis for determining the number of contact hours concerning graduation
theses. Guaranties of study programmes in table 8 were determinative from the perspective of assigning graduation
theses to specific departments.

Degree programme BT1 BT2 DT1 DT2
MRR-bc, MRR-bcK KRM KRM
EM-bc, EM-bcK KEN  KRE
EM-n, EM-nK KEN  KRE
AEFP-bc, AEFP-n KMI KMI KMI KMI
PI-bec, PI-bcK KMI KMI
FU-bc, FU-bcK KUF KUF
FU-n, FU-nK KUF KUF
Al-n UAI KMI
TD-n KRM KRM

Table 8 Assigning final theses to departments (be-bachelor’s degree programme, n-consecutive degree pro-
gramme, nK-consecutive degree programme in a distance form, BT-bachelor thesis, DT-diploma thesis)

It is the assignment of theses to individual workplaces that results in changes in the number of consultations pro-
vided by individual departments in table 9. The differences are, of course, greater for the departments they guar-
antee the degree programmes.

Dpt. SS WS Total Dpt. SS WS Total
KMI 7888 14290 22178 KOD 3624 3065 6690
KEN 6111 8052 14163 KPH 1054 2639 3692
KUF 7330 6389 13720 KRM 985 1275 2260
KRE - 6880 5434 12314 KIJE 2599 2889 5487

Table 9 Numbers of contact hours of consultations (source: author's own calculations)

Finally, table 10 indicates the total performance and per academic employee performance of departments covering
all factors including final theses. What follows from the comparison of the total contact hours of relevant depart-
ments is primarily the unevenness in the performance of them. The KMI Department demonstrates the highest
total and relative pedagogical performance regarding monitored indicators, which is almost fourteen times more
than the lowest performance of the KJE Department. The situation is also similar regarding the number of contact
hours per academic employee. Differences in the performance of departments between the winter and the summer
semester are also clearly discernible in the same table. For instance, the KRM Department’s performance is three
times higher in the winter semester than in the summer semester. Number of contact hours between both semesters
is balanced only for KUF and KPH departments.

Dpt. Total Ped. perf.  SS/WS Dpt. Total Ped. perf. SS/WS
KMI 185357 14653 60.2%  KOD 75090 8118 123.8%
KEN 113246 14426 82.7% KPH 49343 14952 104.0%
KUF 102000 7727 100.9%  KRM 25574 2765 35.4%
KRE 95235 9571  135.5%  KIE _ 12871 2524 57.4%

Table 10 Numbers of contact hours of all activities (Ped. perf. — no. of contact hours per academic employee,
SS/WS — share btw. summer ana winter semester) (source: author's own calculations)

Besides the absolute and relative number of contact hours presented above, the number of different courses must
also be taken into account see table 11, where the number of academic employees is also displayed. The highest
total number of courses taught, 81, is posted by the KMI department, which represents almost 7 times the number
of courses of the KPH Department. It is clear that the more courses, even if they are lectured for small groups of
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students, the more academic staff are needed to provide them. However, it is necessary to proceed with caution
here, as some courses can be very similar in content.

Dpt. 55 WS Total AE Dpt. 55 Ws Total AE

EMI 34 47 81 12.65 EKEJE 8 15 23 5.1
EUF 22 23 43 132 KRE 11 11 22 095
EOD 16 14 30 025 ERM 7 8 15 925
EEN 15 11 26 7.85 EPH 3 9 12 i3

Table 11 Numbers of courses and academic employees (source: author's own calculations)

4 Discussion

The developed calculation model is a simple tool for the comparison of the pedagogical performance of individual
departments. The real performance of staff members of the given places of work, and therefore their workload,
can be deduced from the values obtained in the model and presented in table 10. The differentiation of semesters
provides an effective argument in favour of the modification of a degree programme in the context of accredita-
tions.

The model should be updated at the beginning of every academic year when the humber of students admitted to
individual degree programmes is clear as well as the failure rate in particular years of the programmes. In fact,
these factors change every year and significantly influence the total workload of departments. The calculation
model is very sensitive to the quality of data collected and it would be appropriate to connect it directly to the
study agenda system. In the case of new degree programmes that are usually not integrated into the IS, adding
information to the model may be a very laborious matter. The model must be perceived as a variable structure that
must reflect new factors that may have a substantial influence on the performance of departments. If the significant
deviations from the defined structure occur, it is necessary to adapt the personnel structure of the faculty to the
trend.

Results of the analysis may serve well not only during the accreditation process but also for further information
support of various internal measures of the faculty such as drafting budgets of departments or in the area of eval-
uation of academic staff members. The developed model is easily applicable to any faculty of a higher education
institution.

4.1 Conclusion

A calculation model working with probability was introduced in the paper. The model is used for expressing the
performance of departments of the Faculty of Economics of the University of South Bohemia in Ceské Budgjovice
in numerical terms. Selected measurable factors, which change over time just as the structure of the model can
change, were taken into account in the model. The analysis of the influence of degree programmes on the perfor-
mance of departments contributed towards the successful accreditation of degree programmes and the execution
of organisational changes at the faculty.
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Evaluation of the Health Condition and Medical Resources
in the Municipalities in the Czech Republic

Jakub Hanousek?!

Abstract. We analyze data on the health condition of the population and medical re-
sources in the 160 biggest municipalities of the Czech Republic. The method for eval-
uation is a data envelopment analysis. It is a method based on linear programming
used to measure the efficiency of the production units. The production units in this
article are the 160 biggest municipalities in the Czech Republic. The health condition
of the population is considered of the most common fatal diseases per 1000 inhabitants
in each municipality. Medical services are the number of several types of physicians
and the number of pharmacies per 1000 inhabitants in each municipality. Municipal-
ities that have low mortality from the most common fatal diseases and the large num-
bers of medical resources became efficient.

Keywords: Medical resources, Municipalities, Czech Republic, DEA

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

The goal of this article is to evaluate the health conditions and medical recourses in the 160 biggest municipalities
in the Czech Republic. The motivation is finding the municipalities with low mortality from the five most known
diseases and, at the same time, high level of medical resources. Such municipalities represent “good” place for
living. The evaluation methods in this article are the data envelopment analysis models. Data envelopment models
are used to evaluate the efficiency of several units based on the given inputs and outputs. The inputs in this article
are deaths from diseases of the circulatory system, death from respiratory diseases, deaths from infectious and
parasitic diseases, deaths of a tumor and deaths due to alcohol and drug use. The outputs are humber of general
practitioners, number of pharmacies, number of dentists, number of pediatricians and the number of special phy-
sicians.

The Czech Republic has 6529 municipalities. The biggest municipality in the Czech Republic has around 1.3
milion inhabitants. The smallest municipalities have only one inhabitant. That is a large variance in the number of
inhabitants. We reduced the number of municipalities for this article to the 160 biggest. The variance in the 160
municipalities is from around 8.2 thousand to 1.3 million inhabitants. The average age in the municipalities is 42.8
years and the median is 43 years. The vast majority of municipalities have average age between 40 and 45 years.
92.5% municipalities fall in this interval. We can state that the average age in municipalities is homogenous.

2 Methods

DEA was developed by Charnes, Cooper and Rhodes in 1978 [3] and constructs the production frontier and evau-
lates the technical efficiency of production units. The production unit uses a number of inputs to produce outputs.
The technical efficiency of the production unit is defined as the ratio of its total weighted output to its total weigh-
ned input or, vice versa, as the ratio of its total weighned input to its total weighned output. DEA model permits
each production unit to choose its input and output weights to maximize its technical efficiency score. A technically
efficient production unit is able to find such weights that the production unit lies on the production frontier [5].
The production frontier represents the maximum amounts of output that is produced by given amounts of input
(the output maximization DEA model) or, alternatively, the minimum amounts of inputs required to produce the
given amount of output (the input minimization DEA model). This article deals with two DEA models. The first
model is input minimization model. The second model is output maximization model. Both models work with
constant revenue from scale [1,3,4].

* Prague University of Economics and Business, W. Churchill Sq. 1938/4, 130 67 Prague 3 — Zizkov, Czech Republic, xhanj52@vse.cz
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2.1 Input oriented model

sz i T -
Minimize: Hq—s(e s"+e's ),

XA+s~ =0qxq, M
Subject to: YA-8" = o

As,s >0.

9(1 is a variable which represents efficiency rate of a production unit. € is an infinitesimal constant. The infinites-

imal constant £ =10"°. " = (1,1,1...,1). s" and s are vectors of additional variables. X is a matrix of inputs.

Y is a matrix of outputs. A = (ﬂ,l,/?,z,...,ﬂ.”) is a vector of weights which are assign to productions units.

Weights are the variables in a model [4].

2.2 Output oriented model
Maximize: ¢q +8(eTS+ +eTs‘),
XA+s = . o @
Subject to: YA-8" = ¢qu,

is',s 20.

¢q is a variable which represents efficiency rate of a production unit. Other part of model has same interpretation

as a model 2. [4]

3 Application

We evaluate efficiency rate of 160 production units. The production units are the 160 biggest municipalities in the
Czech Republic. All inputs and outputs are recalculated per 1000 inhabitants. The inputs and outputs are in table

1.

Inputs Outputs
Deaths from diseases of the circulatory system Number of general practitioners
Death from respiratory diseases Number of pharmacies
Deaths from infectious and parasitic diseases Number of dentists
Deaths of a tumor Number of pediatricians
Deaths due to alcohol and drug use Number of special physicians

Table 1: Inputs and outputs

3.1 Inputs
This section describes the inputs that are used in the models.
Death from diseases of the circulatory system

The indicator shows the number of deaths from diseases of the circulatory system as the number of these deaths
per thousand living population. The data represents the average number of these deaths in 5 years. This data is
available only at the district level, so the data describe the overall situation in the district and the same value is
displayed in all municipalities in one district. We consider a lower number to be an indication of a better quality

of life.
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Death from respiratory diseases

The indicator shows the number of deaths from respiratory diseases as the number of these deaths per imaginary
thousand living population. The data represents the average number of these deaths in 5 years. This data is available
only at the district level, so the data describe the overall situation in the district and the same value is displayed in
all municipalities in one district. We consider a lower number to be an indication of a better quality of life.

Death from infectious and parasitic diseases

The indicator shows the number of deaths from diseases of the circulatory system as the number of these deaths
per imaginary thousand living population. The data represents the average number of these deaths in 5 years. This
data is available only at the district level, so the data describe the overall situation in the district and the same value
is displayed in all municipalities in one district. We consider a lower number to be an indication of a better quality
of life.

Death of a tumor

The indicator shows the number of deaths from tumors as the number of these deaths per imaginary thousand
living inhabitants. The data represents the average number of these deaths in 5 years. This data is available only at
the district level, so the data describe the overall situation in the district and the same value is displayed in all
municipalities in one district. We consider a lower number to be an indication of a better quality of life.

Death due to alcohol and drug use

The proportion of deaths related to alcohol and drug use indicates the average proportion of deaths associated with
these causes in 5 years of the total number of deaths. This data is available only at the district level, so the data
describe the overall situation in the district. We consider a lower proportion to be an indication of a better quality
of life.

3.2  Outputs
This section describes the outputs that are used in the models.
Number of general practitioners

The number of practitioners indicates the number of general practitioners per imaginary thousand inhabitants in
each municipality. We consider a higher number to be a factor increasing the quality of life.

Number of pharmacies

The number of pharmacies indicates the number of pharmacies per imaginary thousand inhabitants of a given
municipality. We consider a higher number to be a factor increasing the quality of life.

Number of dentists

The number of dentists indicates the number of dentists per imaginary thousand inhabitants in each municipality.
We consider a higher number to be a factor increasing the quality of life.

Number of pediatricians

The number of practitioners indicates the number of general practitioners per imaginary thousand inhabitants in
each municipality. We consider a higher number to be a factor increasing the quality of life.

Number of special physicians

The number of specialists indicates the number of specialists per thousand inhabitants in each municipality. We
consider a higher number to be a factor increasing the quality of life. [6]

4 Results

The results from model 2 are in table 2. The municipalities with high equipped medical resources and low mortality
have a score 1. An efficient score in model 2 can be interpreted as a necessary proportional increase of medical
recurses to make the municipality efficient. The results from model 1 are not shown, because we don't have enough
space in this article.
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e A A T
Trebon 1.000 Louny 1.059 alka Memiticl 1228 Svatany 1.423
Hefice 1.000 Macheod 1.060 Moy Bor 1229 Vamsdorf 1.451

Mohelmiea 1.000 Podébrady 1.0&2 Cheb 1.230 Liberac 1.464
Chotébot 1.000 Rokyeany 1.065 Pizak 1.235 Pleron 1.470
Caslar 1.000 Zdirn Siz.  1.067 Uméon 1236 Veetm 1.475
Prachatice 1000 Vysoke Myto 1068 Susice 1.240 Zatec 1.486
Bychnern K& 1.000 Beroun 1076 Chocen 1243 DhvirKEral o L. 1.522
Veselin M 1.000 Lanzkroun 1.078 Mealnik 1.252 Ag 1.53%
Domazlice 1.000 Litorel 1.080 Blanzko 1.266 Sokolor 1.549
Exyjov 1.000 Slany 1.083 Plzen 1.2638 Drucheor 1.553
Wlasim 1.000 Litomeénica 1.092 Eoln 1270 Frydek-Mistek 1.560
Holator 1.000 Mlada Bol 1.104 Dobiis 1277 Litvine 1.580
Boskorice 1.000 Jezenice 1.105 Ceska Trebord 1291 Jabloner m Nis. 1.602
Jaromeér 1.000 Ustin. Orhici  1.109 Breclar 1.293 Hlutin 1.614
Mar. Lammé 1.000 Stemnberk 1.111 Wrehlabi 1296 UstinadLabem 1617
Tachov 1.000 Mora Paka 1.119 Praha 1297 Trutmor 1.633
Roud. n. L. 1.000 Olomens 1.123 Ceska Lipa 1310  Mmcheoro Hra. 1.6d6

&E’ik_';' Eruml. 1000 Humpaolac 1.124 Roztoky 1.317 Eralit Drir 1.657
Tumor 1.000 Brumtal 1.136 Seati 1.322 Emen- 1.664
Rifany 1.000 Politka 1.138 Otrokovice 1330 Moranska Treb. 1.691

Tigin 1.000 Elatovy 1.143 Pribram 1.333 Dééin 1.700
Bension 1.000 Hodonin 1.143% Milencko 1.338 Karina 1.729
Kadah 1.000 Tabor 1.150 Eufm 1347 Milenice 1.742
Uherske Hrad.  1.000 Moy hein 1.155 Bra.n L-5t. Bol 1343 Bolumin 1.761
F;umperk 1.000 TiEnor 1.160 Nov. Mést. na M. 1337 Kladno 1.782
Znojmao 1000  Hradec Eral. 1.161 Ostron 1.363 l":"er'.'mjr Eost. 1.312
Trabié 1.000 Zlin 1.1&82 Prelousd 1.366 Chomnten- 1.5814

Earlony Vary 1000 Uhersky Brod 1166 Opara 1.377 Ostrava 1.822

Tihlava 1.000 Euma Hora 1176 (:_'es.]r_'.'r Téim 1.377 Eopitmce 1.835

Cesks Bud. 1.000 Hlinsko 1.178 Hestries 1.378 Phibor 1.850
Valagske M=z 1.010 Chrudim 1.180 Lywsanad Labem 1373 Harifon 1.851
Havl Brod 1015 Eroménz 1.181 Bmao 1.382 Tirkor 1.854
Tindi. Hrad. 1014 Pelhiimer 1.183 Celikovice 1.392 Meratovice 1.869
Eralu n. VIt 1.031 Semuly 1.188 Fumburk 1.3%4 Most 1.908
Bakormik 1032 N M n Mat 1193 Tephce 1.402 Chodor 1.982
Jezenik 1035 Frydl o Qs 1,197 Strakonice 1407 Studénka 1.999
Nymburk 1.044 Zabieh 1.200  Foz p. Radhest. 1403 Orlova 2128
Hramice 1.052 Vikow 1.209 Pardubica 1417 Bilina 2198
Litomyil 1.053 Prostéjor 1219 Fren p. Radhost 1417 ElaSter n Ok 2233
Lovosice 1.035 Iancice 1.226 Tiinec 1419 Erupka 2334
Table 2: Rasults

30 municipalities are efficient. Other 130 municipalities need a proportional increase of outputs to become effi-
cient. These 30 efficient municipalities are potential “good” place for living.
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Average eff. Scorein Average eff. Score in

Region Number of municipalities the region input the region output
model model
Kraj Vysocina 9 1.108 0.912
Plzefisky kraj 6 1.119 0.901
Jihocesky kraj 9 1.127 0.902
Olomoucky kraj 11 1.139 0.889
Jihomoravsky lkraj 12 1.169 0.867
Zlinsky kraj 9 1.193 0.855
Kralovehradecly kraj 12 1.233 0.844
Pardubicky kraj 13 1.249 0.815
Stiedocesky kraj 27 1.272 0.816
Hlavni mésto Praha 1 1.297 0.771
Libereclky kraj 6 1.299 0.788
Karlovarsky kraj 7 1.380 0.764
Ustecky kraj 20 1.553 0.689
Moravskoslezsky kraj 18 1.605 0.644

Table 3: Distribution of the 160 biggest municipalifies in the regions and average eff score

The average results in the regions of the Czech Republic are in table 3. There is the average result from munici-
palities in each region from model 1 and model 2. The three best regions are region Vysoc¢ina, region Plzen and
region Jiho¢esky. The three worst regions are region Moravskozlesky, region Ustecky and region Karlovarsky.

5 Conclusion

This paper focuses on measuring health conditions and medical recourses in the 160 biggest municipalities in the
Czech Republic. The variations were measured by two data envelopment models. The inputs are 5 deadly diseases
(diseases of the circulatory system, respiratory diseases, infectious and parasitic diseases, tumors and diseases
from alcohol and drug use). The outputs are 5 medical resources (general practitioners, pharmacies, dentists, pe-
diatricians and special physicians). 30 municipalities are efficient other 130 municipalities are inefficient. We have
assigned municipalities to the 14 regions of the Czech Republic. We calculated the average efficient score for each
region. The best three regions are region Vysocina, Plzensky and JihoCesky. The worst three regions are Mo-
ravskoslezsky, Ustecky and Karlovarsky. The health condition of the population in a country, region or munici-
pality is one of the important parameters for measuring life quality. Results from this study could be useful as one
of the parameters for measuring life quality in region or municipalities in the Czech Republic.
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Model Design for Team Roles in Agile IT Projects
Ondfej Havazik !, Petra Pavlickova?, Jan Rydval

Abstract. Scrum is one of the most widely used agile methodologies in project
management, especially in the field of information technology. Due to its wide use,
it also brings a large number of problems that can occur when using it. One such issue
may be, for example, the filling of suitable candidates (employees) for individual roles
in the team, whether they are leaders or management positions or technological, busi-
ness, design, etc. It is necessary to estimate the importance of individual team roles.
Therefore, it’s crucial to find an appropriate mathematical model to determine the
preferences of each role. The Analytic Network Process (ANP) is used to create a
mathematical model. The individual clusters of the mathematical model are described.
The preferences of individual Scrum roles are derived both based on the structure of
the model and based on the subjective evaluation of project management students.

Keywords: Agile, Analytic Network Process (AHP), Scrum, Team Roles

JEL Classification: C44
AMS Classification: 90B50

1 Introduction

The agile approach to project implementation has been applied in many companies recently, not only in software
development. Agile methods reflect that software development projects are often too complex to define their full
scope and all requirements in the planning phase at the beginning of the project ([2], [3]). Companies are also
forced to come up with new or improved products in a much shorter time than before, and agile methodologies
help them to do this. Furthermore, the agile approach encourages close collaboration between the development
team and the customer, adapting to change and working in rapid, iterative development cycles, making them dif-
ferent from the waterfall way of project management.

However, despite the many successes of introducing agile methodologies into how projects are managed, most
organizations struggle to implement agile into their project management fully. While agile methods are claimed to
be easy to understand, they are difficult to follow in practice ([7], [15]). One of the reasons for the lack of adherence
to the basic principles of agile methodologies is, that they may not be taught sufficiently.

When teaching agile software development, it is important to consider the following factors: student collaboration
in teams, communication with the customer, and a well-defined scope and role of the agile team. Based on exper-
iments with these methods, Kropp and Meier [6] found that using agile methodologies in teaching has a positive
impact on student learning outcomes. Yilmaz and O'Connor [18] introduced the gamification of different parts of
the Scrum methodology in real projects for better learning of agile project management tools. This gamification
requires a clear definition of the roles of the agile team, but then it has a positive impact on the work efficiency
and software developers. Thus, it is clear, that teaching and practicing agile approaches improve teamwork and
effectiveness, and a crucial part of this is the definition of agile team roles and estimation of their importance.

The issue of assessing the importance of project team roles is very complex. Therefore, it is necessary to represent
this decision problem using a decision network where the dependence of the elements (nodes) of the same level
can be assumed. Thus, to obtain higher quality results in complex decision problems, Ziemba [19] suggests that
the Analytic Network Process (ANP) can be used. For decision problems containing dependencies between ele-
ments of the same hierarchy level, ANP is a more appropriate approach than AHP (Analytic Hierarchical Process)
Ziemba [19]. A decision network is used to represent the decision problem. The decision network consists of
clusters and nodes, representing the elements of the decision problem, and with respect to the network structure of
the decision problem, the ANP is used to determine cardinal quantitative information about alternatives (in this
case, project roles). The ANP model for estimating the importance of project team roles is also used and considered
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as a suitable tool by Rydval [9]. The decision model's real dependencies between criteria and alternatives (nodes
of the decision network) reflect the actual decision problem situation. Considering this, the ANP model allows
more accurate results [14]. Saaty ([13], [14]) describes this problem in more detail and explains the dependencies
between decision elements.

The aim of this paper is to propose a simplified decision model for assessing the importance of individual team
roles in an agile-led project. The decision model is represented in the form of a decision network with defined
elements affecting the project team roles.

2 Materials and methods

2.1 Agile approach

The agile family of development methods were born out of a belief that an approach more grounded in human
reality — and the product development reality of learning, innovation, and change — would yield better results.
Agile principles emphasize building working software that people can get hands on quickly, versus spending a lot
of time writing specifications up front. Agile development focuses on cross-functional teams empowered to make
decisions, versus big hierarchies and compartmentalization by function. And it focuses on rapid iteration, with
continuous customer input along the way [17].

2.2 Agile team roles

Scrum team [15] consists of one Scrum Master, one Product Owner, and Team. Within a Scrum team, there are
no subteams or hierarchies. The Scrum team should be a small team, typically 10 or fewer people. Scrum team
should share the same Product Goal, Product Backlog, and Product Owner. The Scrum team is responsible for all
product related activities from stakeholder collaboration, verification, maintenance, research and development,
and anything else. The Scrum Team is accountable for creating a valuable, useful increment every Sprint. In Scrum,
there are three roles: The Product Owner, The Team, and The Scrum Master. Together these are known as The
Scrum Team. The Product Owner is responsible for maximizing return on investment (ROI) by identifying product
features, translating these into a prioritized list, deciding which should be at the top of the list for the next Sprint,
and continually re-prioritizing and refining the list. The Scrum Master helps the product group learn and apply
Scrum to achieve business value. The Scrum Master is not the manager of the Team or a project manager; instead,
the Scrum Master serves the Team, protects them from outside interference, and educates and guides the Product
Owner and the Team in the skillful use of Scrum.

2.3 ANP

Many decision problems cannot be structured hierarchically without inner dependencies of the same-level ele-
ments. And because these decision problems may also involve many interactions and dependences of higher-level
elements in a hierarchy on lower-level elements they cannot be structured into an Analytic Hierarchy Process
(AHP) model ([12], [14]). The Analytic Network Process (ANP) is a generalization of the AHP. In ANP, where
the decision problem is structured like a network, the structure of the problem may include dependences between
the all-level elements of the decomposition structure. The ANP model can reflect the increasing complexity of a
network structure, where the network can be created from different groups of elements. Each group of elements
(cluster) includes a relative homogeneous set of elements. Connections can exist between clusters and between the
elements i.e. between the elements inside the cluster as well as between the elements from different clusters.

In AHP for hierarchical trees, synthesized global priorities are calculated by multiplying the local priorities, which
are determined via pairwise comparisons of the priority of the parent element. In ANP, this process is replaced by
the Limit Matrix calculation ([13], [14]). ANP can be used in various industries where it is necessary to implement
important evaluations, such as marketing, politics, military, etc. The basic steps of the ANP:

(i) Creation of a decision problem network which describes dependency among decision elements. The ANP al-
lows the inner and outer dependence within and among a sets of elements;

(ii) Pairwise comparisons of the elements within the clusters and among the clusters ([13], [14], [10]). The incon-
sistency of these comparisons has to be controlled. The inconsistency is measured by the consistency ratio CR:
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cr=2! (1)
~RI

where RI represents Saaty’s random index. A pairwise comparison matrix is considered inconsistent for CR >
0.1. And (I is consystenci index and is calculate as:

cl = }‘mﬂ_x_", 2)

n-1
where Inax is the largest eigenvalue of Saaty's matrix and z is the number of criteria. Saaty's matrix is considered
to be sufficiently consistent if 75<0.1;

(i11)) The Supermatrix construction. The priorities derived from the pairwise comparisons are inputed into Un-
weighted Supermatrix. This Supermatrix has to be normalized using clusters weights, the Weighted Superma-
trix is calculated

G, G .. Cy
Ci Wi Wi o Wiy
W=0C; [War W o Wy (3)
CN Wnl an Wrm.
where each block Wij of the Supermatrix consists of:
Wll le o Wln-
Wz Wz 0 W
Wi=| L (4)
Wpni Wpz .. Wpp|
where:
E?Wl] = 11] € (11 n)7 (5)

(iv) and the last step is computation of the Limit Supermatrix and global preferences of decision elements. The
Limit Matrix is used to obtain stable weights from Weighted Supermatrix. Raising the Weighted Superma-
trix to powers generates the Limit Matrix, the powers will converge to a given matrix (the Limit Superma-
trix), or the powers will converge to a cycle of matrices (the Limit Supermatrix is the average of these
matrices). From Limit Matrix the final global preferences decision-making elements are extracted. See Ad-
ams [1] for more information about algorithms for computing the Limit Matrix.

3 Results

As mentioned above, we used the ANP to find out the preferences of the Scrum roles. This is the main problem
that our model (Figure 1) will deal with. In order to build this model, it is necessary to select individual Clusters.
Four primary clusters were chosen for this model: Team Roles, Activities, Hard Skills, and Soft Skills.

3.1 Clusters description

Cluster — Team Roles (R) - The roles include management / managerial roles, namely Scrum Master (also known
as Agile coach) and Product Owner. Next will be the professional roles that have been used in the game, such as
junior and senior designer and UX designer. In each Scrum team, professional roles can vary, depending on the
team's focus or the type of project the team is working on. In contrast, each Scrum team must have the two
management team roles mentioned above. This Cluster contains several relations to other clusters.

Cluster — Activities (A) — The cluster of activities is significant because activities are essential for successfully
completing a project. However, as with Scrum's roles in the team, the activities here will vary depending on the
type of project the team is working on and will also vary depending on the role in the Scrum team. Product Owner
has fixed activities, for example, creating and prioritizing individual tasks in the product backlog, communication
with the customer and stakeholders, communication with team members, etc. Activities such as training individual
team members in self-management, supervising, or managing all Scrum events are essential to the Scrum Master.

Cluster — Hard Skills (HS) - Another significant cluster, which must not be missing in the model, is a subset of
competencies related to, i.e., hard skills. These skills are called hard because one has to learn and master them
through hard work and practice. A typical example of hard skills in the IT world can be: a person can program in
a specific programming language, controls particular computer programs in which can be done various activities,
knowledge around specific Cisco networks, ability to automate tests, work with specific technologies, etc.
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Cluster — Soft Skills (SS) - The last cluster involved in the model is the second subset of competencies, which is
the opposite of hard skills, namely soft skills. These skills are very important in every profession. Different skills
stand out for each individual according to determine in which professional direction he could go. Typical examples
of these skills include verbal and nonverbal communication, problem-solving skills, public speaking.

3.2 Relationships between clusters

Each cluster (Figure 1) has several relations: input, output, and one self-loop. The input relation in these subchap-
ters will not be analyzed, but only the output relation from all clusters will be described.

_

g Tenm:d:{RT élE' B g Activities (A) ! El a

Junior designer I Product Owner I Scrum r.mslerl Create banner I Create 1090 I Create mobile ceslgnl Create web ceslgnl
-—

Senior dssi;rlerl ux desl;nerl Creating wlrerm‘nesl Prioritization c:ﬂasr:sl Scrum event ﬁanagememl

~. /

N
Q Soft Skills (SS) = BI *g Hard skitis &s) ([l (=)

Leacersnnpl Mon-verbal communication Problem so r.-ir-ql
Adobe PhotoShop I AxureRP I JIRA s oftware

FPublic sgeakingl Team communication

Microsoft office 2016 I Microsof Project 2016 I

Verbal communication I Warking under the pressure |

||
Figure 1 ANP model

Cluster — Team Roles (R) - The first output relation leads to the cluster of activities. The relation describes which
activities are important for the particular role. Regarding the role, the next relations show what kind of hard and
soft skills are important for particular roles. The self-loop goes back to the same role cluster. It models a situation
where we have an absence of a specific competence in the team, which must be covered by someone else from the
current Scrum team members according to their abilities (primarily hard and soft skills).

Cluster — Activities (A) - There are also three links from the cluster of activities, as with roles. The first leads to
hard skills. The relation describes what hard skills are important for specific activities. The other connection is
almost the same, but it only concerns to the soft skills. And the last link is the link back to the roles. That indicates
the importance of the roles from the point of view of the activities of the Scrum team.

Cluster — Hard Skills (HS) - Compared to the previous two clusters, hard skills have only two output links to soft
skills and back to roles. The first is the link to soft skills, which tells us how important they are in order to acquire
hard skills. It is possible to master them from several different points of view, and it can be efficiently, improving
in new ones, etc. The second link to the roles means, what role in the team is crucial to include specific hard skills.

Cluster — Soft Skills (SS) - The last cluster has relationship to the roles. This connection tell us, which role in the
team is important to have the appropriate soft skills. As can be seen in the figure above (Figure 1), the individual
nodes (24 nodes in total) are interconnected according to the relations between the clusters. Not every node must
have relation to all nodes in a given cluster.

3.3 Pilot study

In this paper, we present a pilot study using the above-proposed decision model to determine the preferences of its
elements. This pilot study is a preliminary small-scale study before the main research in defining the different agile
project team roles and their importance. The pilot study is conducted to determine whether the clusters of the
above-mentioned model are defined appropriately and whether respondents can understand and make pairwise
comparisons between the elements. The group of respondents represents 13 students and 3 educators in the field
of teaching agile approaches in project management at FEM, CZU Prague. After conducting a pilot study, the
significance values of each role of the agile team and the significance values of the other elements in the decision
model are obtained. It is also determined how easy or complicated it is for the respondents to complete the ques-
tionnaire and make pairwise comparisons and whether they are able to maintain consistency in their responses.

The pilot study was conducted by having each respondent complete a questionnaire consisting of 21 pairwise
comparison matrices. The matrices contained varying numbers of elements (nods) for pairwise comparison
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(minimum 2, maximum 7). In each pairwise comparison, the respondent assigned a preference value of 1 to 9
(according to the Saaty scale) to the preferred nod (the non-preferred nod was thus given an inverted value). The
respondent performed all pairwise comparisons in the questionnaire in this way, and his/her comparison was then
con- verted to the SuperDecisions software (ANP is in this paper carried out by the SuperDecisions software [16]).
Thus, the synthesized priorities of all nods in the ANP model were obtained from the Limit Matrix of each re-
spondent. The overall preferences for agile team roles (Table 1) were then obtained by averaging the obtained
respondents’ results. The raw values for each element (Raw column) are drawn directly from the Limit Matrix for
our network. The normalized values (N- columns) are normalized by adding the elements in individual clusters
(A, R, HS, SS) and dividing each element by the sum of the cluster to yield the normalized vector. The sum of the
numbers in the normalized vector is 1. Column N-A represents the values obtained from all respondents; column
N-M represents the values from men; column N-M represents the values from women. According to the results,
the essential roles are Scrum Master and Product Owner. Verbal communication, Team communication and, after
them, Problem solving are almost equally considered the most important Soft Skills.

Decision Nod Raw N-A N-M N-W Decision Nod Raw N-A N-M N-W
A - Create banner 0.0092 0.0767 0.0762 0.0770 HS - Adobe PhotoShop 0.0257 0.1459 0.1396 0.1511
A - Create logo 0.0092 0.0767 0.0762 0.0770 HS - AxureRP 0.0244 0.1386 0.1317 0.1443
A - Create mobile design 0.0151 0.1255 0.1262 0.1250 HS - JIRA software 0.0528 0.3001 0.2898 0.3088
A - Create web design 0.0151 0.1255 0.1262 0.1250 HS - Microsoft office 0.0448 0.2544 0.2553 0.2536
A - Creating wireframes 0.0151 0.1255 0.1262 0.1250 HS - Microsoft Project 0.0283 0.1610 0.1835 0.1422
A - Prioritization of tasks 0.0282 0.2351 0.2346 0.2355 SS - Leadership 0.0265 0.1078 0.1315 0.0911
A - Scrumevent management 0.0282 0.2351 0.2346 0.2355 SS - Non-verbal communication 0.0316 0.1284 0.1412 0.1193
R - Junior designer 0.0828 0.1808 0.1787 0.1821 SS - Problemsolving 0.0411 0.1673 0.1548 0.1761
R - Product Owner 0.1062 0.2318 0.2287 0.2336 SS - Public speaking 0.0231 0.0941 0.0923 0.0955
R - Scrum Master 0.1090 0.2380 0.2390 0.2374 SS - Team communication 0.0424 0.1725 0.1737 0.1717
R - Senior designer 0.0921 0.2010 0.1974 0.2032 SS - Verbal communication 0.0427 0.1736 0.1656 0.1792
R -UX designer 0.0680 0.1484 0.1562 0.1438 SS - Working under the pressure 0.0384 0.1562 0.1409 0.1671

Table 1 Overall Preferences

However, looking more closely at the results (Figure 2), it is interesting that the preferences of men and women
were essentially the same within the Activities cluster (A) and Team Roles cluster (R), while not within the Soft
Skills cluster (SS). For example, when assessing the soft skill of leadership, women placed 15% less importance
on this soft skill than the average, while men placed 20% more importance on it.

| 24 (1%

Weights of Decksion Nods

Difference between Men and Women in %

Decision Nods

Figure 2 Weights of Decisions Nods

Saaty decided the threshold for CR of 0.10. If CR is greater than this threshold, then it questions the credibility of
the decision maker's judgements. To maintain consistency, it is possible that the decision-maker re-evaluates his
comparisons. In our pilot study, more than half of the respondents did not maintain consistency in their pairwise
comparisons in our case study. Therefore, we went through their responses again with them and adjusted their
responses that had a CR > 0.2 at their option to preserve consistency. But this is not always possible. Saaty [11]
suggested that for the matrices of order 3 and 4, the CR thresholds can be taken as 0.5.
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4 Discussion

The higher complexity of the definition and evaluation of project team roles' preferences shows that the application
of the ANP is appropriate. Ziemba [19] pointed out the higher quality of ANP results. For the decision problems
containing the dependence between the elements of the same hierarchy level, is ANP a more suitable approach
than AHP. Furthermore, consideration of the real dependencies between criteria in the decision model makes the
model precisely reflect the real decision problem, and it allows to obtain more precise results ([4], [8]). We found
in our pilot study that the clusters of our model were defined appropriately, and respondents understood and made
pairwise comparisons between the elements. But it was very problematic to maintain consistency in the decision-
maker's judgements. When the decision-maker was asked to make pairwise decisions in matrices of order 3, 4 or
larger, decisions were often inconsistent. It is not always expected of the decision-maker to re-evaluate his com-
parisons; consistency must be managed in another way. Saaty [11] suggested for the matrices of order 3 and 4 the
thresholds for CR as 0.5. A new approach to ensuring consistency introduce Hlavaty and Brozova [5]. The ap-
proach is based on a nonlinear optimisation model. They show how to adjust the matrix values to maintain the
original information contained in the pairwise comparison with achieving an acceptable inconsistency.

5 Conclusion

We proposed a simplified model for defining and obtaining the importance of individual roles in the agile team.
Our decision model is represented by the ANP decision network. The decision model consists of four clusters (A,
R, HS, SS) with corresponding decision nodes. In a pilot study, we have demonstrated the suitability of the design
of both clusters and decision nodes. The selected respondents were able to perform a pairwise assessment of each
element of the decision ANP network. However, guaranteeing the consistency of their decisions was problematic.
Inconsistent results were treated by reevaluating with the appropriate respondents. In the future, we will conduct
a major investigation of the relevance of the different roles of the agile team and treat consistency differently.
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Is There Any Dependence Between a Football Club’s
Financial Health and Its First League Performance?

Jana Heckenbergerovél, Irena Honkova?

Abstract. The presented contribution aims to analyze the financial health of Czech
football clubs. Financial results of selected first league football clubs are evaluated
using the summary indicator IN05. Satisfactory results are achieved only by three
clubs out of twelve, one club corresponds with the so-called grey zone and the re-
maining clubs are in the bankruptcy zone. Furthermore, the stated hypothesis verifies
whether there is no correlation between club performance and its financial health. At
the first sight, it seems logical that the league's performance depends on the financial
situation, and one can assume that the stated hypothesis has to be rejected. Neverthe-
less, provided statistical analysis utilizing the Spearman’s correlation coefficient
proves the opposite.
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1 Introduction

We often ask ourselves, whether the financial results of companies reflect their performance. Is there any direct
dependence of accounting data on performance? At first sight, it seems that yes as it should not be possible to
survive with permanently negative economic results. Companies shall necessarily reach a situation in which they
are not able to cover their operational activity with capital. On the contrary, a company with good financial results
is sufficiently strong in the capital so that it can increase its performance as it is not limited by insufficient sources.

This contribution deals with the relationship between performance and financial health. It is focused on Czech
football clubs in the first league, doing business in CZ NACE 9312 Sport club activities. With obtained league
points, they are suitable for investigation of mentioned dependence as there is a direct measurement of the perfor-
mance quality. In most other sectors quality of performance is hard to measure.

1.1 Literature Review

The football club economics has been mapped at the turn of the twentieth century. Vamplew in [27] presents the
economics of Scottish football clubs in 1890-1914. Dobson & Goddard in [7], [8] have analyzed the performance,
revenue, and cross subsidization in the Football League in 1927-1994. They believed that the unusual nature of
the product of sporting leagues, and the effort for competitive balance on the field of play, provide an economic
justification for redistributing financial resources between football clubs. They examined the relation- ship be-
tween changes in the distribution of playing. Access between different types of clubs and changes in gate revenues
and attendances, and considers how flows of revenues within the football industry have been modified by various
type of cross subsidy. The authors are relative optimistic about the potential for professional football to remain
viable financially at all levels within the existing league structure.

In the last decade, several authors have dealt with the economics of football clubs. Demil & Lecocq in [6] de-
signed a dynamic model for their financial stability as they believe that the environment of this sport is also dy-
namic. Their business model concept generally revers to the articulation between different areas of a firm’s activity
designed to produce a proposition of value to customers. Two different uses of the term were noted. The first is
the static approach — as a blueprint for the coherence between core business model components. The second was
a more transformational approach using the concept as a tool to address change and innovation in the organization.
They built the framework to try to reconcile these two approaches to consider business model evolution, looking
particularly at the dynamic created by interactions between its business model’s components.

They illustrated the framework with the case of the English football club Arsenal FC over the decade. They viewed
business model evolution as a fine tuning process involving voluntary and emergent changes in and between
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permanently linked core components, and find that firm sustainability depends on anticipating and reacting to
sequences of voluntary and emerging change, giving the label ,,dynamic consistency* to this firm capability to
build and sustain its performance while changing its business model. Dobson, in his book named ,,The economics
of football“[9], states economic issues and specificities of English football clubs. He presents a detailed economic
analysis of professional football at club level. He reflects the development of the economics of professional foot-
ball over the past ten years using a combination of economic reasoning and statistical and econometric analysis.
Topics covered include some of the most hotly debated issues currently surrounding professional football, includ-
ing player salaries, the effects of management on team performance, betting on football, racial discrimination and
the performance of football referees. Dabscheck in [5] presented a collection of analytical contributions by inter-
nationally regarded scholars in the field, which extensively examine the many economic challenges facing the
world’s most popular team sport. Littlewood in [20] explains the football financing, whereas Szymanski in [25]
deals with football club bankruptcies. He states that football clubs go bankrupt following a series of negative
shocks. Tabakovic & Wollmann in [26] deal with the money effect on the football of university environment.

It results from the above that many authors deal with football finances but do not address the effectiveness. This
can be divided in a technical and a financial effectiveness. The technical effectiveness is focused on the match
victory [14] and deals with factors that affect it, for example the pass strategy [10]. The financial effectiveness is
addressed by Miragaia et al in [21] who states that in monitored period 2009-2014 only 10 professional clubs of
15 were financial effective. Skrinjaric & Barisic in [24] dealt with the effect of success/failure of the Croatian
national team on the Croatian stock exchange in 2014-2018 and found that there was no dependence.

The correlation between victories of the specific team Juventus with shares traded on a stock exchange and its
shares was examined by Botoc et al in [4]. Their positive effect was found. In the same way, the study of Godi-
nho & Cerqueira [13] confirms for most of clubs with shares traded on a stock exchange that the victory has
positive effect on their shares price. Floros states in his research [11] that from four analysed football clubs two
clubs showed the positive effect, one club showed the negative effect and one club the neutral effect. Bell et al in
[2] states that the match importance matters and Scholtens & Peenstra in [23] state that the stock exchange is rather
affected by losses than by victories. Aglietta et al in [1] state that losses/victories are not related to the stock
exchange, a random is rather concerned. Leach & Szymanski in [19] state that when the football clubs are traded
in the stock exchange, they are usually focused on profit.

The research of the effect of financial results on the position in national or international football competitions is
focused only on the dependence of the stock exchange index on this position. Football clubs that do not trade their
stock on the public stock exchange have not been analyzed in this way yet. Due to this reason, our contribution
deals with the positions of the Czech football clubs in the 1st league with dependence on their financial health.
The hypothesis that the position of Czech football clubs in the basic part of the 1st league does not depend on their
financial health is verified.

2 Methodology

Results from the basic part of 1% league 2019/2020 were found from the source Fortuna Liga [12]. In addition,
accounting data for 2019 were found in the Magnus Web database [3].

The ROE indicator and synthetic indicators (IN99, IN0O5) were considered as financial health evaluation methods.
According to [18], ROE indicator was proven to be not too much reliable predictive indicator. This study demon-
strated no statistically significant linkage between the value of bankruptcy model and the prosperity of the business
in the following year expressed by ROE values.

The accuracy of synthetic model ranges from 45-95%. In the Czech environment, accuracy of the INO5 indicator
overcomes others commonly used synthetic indicators [17]. For this reason, the INO5 index was chosen to define
the financial situation of analyzed football clubs. It is defined as:

INOS — 0.13 Assets 4 EBIT
= . * — . *—_—
Liabilities Paid interest
EBIT Revenues Current assets
+3.97 Assets + 021+ Assets +0.09+ Short—term liabilities (1)

The INO5 index shows the highest success rate for middle companies bankruptcy risk identification, for other
companies the mention index is overall successful. The INO5 index has two limits: 0.90 as the lower limit and 1.60
as the upper limit. Based on the survey [22], companies with the INO5 index below the minimum value do not
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create any value and they have 97% chance to reach their bankruptcy. Companies above the upper limit have 92%
chance not to bankrupt. Companies of which the INO5 index is found in the so-called grey zone 0.90 — 1.60 have
similar chances of bankruptcy or not; nevertheless, the mentioned classification is not suitable for the predictions.

Relation between two datasets can be identified using correlation tests. Pearson’s correlation coefficient (R) shows
the power of linear dependence and requires normality of input datasets. Monotony can be verified by Spearman
test. The Spearman’s coefficient (Rs) can be defined as the regular Pearson correlation coefficient in term of the
proportion of variability accounted for, except that Spearman Rs is computed from ranks. It assumes that the
variables under consideration were measured at least an ordinal (rank order) scale and the individual observations
(cases) can be ranked into two ordered series (pi, Q).

_ 1 _ 6Xipi-ap”2
Rs=1 BT 2)

The Spearman’s coefficient is dimensionless number and as it does not require any information about distribution,
it is part of non-parametric statistics. [28]

Both coefficients range from -1 to 1. Value -1 shows decreasing dependence and value 1 shows increasing de-
pendence. If correlation coefficient is equal to 0 then there is no statistically detectable linear dependency between
variables. It should be noted that variables can be dependent even if correlation coefficient is equal to 0. [15]
Critical values for Pearson and Spearman test are summarized in the Statistical tables [16].

3 Results and Discussion

The number of clubs in the 1% league in 2019/2020, in its basic part, was sixteen. Due to the fact that four clubs
have not published their final accounts for given period, only twelve selected clubs were considered, see the table
1.

Position | Football club
1. Slavia

2. Plzen

3. Sparta

4. Jablonec

5. Liberec

6. Banik

7. Slovacko

8. Bohemians

9. Mlada Boleslav
10. Olomouc

11. Teplice

12. Zlin

Table 1 Position of football clubs after basic part of the 1*' league in the season 2019/2020
Source: own processing from [12]

For selected football clubs, the summary index INO5 was evaluated using (1). Results are summarized in following
Table 2. When the value of the IN0O5 index exceeds the limit of 1.6, the company is financially healthy. This is
valid only in three cases — Sparta, Plzen and Mlada Boleslav. On the contrary, INO5 values under 0.9 indicate
serious financial issues and the bankruptcy zone. Surprisingly, most of the selected football clubs have financial
troubles. Therefore we recommend that deeper financial analyses of such sports clubs should be performed. Gen-
erally, it seems that the football clubs are over-financed by foreign capital and their own capital is negative. There
must be financial sources that are permanently lending to sports clubs. But their economical motivation is ques-
tionable as these clubs are not able to pay back the borrowed capital.
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Football club INOS index Position
Sparta 1.691232 3.
Plzen 1.665086 2.
Mlada Boleslav 1.664807 9.
Liberec 1.161018 5.
Olomouc 0.476984 10.
Slavia -1.51992
Jablonec -1.86418
Banik -2.27616 .
Zlin -2.49145 12.
Teplice -4.87937 11.
Bohemians -9.79435 8.
Slovacko -11.4299 7.

Table 2  INOS5 index values for selected clubs Source: own processing from [12]

Let us state our hypothesis,
HO: There is no correlation between INO5 index and league position.

The Pearson’s coefficient R = -0.29281 and its critical value Rcrit = 0.576 (n=12, ¢=0.05). As |R| < Rcrit HO
cannot be rejected on significance level 0.05. Therefore, this test confirms that there is no linear dependence be-
tween the position of Czech football clubs in the basic part of the 1st league in 2019/2020 and its financial health.

The value of Spearman’s coefficient was calculated and Rs = - 0.48252. Tabular critical value for n=12 and a=0.05
corresponds to Rscrit = 0.5804. This results in the inequality |Rs| < Rscrit and therefore HO cannot be rejected
again. Spearman's test shows that there is no monotony (ranked dependence) between the bankruptcy risk and 1st
league position.

Values of both Pearson’s and Spearman’s coefficients are negative. This shows a nonsignificant decreasing effect
between analyzed variables. It can be explained in a natural expected way, football clubs with higher financial
health perform better in 1st league than clubs with financial troubles.

As mentioned above in the literature review, most of the published studies are focused on the success rate of
football clubs in competitions that positively affect the value of their market value through the growth of their
share price. This study aims at smaller clubs, namely first-league football clubs in the Czech Republic, where the
effect of success on the share price growth cannot be tested. Nevertheless, it can be analogically assumed that there
is a dependence of success on the summary financial results. In our case, football club financial health is expressed
by the INO5 synthetic indicator.

From performed financial analysis using the INO5 summary index, we can conclude that only three clubs of twelve
were above the limit of 1.6 indicating their financial health. It is important to remark that rather than above the
limit, they were directly on it. The remaining football clubs showed absolutely alarming financial results and it is
strange how they can survive from a long-term point of view.

Performed statistical tests surprisingly confirm that there is no significant dependence between football clubs'
financial situation and their 1% league results. However, negative values of evaluated correlation coefficients show
that a higher resulting position is connected with a lower summary index value. This confirms the natural behavior
of the Czech football environment.

4 Conclusion

The company's financial health should be the keystone of its effectiveness. Football clubs same as other companies
have been established in order to generate profit and the same economic principles should be valid for them as for
others. Even football clubs need to have a positive cash flow for activities and proper financing. Surprisingly,
performed financial analyses of Czech first-league football clubs show that most of them are over- financed by
foreign capital. Their summary index INO5 indicates serious financial troubles and high bankruptcy chances. Only
three clubs (Sparta, Plzeit and Mlada Boleslav) of the selected twelve have satisfactory financial results. In
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addition, another surprising feature of the Czech football environment has been found. There is neither significant
correlation nor ranked correlation between the INO5 index and club 1st league position. Only insignificant negative
dependence between a football club's financial health and its first league performance has been found in the season
2019/2020.
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Optimisation Approach to Dealing with Saaty’s

Inconsistency

Robert Hlavatyl, Helena Brozova?

Abstract. We revisit the issue of the AHP method, wherein it often happens that an
evaluation of a matrix based on Saaty’s scale is inconsistent. The inconsistency of the
matrix originates from ill-defined pairwise comparisons provided by a decision-
maker. The measurement of the inconsistency is very well known. The less discussed
issue is fixing the original data to achieve the required consistency. It is not expected
from the decision-maker to re-evaluate the comparisons because: 1) the decision-
maker is not available anymore, 2) the decision-maker is not capable of making such
adjustments that would lead to inconsistency improvement. \We propose our own ap-
proach based on a nonlinear optimisation model. We show how to adjust the matrix
values to preserve the original information contained in the pairwise comparison while
achieving acceptable inconsistency. We compare our approach with the earlier ones
in the end.
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1 Introduction

The Analytic hierarchy process (AHP) developed by Saaty [9] has been a standard in quantitative decision-making.
The AHP is based on pairwise comparisons done by a decision-maker who seeks to determine the relative im-
portance of criteria in a given decision-making problem. It was shown by Saaty [10 ]Jthat one of the drawbacks of
the AHP may be the inconsistency of pairwise comparisons. A decision-maker is required to provide a degree of
preference between two criteria using a given scale. When the number of pairwise comparisons is too large, it is a
common phenomenon that the transitivity of preference among criteria is not satisfied to a required level. The
cause of such misevaluating originates in the way the people build preferences. Slovic [12] shows the background
of preference construction and how the preferences can vary depending on the decision-maker’s approach. It is no
wonder that if a decision-maker uses common sense or intuition for preference evaluation, the inconsistency of the
preferences can appear unintentionally. Consequently, the resulting weights of criteria originate in ill-defined pref-
erences, and the entire process becomes invalid and can lead to wrong conclusions.

It is practically impossible to achieve perfect consistency or transitivity of the pairwise comparisons, especially
for a large number of criteria [8]. There are different means of measuring inconsistency, each with its own thresh-
olds, for which the inconsistency of the pairwise comparisons is still acceptable. Blankmeyer [1] discusses the
differences between Saaty’s eigenvalue approach and the least-square approach. Bozoki and Rapcsak [2] present
their overview of different inconsistency measures and acceptable inconsistency levels. This issue is further de-
veloped by Ramik and Vlach [8], who generalise the inconsistency concepts and compare them. Our contribution
will focus on Saaty’s original approach to inconsistency measuring. This approach is presented further in chapter
2.1. Our motivation to study inconsistency problems draws from practical issues that we encounter in our univer-
sity teaching practice. Students often get in touch with the AHP in their theses. They have also learned to properly
test if the pairwise comparison matrices (PCM) are inconsistent to an acceptable level, thus justifying the validity
of their calculation. The problem arises when a PCM is found inconsistent, and the natural question is how to deal
with this issue properly. We intended to develop a methodology tool that would be accessible to students and help
them overcome this issue.

The literature offers different approaches to dealing with the inconsistency of PCM. We have tackled this issue in
our previous work [5] to show how a particular value of PCM should be changed in order to make the PCM
consistent provided that there exists such a feasible change. The approach was based on deriving the exact formulae
for PCM based on the characteristic equation of PCM. However, this approach requires choosing a particular
pairwise comparison that should be modified to change PCM to acceptable inconsistency. This approach can be

1 CZU Prague, Department of Systems Engineering, hlavaty@pef.czu.cz.
2 CZU Prague, Department of Systems Engineering, brozova@pef.czu.cz.
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helpful when a decision-maker is asked to provide reevaluation because our method [5] computes feasible incon-
sistency bounds on each pairwise comparison in PCM. In reality, though, the usual problem is that the decision-
maker cannot be reached anymore to provide a new evaluation. Then it leaves one with a question about which
pairwise comparison out of all should be changed. This is why we consider our approach useful for PCM with
possibly missing data. The issue is also solved by Shiraishi, Obata and Daigo [11] or Ramik [7] using crisp or
fuzzy approaches to the problem, respectively. In our current contribution, we set the following assumptions for a
given inconsistent PCM:

1. the PCM contains all pairwise comparisons provided by a decision-maker

2. the decision-maker is not available for the PCM reevaluation, OR the decision-maker is unable to do so
due to his inability to identify where the inconsistency originates from

3. all pairwise comparisons in PCM are of equal importance, and none of these pairwise comparisons is
seen as ill-defined

We further justify these assumptions; 1. The assumption is natural when a decision-maker is asked to state his
preference, and there is no reason for not providing a complete evaluation; 2. This is often seen in practice. A
decision-maker (as a stakeholder) is asked to provide his preferences, but the further calculations of AHP are
carried out by someone else. Even if the decision-maker is available for reevaluation, it is impossible for him to
decide which values should be fixed to achieve acceptable inconsistency; 3. All pairwise comparisons are made
naturally with a decision-maker’s goodwill. Even if mutually inconsistent, it is impossible to tell which pairwise
comparisons should be redefined. This is why we aim to find an algorithm which numerically changes the original
PCM without any judgment, such that most of the original information is preserved. Several approaches have been
developed for this sake. Xu and Wei [13] propose an algorithm that gradually improves original PCM values by a
given formula until the acceptable consistency is reached. Cao, Leung and Law [3] propose a heuristic that per-
forms better than the earlier approach under given criteria. Later, Zhang et al. [14] propose another algorithm
outperforming the earlier two under the same criteria. Their algorithm adopts a segment tree to gradually approach
the greatest lower bound of the distance with the original PCM. In the following sections, we overview the neces-
sary basis for measuring inconsistency, propose a new approach to fix an inconsistent matrix, show a numerical
example, and compare it with the other approaches. Finally, we discuss how well our method performs compared
to the others under the same criteria and present our own additional criterion of the result quality.

2 Methods

In this chapter, we summarise the necessary basics of PCM and inconsistency measuring. Because the incon-
sistency involves calculating matrix eigenvalues, we make a short note about the process. Next, we introduce our
methodology of PCM adjustments in order to make it consistent.

2.1 Pairwise comparison matrix and inconsistency

The AHP is a broader concept which allows making complex decisions by structuring it into smaller parts. This
process involves determining the relative importance of criteria or alternatives. According to Saaty [9], this is done
using a pairwise comparison matrix (PCM). Evaluation carried out by PCM is sometimes referred to as Saaty’s
method. The principle of the method is to express preferences between criteria or alternatives using a given scale.
The evaluation should be carried out by a decision-maker who acts as a stakeholder in the given problem. We
assume there is only one decision-maker for our purposes here. The usual scale proposed by Saaty uses preference

values from 1 (equal importance) to 9 (strong preference) and their reciprocal values, thus ranging in E ) 9]. The
PCM A € R™" is defined as follows:

1 a; .. an
a 1 e a
A=|%2 oo (1)
An1  An2 1

L . 1 .
for which it holds true that a;; = 1/a]-!- L] =12,.,n, a;; € [3 ,9]. Once evaluated, the matrix 1s used to deter-

mine the relative importance vector wI = (wy, ..., w,,) of criteria 1, ..., n by Eigenvalue method, which solution is
given by
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_ ( AFe )
w=lim|—— 2)

k- \ eTAXe

Where eT = (1,1, ...,1). The vector w is the desired outcome of the process and acts as a basis for further decisions
for whichever decision-making problem. According to Saaty’s approach [10], the inconsistency of PCM 4 is
measured by the consistency ratio CR given as

cI

CR = P (3)
where RI, represents random index. A given PCM is considered inconsistent for CR > 0.1, according to Saaty
[10]. The values of RI,, differs for particular n and was proposed by Saaty [10] based on simulating random PCMs.
The CI stands for consistency index and is calculated as
Amax — 1 _ pA) —n

Cl = = 4
n—1 n—1 )

and A,,,,, is the maximum eigenvalue of A4, and p(A) is the spectral radius of A . Equation (4) holds true by the
Perron-Frobenius theorem since A is strictly positive and irreducible being a PCM.

2.2 Spectral radius calculation issues

We make a short note on the practicality of spectral radius calculation in relation to our methodology. Calculation
of spectral radius is non-trivial, and various methods can be used. Numerical methods for calculation of p(A) are
known to have cubic complexity and @n?, @ > 0 operations is asymptotically needed to calculate the spectrum of
a matrix [4]. In the practical sense, these methods cannot be performed by hand calculation and neither there is an
explicit formula to obtain p(A4). As a first-choice approach, one can consider using Matlab (if in possession) or
various online tools such as WolframAlpha. Apart from such automated tools, there is a way to calculate p(A)
using the MS Excel solver add-on. It is enough to solve the following equation

det(A —AI) =0 (5)

for a given A, I is the identity matrix, and 4 is the variable. This equation is true for the entire spectrum of a matrix.
To find the specific eigenvalue A = p(4) it is necessary to use a gradient approach starting with a sufficiently
large A. It is assured by the nature of the gradient approach that 1 = p(A) will be found by solving equation (5).
The starting value of A for the gradient algorithm can be determined by the upper bound of p(A4) which is for any
PCM easily expressed as

o(4) < miaXZ @ ©6)
7

It is also possible to give an estimation of the value of p(A) by using a chosen matrix norm ||-||

p(A) < ||AK|[F )

for some sufficiently large k € Z. From our experience, this may not work properly for larger k in MS Excel due
to rounding errors.

2.3 Fixing inconsistent PCM

In this section, we introduce our approach to fixing inconsistent PCM. Assume there is an inconsistent pairwise
comparison matrix A such that CR(4) > 0.1. We introduce the algorithm that produces an adjusted matrix denoted
as B: b;; € R™™ such that CR(B) < 0.1. This can be achieved only if some a;; € A, i # j are adjusted. We pro-
pose two different optimisation models, M1 and M2, based on a similar methodology but with slightly different
objectives. The goal of both optimisation models is to change the original matrix as least as possible while achiev-
ing acceptable inconsistency.

Model M1

In the first case, we propose an assumption that a relative difference between original elements a;;,i <j and

adjusted elements b;;, i < j is expressed by a set of deviations d;;, [ < j in the following manner

] J’
b —a;
—| 2 ”lsd”,i<j (8)
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Note that this process is only done for i < j as we only need to change the upper triangular matrix without the
diagonal. Inequality (8) states that an absolute difference between original and adjusted elements |b;; — a;;]
relative to the original value a;; would be at most d;;. To overcome the issue of using modulus, the term (8) can
be rewritten as

bij-aij .. bij-ay; ..

—aij S dij’l <] A —aij 2 _dfj'! <j (9)
This way, there is a possibly different deviation d;; for each adjustment. In the first model, we seek to minimise
the average deviation from the original data. The optimisation model is following

Xdy

. 10
r{l<l}n (n2 —n)/2 (10
s.t.
bij — a4y . . Dij — 45 . .
———<d;,i<j,———=—d;;,i <j (1D
a;j ajj
det(B—p(B)) =0 (12)
B) — 3
—p( )—n <0.1 (13)
(n—1).RI,
1 14
) <bh;<9 (14)

The model minimises the average deviation (10), which is expressed by (11). We seek such a constellation of all
b;; such that the determinant (12) produces such a spectral radius p(B) that makes the consistency ratio acceptable

(13). All adjusted values b;; ,i < j must remain within the Saaty’s scale extrema. The number p(B) can act as a
variable or be calculated a priori to satisfy (13) as an equation.

Model M2
In the second case, we slightly change our approach from the model M1. Instead of setting individual deviations
d;;. we introduce a single deviation variable D. We impose the equivalent constraints on the problem:

b;; — a;; b;; — a;;

- _J<pi<j,—L—L>-Di<j (15)

The D then acts as the maximum possible deviation between any pair of original elements @;;,i < j and adjusted
elements b;;, i < j. The optimisation model M2 is following

min (D) (16)
s.t.
MSD,i<j,MZ—D,i<j (17)
al-]- al-j
det(B — p(B)) = 0 (18)
B —
PEI-B g (19)
n— LLEL,
1 (20)

The model minimises the maximum deviation D to produce a set of b;;,i < j such that the adjusted matrix B is

jl
consistent. The interpretation of the constraints (17-20) matches model M1.

3 Results

As an illustration of our approach, we provide an example of inconsistent PCM, and we compute adjusted PCMs
using Model 1 and Model 2, respectively. We adopt the same testing PCM as Xu and Wei [13], Cao, Leung and
Law [3] and Zhang et al. [14] to be able to compare our results with their methodologies. The testing PCM is
following:
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1 5 3 7 6 6 1/3 1/4
/5 1 1/3 5 3 3 1/5 1/7
/3 3 1 6 3 4 6 1/5
Ao| 17 15 16 1 1/3 1/4 1/7 1/8 @
1/6 1/3 1/3 3 1 1/2 1/5 1/6
1/6 1/3 1/4 4 2 1 1/5 1/6
7 5 5 1

\ 3 5 1/6 1/2}
4 7 5 8 6 6 2 1
The matrix generates the weight vector (rounded) wl = (0.17,0.05,0.19,0.02,0.03,0.04,0.17,0.33) and

CR(A) = 0.17. The matrix is considered inconsistent according to the value of CR. Applying our model M1, the
following adjusted matrix is computed:

1 5 3 7 6 6 1/3 1/4
1/5 1 1/3 5 3 3 1/5 1/7
1/3 3 1 6 3 4 1.67 1/5

g |7 15 1/6 1 1/3 1/4 1/7 1/8 22)
MtUl16 1/3 13 3 1 172 1/5 1/6
1/6 1/3 1/4 4 2 1 1/5 1/6
059 7 5 5 1 172

\ 3 5
4 7 5 8 6 6 2 1

Note that A and By, only differs in one element, that is a7 # b3 and consequently as3 # b;s . All other prefer-
ences have been preserved and CR(Bjy4) = 0.1. If we wanted to achieve even better consistency, i.e. CR « 0.1,
then as a consequence, the adjusted matrix (22) would have to be even farther from the original matrix (21). Since
our goal is to preserve as much as possible of the original information, we only achieve the inconsistency threshold
itself.  This  adjusted  matrix  (22) produces the  weight vector  (rounded) wh; =
(0.18,0.06,0.13,0.02,0.03,0.04, 0.2,0.35). The vector w,Tm differs from the original wT in all values but in five
values, it differs with some significance (hundredths), as shown in red. Next, we apply model M2 and compute
the adjusted matrix:

1 4.042 2425 8341 4.851 4.851 0.397 0.298
0.247 1 0.359 4.042 2.425 2425 0.238 0.165
0.412 2.785 1 7.149 3.575 4.035 4.851 0.238
Bas = 0.120 0.247 0.140 1 0.397 0.298 0.137 0.111 (23)
0.206 0.412 0.280 2.518 1 0.596 0.238 0.135
0.206 0.412 0.248 3.357 1.679 1 0.238 0.135
2,518 4.196 0.206 7.309 4.196 4.196 1 0.404
3.357 6.050 4.196 9 7.421 7.421 2474 1

The adjusted matrix By, differs from the original in all values. The adjusted matrix B, generates the weight
vector (rounded) Wi’l‘az = (0.17,0.06,0.18,0.02,0.03,0.04, 0.16, 0.35). Once again, all values are actually differ-
ent from the original. However, if rounded to two decimals, four values change with some significance.

4 Discussion

We have applied two different models to compute adjusted matrices By;; and By,. The main difference between
these matrices is how they differ from the original matrix A. The By, only adjusts one value (and the reciprocal
as a consequence) but with a rather significant change in the preference scale (6 to 1.67). The preference direction
is preserved but not as strong as the original statement. The By, on the other hand, adjusts all values of the original
but not with such significant changes. All values of B, preserve the original preference direction of 4, and at the
same time, the largest difference is rrly.'«}gxﬂaij — szjjl} = 1.42. The principal question is how to measure the

quality of an adjustment to be able to compare different approaches. We adopt the metrics é and o of Xu and Wei
[13], and we also introduce another metric é to compare the approaches:

n
i=1

The authors claim that acceptable thresholds are 0 < § < 2 and 0 < ¢ < 1. These thresholds are originally based
on Ma [6], who justifies this as the necessity of adjustment being at most one degree on the Saaty’s scale

2
}1=1(aij - bij) Zi:ﬁj'aij - bij|
, _ &%y Yijl

n nz—n

(24)

O

§ =max{lay —byl} , o=
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(1,3,5,7,9). Although we accept these measures as plausible, we do not see too much reason for such thresholds as
we consider the main aim to preserve the original preference direction above all. Our metric § expresses the aver-
age deviation when the diagonal elements are not counted in, and we do not set any threshold for it and use it only
for comparison. In Table 1, we compare the different methodologies by three different metrics.

Xu and Wei [13] | Cao, Leung and Law [3] [ Zhang et al. [14] | Model M1 | Model M2

) 10.465 11.031 1.157 4.329 1.421
o 1.907 2.071 0.471 0.544 0.567
8 1.132 1.233 0.321 0.09 0.411

Table 1 Comparison of different methods according to §, ¢ and &

The data in Table 1 show that both of our approaches outperform in all indicators Xu and Wei [13] and Cao, Leung
and Law [3]. We do not match the model of Zhang et al. [14] in the original metrics, but we consider these a bit
questionable. In the average deviation, our model M1 shows the best characteristics. Another criterion, which is
not quantitative but possibly significant, is the user-related complexity of approaches. We dare say that skilled
users can easily use our approach performing just one computation in MS Excel, unlike the earlier approaches.

5 Conclusion

We have introduced our way of adjusting for an inconsistent Saaty’s matrix. We compared our approach with the
other literature using different metrics. Our approach performs better or worse depending on the chosen metrics.
Our further intention is to do computational experiments to reveal the average quality of our approach and possibly
develop changes in our approach to achieve even better results.
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Modeling the Influence of Opinion Leaders in E-commerce
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Abstract. The development of Internet technologies and Web 2.0 in recent years, also
in connection with the current pandemic, has stimulated the growth of e-commerce.
Increased attention is also paid to business applications, strategies, and user behavior.
Users in the e-commerce environment have access to share their experiences. They
have access to the knowledge and understanding of other users. In this environment,

opinions and decisions can profoundly affect each other.

In this paper, we examine the interaction mechanism of a group of users (autonomous
agents) in an e-commerce social network. We focus mainly on the power of opinion
leaders in forming the opinion of other users. Through simulations, we investigate the
mechanism of influencing users' opinions by influential opinion leaders. The simula-
tion results show that it is crucial to increase the integrity and credibility of opinion
leaders. It's the only option how to improve the influence of various e-commerce ap-
plications and business models,

Keywords: Opinion dynamics, e-commerce, network, simulation

JEL Classification: C63
AMS Classification: 90B10

1 Introduction

In recent years, the transition to Internet technologies has accelerated in connection with the epidemic of recent
years. At the same time, the interest in buying goods through various online stores has accelerated. The number of
online stores has increased, and competition has intensified. Therefore, more and more attention is being paid to
examining user behavior [17]. Users can exchange their experiences orally, through social networks, and other
online tools in their shopping behavior. Users can express here their opinions and requirements. The specific fea-
tures of communication in the online environment are as follows: the group effect, opinions, and demands spread
rapidly, and the development of opinions and opinions can be complicated and have different outcomes. It is clear
that in such a cooperative exchange of experiences and ideas, users interact. [3]. Opinion dynamics as a scientific
discipline describes the process of forming opinions in user groups. A social network can represent such a group
in which nodes and links symbolize users and their interactions. Users keep their opinions up to date, which can
lead to either consensus or disagreement at the final stage.

Various studies on collective behavior have shown that several members, called leaders, can strongly influence
group decision-making and action. These influential users can initiate new actions (publish their views) that other
group members, called followers, easily follow. [9, 12]. Scientific studies suggest that leadership is essential in
human coordination [11]. Leadership can occur due to temperament, dominance, or knowledge [11] and can ben-
efit the group. These leaders often greatly influence the opinions of other members of a group. It is also interesting
that views spread faster in a social network with opinion leaders than in a social network without these leaders [2].
Therefore, various authors discuss ways to influence and lead emerging views to reach a consensus or a given
consensual value. In e-commerce, according to the authors [5], opinion leaders can directly influence the decision-
making results of consumers, who often consider the opinion of other influential users. According to the authors
[16], opinion leaders can advise other consumers on purchasing decisions, influencing their attitudes, beliefs, and
behaviors. In their paper, the authors [8] try to understand the impact of opinion leaders on opinion followers.
They analyze the mechanism of opinion interaction between opinion leaders and opinion followers.

People are much more willing to accept or influence others when differences of opinion are small. Conversely,
when their differences of opinion are relatively significant, they may not be ready to change. And the degree of
convergence depends on the difference of opinion and other parameters, which may rely on users' characteristics

1 University of South Bohemia/Faculty of Economics, Studentska 13, Ceske Budejovice, homanj00@ef.jcu.cz.
2* University of South Bohemia/Faculty of Economics, Studentska 13, Ceske Budejovice, beranek@ef.jcu.cz.
3 University of South Bohemia/Faculty of Economics, Studentska 13, Ceske Budejovice, inrem@ef.jcu.cz.
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and opinion leaders. However, our results show that introducing a degree of convergence for different users could
affect the likelihood of consensus and the opinion configuration in the population.

The rest of this document is arranged as follows. The following is a brief overview of the literature. In Part 3, we
present a modified Deffuant model [7], including a heterogeneous degree of convergence. The main results are
described in section 4. We study a modified Deffuant model with different population sizes using numerical sim-
ulations. Conclusions and discussions are in section 5.

2 Literature background

Models of opinion and decision dynamics focus on the mechanism of interaction between opinions. They are based
on the assumption that users will decide based on the opinions of their neighbors in the network. Therefore, a
model based on the study of social media is suitable for studying the mechanism of dissemination of opinion.
Many popular models of opinion dynamics have been introduced using various evolutionary rules, such as the
DeGroot model [6], the voter model [13], the majority rule [7], the Friedkin and Johnsen model [13], the limited
confidence model [10], and opinion dynamics on social networks [7]. Authors Afshar and Asadpour [1] extended
the traditional Deffuant - Weisbuch model and proposed a model in which agents gradually change their views
through deliberate interactions. Other models include the Weisbuch-Deffuant model [14], which assumes that dif-
ferences in attitudes between two individuals will have a direct effect. The Hegselmann-Krause model [15] is
similar to the Deffuant model. Their common feature is that only nodes with similar views can communicate. The
difference is that individuals in the Weisbuch-Deffuant model always communicate with only one neighbor, while
in the Hegselmann-Krause model, individuals communicate with more than one individual. It is assumed that
network users communicate with each other within a specific range of trust of individual users. It should be noted
that various other models can be used to examine the dynamics of opinions [4]. However, little consideration is
given to individual heterogeneity and dynamic conformity, and qualitative analysis is the primary method. This
article proposes a modified model for the actions of opinion leaders and dynamic conformity.

3 Methods

In the e-commerce environment, the assumption is usually accepted that opinion values can be considered contin-
uous rather than discrete. In addition, because potential consumers do not generally know each other, they tend to
trust opinions that are similar to their own but do not trust opinions that are very different. Dynamics models of
opinion, such as the Deffuant model and the Hegselmann-Krause model, are therefore applicable because they
define opinion as a continuous value instead of a discrete value and further include some limited model reliability.
That is, they have the parameter 0 as a threshold. In these models, opinions with differences above & cannot influ-
ence each other according to these models.

As for the update mechanism, the Deffuant model demonstrates a process based on compromise. In each step,
agent i is randomly selected to communicate with neighboring agent j (also chosen randomly). Under certain con-
ditions given by Equation 1, these two agents update their position [7]:

[xl-(t +1) = {xi(t) +y(x(8) —xi (1), if |x(O) —x(0)| <8

x;(t), otherwise, 0
%(t+1) = {xf(t) (@ -5®) if 50 - x(@0] <8
x;(t), otherwise,

The real number x,(¢) represents the user's opinion at each discrete time t.

As another model, we present the Hegselmann — Krause model. In this model, people can respond to everyone
else's opinions and update their opinions accordingly (averaged over all other opinions). The equation for updating
the opinion in the Hegselmann — Krause model is as follows [15]:
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Zj:|xi(t)—xj(t)|<u wi;x; (t)

xi(t+1) = )

e (6)-x0)|<n Wi

where wy is the corresponding value of the weights of the neighborhood matrix of user i, it can be seen that the
agents are entirely dependent on the opinions of others when updating their own opinion.

In our model, we consider a network consisting of n users. We consider a situation where there are opinion leaders
in the network. These leaders (labeled /) have an opinion that they can change, and this action affects the acceptance
of followers (index 7). The mathematical description is based on the described previous models. The values ex-
pressing the opinions of x(f) followers and leaders are updated according to the relation:

x(E+1) = xy(8) + o z vi@® (5®) = x,(®), if [6(®) —x0)| <Sand i #1
’ RO TP : ‘ = 3)

x(t+ 1) = x,(t) + u(t)

where Q,(1) is the set of agents' neighbors at time t. |Q,(¢)| is the number of neighbors of the user 7 at time £, u(f) is
a specific change in the opinion of the leader /.

The convergence parameter y,(f) represents the degree of interacting factors converging their views towards each
other. In the models of previous authors [15], the degree of convergence is a particular constant value in the range
[0, 1/2]. However, this would indicate that users' opinions are rapidly converging, even though they have signifi-
cant differences of opinion. Two interacting users (unless one is an opinion leader) with a high opinion difference
Sy(#) just don't like to adapt their opinions. On the other hand, if Sy(f) is low, it 1s not a problem for the user to
accept the other's views. To take this into account, we express the convergence parameter y,(f) in our model as
follows:

V) ST @
1

Yu(t) = 1+ oF5u®
The convergence parameter can therefore be individual for each pair of users and is also different for opinion
leaders. This parameter is the degree of trust in another user (leader) or the degree of influence.

As part of the simulations, we consider a system consisting of N users on a random graph, where users can com-
municate with each other. Each user i has their opinion xi(t) € [0, 1] in each time step t. In addition, opinion leaders
are randomly distributed in the network. These leaders have a specific opinion, which is fixed, or changes accord-
ing to the function u(t) (see equation 3). Initially, each agent (including leaders) is assigned an opinion randomly
selected in the interval [0, 1].

One elementary generation of opinion dynamics can be described as the following steps.

(1) The agent 7 is chosen randomly. Then we go through the neighbors j of user i, and their difference of opinion
Si(f) = | xi(t) —x;(1)| 1s calculated.

(11) If their difference of opinion between users exceeds certain reliability, i.e., if S;(#)> J, they will leave their
opinion unchanged. However, suppose an opinion leader appears among the neighbors of the user i. In that case,
the difference between the opinion of the leader / and the user-follower i/ may be more significant than the con-
straint given by the reliability of the neighbors J.

ii1) User's opinion is calculated according to Eq. (3).
The above steps are repeated until a steady-state is reached.

The Monte Carlo method is used for the simulation. Each step of this method will have N/2 generations. The steps
described by the dynamics of opinion dynamics will be repeated until a steady-state is reached. Based on our
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model, a computer simulation method is adopted, which examines the strength of the influence of opinion leaders
and the development of collective opinions. The simulation result will be clusters of users with "identical opin-
ions." We chose the following assumptions for the experiments: the proportion of opinion leaders will vary in
different simulations. For the initial setup, we chose a network of 200 nodes with one negative opinion leader and
one positive opinion leader (Fig. 2). We calculated the degrees of trust (individual convergence parameter) of
opinion leaders towards positive and negative opinion leaders in this order for k; = 10, and the levels among fol-
lowers' views are 2. Without losing generality, we change the share of positive leaders to monitor the impact of
these changes on the development of collective opinions and the influence on the power of opinion leaders. For
steady states, we observe four quantities: the number of n¢ clusters and the normalized size of the largest ¢, defined
as the fraction of agents in the most extensive set.

4 Simulation and analysis results

Initially, we observed the convergence parameter, which depends on the opinion difference S(t) between users i
and j (resp. i and I), and the tunable parameter k, which characterizes the agent's sensitivity to the opinion differ-
ence.

vii(t)

0.0 0.2 0.4 0.6 0.8 1.0

Figure 1 The convergence rate y;(f)

Fig. 1 shows y;(f) as a function of Sy(¢) for different k. To ensure y;(¢) € [0, 1/2], it is required that k£ > O (or £,
where i =, I, see equation 4). As shown in Fig. 1, when &k = 0, the degree of convergence is a constant value, and
the model degenerates to the original Deffuant model with y = 1/2. For non-zero k, both a large difference of
opinion and a large k will slow down the convergence of opinions between the interacting agents. In this Fig. 1,
we do not distinguish between followers and opinion leaders. In simulations, we use low k; values for opinion
leaders.

The results of simulations of the development of opinion dynamics are shown in Figure 2. The simulations were
performed for a relatively small population of N = 200. Initially, we chose the same numbers of positive and
negative opinion leaders. The followers in this picture have the same degree of confidence (convergence parame-
ter) as positive and negative opinion leaders. Figure 2 shows how the range of confidence levels of opinion fol-
lowers decreases. At the same time, the level of confidence increases, and both positive and negative opinion
leaders quickly reach their target opinions. In addition, Figure 2 shows the development of the following followers'
opinions. First, the speed of convergence of opinion leaders is accelerating as their level of confidence increases.
Second, regardless of whether the final opinions of the followers are divided into one of three clusters, these
clusters are distributed symmetrically within the opinion interval; no apparent bias against any of the subgroups
of opinion leaders is observed. Fourth, increasing self-confidence cannot significantly improve the power of influ-
ence.
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Figure 2 Time evolution of opinions with N =200. (a) ;= 5, 6 =0.05, (b) ki= 5,5 =0.10, (c) k=5, 6 = 0.25,
and (d) k&, = 5, § = 0.50.

The results also suggest that in a network with the same confidence level in positive and negative opinion leaders,
the confidence level of opinion followers contributes to the more significant influence of opinion leaders. How-
ever, when the confidence level of opinion followers exceeds a certain level, the strength of opinion leaders may
not increase. In this situation, the views of opinion followers are not entirely dominated by any of the groups of
opinion leaders. When the confidence level of opinion followers is high enough, they seem to have more difficulty
deciding between the views of positive and negative leaders. As a result, the influence of positive and negative
opinion leaders compensates each other.

0.6 0.6
0.4+ 0.4
0.2 0.24
c c
S S
£ 0.0 € 0.0
o o
e o)
—-0.2 -0.2
—0.4+ 0.4+
—0.61— ; . ; . -0.6 ;
0 100 200 300 400 500 500
t t
a) b)

Figure 3 Evolution of the collective opinions with heterogeneous confidence levels. (a) k=5, ki €[1, 5], 6 =
0.25;(b) ki €[1,5], kh=5,0=0.25.

To examine the impact of the level of confidence of opinion followers on the influence of opinion leaders, provided
that the two subgroups of leaders are not well aligned, we changed the convergence parameter of opinion followers
towards 1y leaders via the k; parameter (Figure 3). Then we repeat the process of the previous simulation with the
other parameters without change. Thus, opinion leaders have varying degrees of confidence in the opinion leader.
From Fig. 3, four types of opinion configurations can be found, for k; = 5 and &; € [1, 5]. In Fig. 3b), there are
different values of £;. In steady states, several clusters of opinions are formed, which are so-called fragmentations.
It turns out that the parameters concerning users-followers have a decisive influence on forming clusters of opin-
ions around the opinion leaders. Due to the herd mentality, more agents tend to leave the opinion leaders they
initially followed and join the largest opinion group. As can be seen, the results of the simulation for finite relia-
bility show that the distribution of opinions is evolving towards clusters of certain opinions. This clustering is a
convergence process in which opinions within a single group will converge indefinitely to a consensual state. On
the one hand, dynamics always end with gathering opinions in clusters. At a steady-state, the agents in the various
clusters are separated and will no longer exchange views.

5 Conclusion and discussion

In this paper, we use the Deffuant model, which we modified by introducing an individually adjustable parameter
k for the degree of convergence. In our model, the degree of convergence depends on this individually adjustable
parameter k and the difference of opinion of the two interacting agents within the limited reliability. This parameter
k may differ in our model for various user-follower leader pairs (ki or ki). When two agents interact, a larger k and
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a more significant difference of opinion lead to a slower rate of convergence of the interacting agents. It means
that an appropriate reduction in the degree of convergence in each interaction is most favorable for the consensus.
In addition, there is an optimal limited level of confidence kjj, which leads to a local maximum probability of
reaching complete agreement when k is not too large. The simulation results also show that instead of increasing
the relaxation time of the dynamics, introducing a heterogeneous convergence rate can reduce the relaxation time
when the reliability is limited to a certain extent.

The results of our paper may be useful for quantitative analysis of social group collective decision-making in e-
commerce networks. Our results show that the degree of the opinion of users-followers has a more critical effect
than the influence of opinion leaders in opinion clusters formation. Therefore, strengthening the credibility of
opinion leaders is a crucial prerequisite for maximizing the impact of e-commerce promotion.
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Mathematical Model for Air Carrier Irregularity Operation
Management Under Conditions of Partial Uncertainty
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Abstract. The business model of air transport operators (air carriers) operating sched-
uled passenger transport is based on periodically recurring passenger transport on se-
lected routes. As in any real process, so-called operational irregularities occur in the
case of planned operation. Some of them may affect air operations to the extent that
it will not be possible to operate all scheduled flights. In such cases, the air carrier's
operational control centre staff must decide which flights will be operated and which
will not be served. The article aims to present a mathematical model that can help
decision-making staff of the operational control department, who have the solution of
these irregularities in their competence. The article will present a mathematical model
for selecting flights maximizing the number of passengers carried, which will partially
reflect the conditions of uncertainty. The input quantities representing the maximum
time shifts of the connections will be burdened with uncertainty. Fuzzy numbers and
fuzzy sets will be used to model uncertainty. Computational experiments with the
proposed model will be performed on model data in the optimization software Xpress-
IVE.

Keywords: Mathematical model, Optimization, Airline transport operation, Carried
passengers, uncertainty

JEL Classification: C44
AMS Classification: 90C70

1 Motivation and analysis of the current state of affairs

The current state of the airline operational control is characterized by the so-called predictive operation control or
predictive steering. Despite the best planning of all activities essential for the realization of flights according to
the flight schedule, it is a common reality that the realization of the flight schedule does not proceed exactly
according to plan. These unexpected changes are called irregularities, abbreviated IRROP. Furthermore, in addi-
tion to unexpected changes in the values of factors affecting the plan, these values are subject to uncertainty. The
presented article shows one of the possible approaches to work with uncertainty in the case of operational control
steering.

2 Analysis of the current state of affairs in the field of operation control
during irregularity operations

Several works devoted to increasing the efficiency of air carriers in the establishment of IRROP (Irregularity op-
erations) have been found in the literature. A global view of the IRROP solution is provided by the publication
[1]. Collaborative decision making (CDM) is considered in the publication to be the main tool for solving IRROP.
Publication [2] provides partial insights into the issue of minimization of impacts. The work deals with the issue
of minimizing the total tactical costs caused by departures delays at the airport. Computational experiments were
performed at Frankfurt Airport for 20 departures at the peak of the morning wave departures.

Also, other work [3] deals with the issue of crew movement control at IRROP in the operation of air carriers. The
optimization approach in the published article makes it possible to decide on the number of exchanged crews in
the event of an irregularity and the total number of crews required to cover the scope of operation.
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3 Problem formulation and mathematical model

A set of flights I 1s given. For each flight i € I, the earliest scheduled pre-flight commencement time for flight
operations is defined — t;, flight duration including times required to perform all pre-flight and flight operations
T;, maximum pre-flight commencement time delay for the flight (if pre-flight operations are commenced no later
than at the end of this period, there will be no flight delays) — a; and an indication of the number of passengers
who have purchased a ticket ¢; for the flight i € I. For each pair of flights i € I and j € I, the "repositioning
(empty) flight time" is further defined (including cases where the destination is also the departure airport of the
next flight) after the end of the flight operation i € I until the time of the start of the flight j € I — ;5. There is also
a total number of N aircraft (excluding the aircraft whose flight originated IRROP) that can be used to operate
flights.

Assume that the maximum delay time for the start of pre-flight activities for flight i € I is burdened with uncer-
tainty. The reasons for uncertainty in the case of coefficients on the right sides of the group of limiting conditions
are, for example, longer planned ground service time (turnaround time) than is actually needed or the possibility
of shorter actual time of the next flight due to favorable meteorological conditions.

The task is to optimize the daily use of the aircraft fleet, ie. decide on the sequence of flight operations by individual
aircraft so that the transport is offered to a sufficiently large number of passengers at the highest possible level of
trust, see eg [4].

In the general formulation of the task of optimizing the daily utilization of the aircraft fleet, let us assume the
conditions of a homogeneous aircraft fleet, 1.e., the possibility that all aircraft in the fleet are interchangeable.

ij» fori eI U {0}7
j €1U {0} and i # j with domains containing values 0 and 1 (these will be bivalent variables). The bivalent var-
1ables x;; will model the decision that the same aircraft will be deployed to operate flight j € I after flight control

In order to model the decision in the optimization problem, we introduce a group of variables x

i € 1. The value x;; = 1 after the end of the optimization calculation will represent the decision that the flight i €
I and the flight j € I will be included in the daily operation plan of the aircraft in the presence of an immediate
precedence i << j, i.e. that among the flight operatori € I and j € I it will not be operated in any other flight.
The value x;; = 0 after the end of the optimization calculation will represent the decision that there will be no
immediate precedence between flights i € I and j € I no other flight will be operated in that order. The value x;; =
0 after the end of the optimization calculation will represent the decision that there will be no immediate prece-

dence between flights i € [ and j € I in the daily operation plan of the aircraft.

The variables x,; for j € I and x; for i € I will have a specific position between the variables x;;, for i € I U {0}
and j € 1 U {0}. If xp; = 1 applies to the bivalent variable x,; after the optimization calculation, then the flight
operator j € I will not be preceded by the operation of another flight. If x,; = 0 applies to the bivalent variable
Xo; after the end of the optimization calculation, then in the plan of daily operation of the aircraft, the flight operator
j € I will be preceded by the operation of another flight. The variables x;, will have analogous meanings. If x;, =
1 applies to the bivalent variable x;, after the end of the optimization calculation, then in the plan of daily operation
of the aircraft, the operation of another flight will not follow the service i € I. If x;; = 0 applies to the bivalent
variable x;, = 0 after the end of the optimization calculation, then the flight i € I will be followed by the operation
of another flight.

One of the ways to work in mathematical models with uncertainty is fuzzy numbers, in the presented article it will
be triangular fuzzy numbers.

The main task remains - it is still necessary to decide on the sequence of flight operations by individual aircraft,
but to take into account their uncertainty in their operational rescheduling.

The mathematical model has the form:
max f(x,z) = Z ¢ Z Xif (1)
jer  ieruf{o}
subject to:

x;<1 forjel

ieru{o}

2)
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ZxﬁS Z Xij forj €1 3)

i€l ieru{o}
Dy <N )
jer
t+Ti+z+1;<tj+z+M-(1-x) fori€landj el (5)
7 < d, fori €1 (6)
x;; € {0; 1} fori e IU{0}andj €/ (N
z; €R} fori €1 (8)

Function (1) represents the optimization criterion - the total number of passengers whose flights the aircraft will
be dispatched. The group of restrictive conditions (2) shall ensure that a maximum of one aircraft is dispatched to
operate each flight. The group of restrictive conditions (3) ensures that if the flight control j € I does not take
place (situation when ¥;c; 0y Xij = 0), then the flight control i € I cannot occur after it either. If flight j € I occurs
(situation where ¥;¢ (03 X;; = 1), then the group of conditions ensures that it will be followed by a maximum of
one flight i € I. Restriction (4) will ensure that no more aircraft are used to operate the flights than the carrier has
available. The group of restrictive conditions (5) will ensure that if the flight operator j € I after the flight i € I is
not time-permissible, then it will not be scheduled. The group of restrictive conditions (6) shall ensure that the
delay in the time of commencement of pre-flight operations at the aerodrome of departure of the flight does not
exceed the time that would cause the flight to be delayed. The groups of constraints (7) and (8) define the domains
of the variables used in the proposed model.

The occurrence of uncertainty on the right-hand sides in the group of limiting conditions (6) will be modeled by
fuzzy sets of values approximately smaller than the values modeled by triangular fuzzy numbers (@, =
(a1, a;2,ai3), i €1, replacing constants modeling the maximum time periods shifts of individual flights. The causes
of uncertainty in the case of the coefficients on the right sides of the group of limiting conditions (6) are, for
example, a longer planned ground handling time (turnaround time) than is realistically needed or the possibility of
a shorter actual flight time of the next flight due to favorable meteorological conditions (tail wind). If the value of
the left side in a specific condition becomes less than or equal to the value of a;; or a;, (the choice of this value is
made by the solver according to the specific situation), then the condition will be fulfilled at the level of credibility
1. If the value of the left side in a specific condition exceeds the value of a;, or a;3 (its choice again depends on
the solver according to the specific real conditions of the problem being solved), then the condition will be fulfilled
at the level of credibility 0.

In order to be able to solve the model (1) - (8) well, it is necessary to perform its transformation into a linear model.
The general procedure of transformation is given in the literature [4]. The linearized version of the fuzzy linear
model of the optimization problem (1) - (8) has the form:

max f(x,z,h) = h )
subject to:
xij =1 forj €l (10)
ieru{o}
Zxﬁ = Z Xij forj €l (11)
i€l ieru{o}
Zxoj <N (12)
jel
tj+Ti+Z[+Tijfj+Zj+M'(1—xij) fOl‘iEIaIldjEI (13)
zi<h-a;+(1—h) (a; +p;) fori €l (14)
ZC}-- Z xj;=h-F"+(1—h) (F"* —=r) (15)
Jer ieru{o}
xij € {0;1} forielu{0}andj el (16)
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z €ERE fori €1 (17)
h € RS (18)

Function (9) represents the optimization criterion - the level of confidence to which a sufficiently large number of
passengers whose flight has been dispatched is achieved (even at the cost of an acceptable delay). The comments
on the groups of restrictive conditions (10) - (13) are the same as the comments on the groups of restrictive condi-
tions (2) - (5). The function of the constraint group (14) ensuring the acceptability of the time shift of the planned
pre-flight commencement time for the purpose of i € I flight operations will be explained by the interpretation of
the individual values achieved on the right-hand side when the confidence level changes. At the level of confidence
h = 1, a time shift of the planned time of commencement of pre-flight activities for the purpose of i € I flight
operation is achieved only in cases where the planned time reserve according to the current flight schedule is used.
If the value of the variable z; exceeds the value a; but does not exceed the value a; + p;, the confidence level of
the obtained time shift (and consequently the obtained solution) will decrease and at the moment when the value
of the time shift of the planned time of pre-flight operations flight i € I reaches the value a; + p;, there 1s a state
when the level of trust, which is achieved by a sufficiently large number of passengers whose flight was dispatched
(even at the cost of acceptable delay), is h = 0. Restriction (15) creates a relationship between the level of trust
achieved and the total number of passengers whose flights have been dispatched (even at the cost of an acceptable
delay). Constraint groups (16) - (18) define the domains of variables used in the model.

4  Computational experiments

Consider the following optimization problem. The air carrier has a homogeneous aircraft fleet to operate 10 flights
on a specific day. The operational data required to solve the optimization problem are summarized in Table 1 and
Table 2. Table 1 contains data on flights, Table 2 contains data on the time required for aircraft flights between
airports (airports landing of flight i € I and airport of departure j € I). An airport with index i = j = 0 represents
an airport with a carrier base station. Flight times t; are expressed in the number of minutes that elapse from the
selected point on the timeline. If the selected point is e.g. 5:00, then the value of the pre-flight start time 100 for
flight 1 corresponds to the real time 6:40.

Flight i 1 2 3 4 5 6 7 8 9 10
t; 100 130 140 190 250 280 360 395 495 600
T; 50 70 40 130 95 100 70 200 90 130

Table1 Values t; and T;

Flights 1 2 3 4 5 6 7 8 9 10
1 130 125 80 100 40 50 60 75 60 120
2 125 135 45 55 40 130 80 70 65 40
3 100 200 135 130 140 60 75 50 60 70
4 130 140 200 120 240 50 80 75 60 80
5 160 75 150 100 170 200 80 90 100 90
6 115 140 65 85 60 130 90 70 75 60
7 125 120 105 65 60 120 110 90 65 70
8 65 100 115 55 70 110 120 100 95 130
9 135 130 105 85 60 120 130 140 55 100
10 95 140 125 110 40 80 70 110 155 105

Table2  Values 7;;

In the first phase of the computational experiment, the minimum number of aircraft needed to operate the scheduled
10 flights will be calculated. The calculated value will serve as one of the input data for the next phases of the
calculation, in which the proposed model (9) - (18) will be experimented. However, to calculate the minimum
number of aircraft, it is necessary to use another model, namely a model in the form of:
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mmf(x) :quj (19)
jel
subject to:

Z x; =1 forjel 20)

ieru{o}
Z x5 =1 forj €1l @n

jeru{o}
t+Ti+1;, <t +M-(1-x;) forielajel (22)
x;; € {0;1} forielu{0}ajelu{0} (23)

Function (19) represents the optimization criterion - the minimum number of aircraft required to operate 10 flights.
The group of restrictive conditions (20) will ensure that each flight is serviced. The group of restrictive conditions
(21) will ensure just one transfer after the flight service i € I. The group of restrictive conditions (22) will ensure
that time-inadmissible transfers between flights do not occur. The constraint group (23) defines the domains of the
variables used in the model.

After completing the optimization calculation, a minimum number of 4 aircraft was calculated with the following
flight sequences: 0 -1 -6 >9—-0,052—-5—-50,0—>53—>7— 10— 0and 0 >4 — 8 — 0. This
completes the first phase of the computational experiment.

In the second phase of the computational experiment, assume that 1 aircraft fails. In addition, in this phase of the
computational experiment, we determine all the mput data for the solution of the model (9) - (18).

So, we have only 3 planes available. Since 4 aircraft are the minimum number of aircraft, it is clear that all 10
flights will not be dispatched. This assumption can be verified by adding a condition to the model (19) - (23) in

the form:
z Xgj <3 (24)

jel

After the optimization calculation is completed, the optimization software reports that the task does not have an
acceptable solution.

In the next procedure, we determine the maximum possible delay times of the start times of pre-flight activities
for individual flights a;, where i € I. We determine these times, for example, according to whether the given flight
is directed to a hub-type destination, and it is necessary to maintain connections to connecting flights there. If the
start time of pre-flight activities cannot be changed over time, the value of the maximum allowable shift for a
given flight is 0. For the purposes of the computational experiment, it will also apply that for the last operated
flights (flights 5, 8, 9, 10), a;, where i = 5, 8,9, 10, set uniformly, namely az = ag = ag = a;; = 0. The results
of the calculations are summarized in Table 3. Table 3 also shows the numbers of passengers with a purchased
ticket for the given flights (it is assumed that the numbers of passengers do not change during the given day).

Flight i 1 2 3 4 5 6 7 8 9 10
a; 80 10 105 0 0 50 100 0 0 0
c; 100 120 128 150 135 140 165 100 110 95

Table3 Values a; and ¢;

Other input data needed to verify the functionality of the model are the left, main and right values of triangular
fuzzy numbers @, = (a;1, G2, a;3). For further calculations we will choose one of the possible approaches men-
tioned in the work [4]. It will be an approach in which the key values are a;; and a;3. For key values of fuzzy
numbers @, it will apply that a;; = a; (value from the second row in table no. 3) and a;3 = a;; + p;, where p; =
2+ @;1. This means that the maximum acceptable flight delay rate is equal to twice the time reserve a;.
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The last input data to the model (9) - (18) are the values F™®* and r. These values are determined in accordance
with the procedure given in the work [4] The value F™® corresponds to the maximum number of passengers
whose flight will be departed on a given day under the most favorable operating conditions (the most favorable
operating conditions correspond to the maximum use of time values p;). We calculate the value of r as the differ-
ence r = F™MaX — FMN_where F™M™ corresponds to the maximum number of passengers whose flight will be
dispatched on a given day under the least favorable operating conditions (least favorable operating conditions
correspond fo the minimum use of time values p;, ie the case when p; = 0).

In order to calculate the value F™?, we solve the model (1) - (8), in which we substitute the values a;; for i =
1, ...,10 on the right-hand side of the group of conditions (6).

In order to calculate the value F™" we solve the model (1) - (8), in which we substitute the values a;; for i =
1, ...,10 on the right-hand side of the group of conditions (6). By solving the model (1) - (8) for the values a;3 we
get the total number of passengers with the flight on a given day F™® = 1 148 and the flight plans served by
individual aircraft0 - 1 -6 >3 —-7—-0,0 52 —>5— 9 — 0and 0 - 4 — 8 — 0. Therefore, the flight 10
is not dispatched. By solving the model (1) - (8) for the values a;; we get the total number of passengers with the
flight on a given day F™" = 1 143 and flight plans served by individual aircraft 0 -2 —5—7 — 10 — 0,0
—3—>6—9—0and 0 - 4 — 8 — 0. Therefore, flight 1 is not dispatched.

The third phase of the solution follows, where we solve the model (9) - (18). After substituting and completing the
optimization calculation, we obtain the value 2 = 0.7h. Based on the obtained value, we can therefore conclude
that a sufficiently large number of passengers with a departed flight will have a confidence level of 0.7 in the event
of a failure of 1 aircraft.

5 Conclusion

The presented paper deals with the operational control issue of an air carrier operating regular passenger transport
with an insufficient number of aircraft in conditions of uncertainty. Insufficient number of aircraft can be caused
by several problems, which can be related to technical defects on the aircraft, complications caused during the
flight or problems caused by the absence of a suitable crew. Uncertainty is modeled through fuzzy mathematics,
specifically using triangular fuzzy numbers. For the solution itself, a fuzzy linear model is introduced, enabling to
maximize the number of passengers with the departure flight during the planning period. The model fuzzificates
the maximum times by which the start times of pre-flight activities can be postponed. Computational experiments
are performed with the proposed model, which document the functionality of the proposed approach. Further ac-
tivities will be directed to the fuzzification of other quantities appearing in the model, including the coefficients of
the purpose function.
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Numerical Valuation of the Investment Project Flexibility
Based on the PDE Approach: An Option to Contract

Jiti Hozman !, Tomas Tichy 2

Abstract. The solution to the optimal investment decision, which captures the value
of a flexibility embedded in a project, plays an important role in the decision-making
process. In this paper we focus on a real options approach interpreting the flexibility
value as the option premium and we extend our previous research to an option to
contract operating scale according to market conditions.

Following a contingent claim analysis the values of both the project and the embedded
flexibility, expressed as functions of time and underlying output price (following a
stochastic process), can be identified as solutions of relevant PDE systems of the
Black-Scholes type. More precisely, the link between project and flexibility values is
realized through a payoff function, which can be enforced with respect to the flexibil-
ity type at any time prior to or at expiration date.

Due to the presence of the American constraint the real option pricing problem is not
solvable analytically in general, and therefore appropriate numerical methods have to
be employed. Analogously to pricing of financial options and in line with our results
achieved in this field of financial engineering, the discontinuous Galerkin method is
applied to solve the relevant governing equations. The capabilities of the numerical
scheme resulted are illustrated on a simple contraction decision problem.

Keywords: real option pricing, project value, option to contract, Black-Scholes ine-
quality; American option, discontinuous Galerkin method
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1 Introduction

Traditional valuation approaches, based on discounted cash flow methodology, do not recognize the important
qualitative and quantitative characteristic of some of the intrinsic attributes of the investment opportunities,
namely, irreversibility of investments, choice of timing and last but not least uncertainty over the future rewards
from investments, see [3]. Accordingly, in a such stochastic world, the classical net present value rule significantly
underestimates the true value of an investment project, as it is not able to capture the flexibility value of such
project, especially in a long time horizon.

Therefore, to provide a more realistic model of investment behaviour, the modern investment theory, known as
real options approach, was built on the interpretation of the flexibility value as the option premium, see [11]. There
exists a large number of various valuation techniques related to real options approach, see, e.g., [10] for a brief
overview. Among them, the contingent claims analysis enjoys greater interest, because the formulation via a partial
differential equation (PDE) provides comprehensive information on modern investment issues in terms of a wide
spectrum of input data and possibilities of further post-processing.

In this short contribution we extend our recent results focused on the numerical valuation of options to extend the
operating scale at a fixed time in the future, see the conference paper [8], where the discontinuous Galerkin (DG)
method is applied to solve the relevant governing equations. We proceed as follows — in Section 2 the relevant
PDE models are formulated, while in Section 3 a numerical valuation scheme is presented. Finally, in Section 4 a
simple numerical experiment related to reference data is provided.

2 PDE Model for Pricing of Options to Contract

In contrast to expansion options from [8], we concentrate here on valuing the flexibility of an investment project
that adopts the embedded option to contract the operating scale with respect to current market conditions. In order

! Technical University of Liberec, Studentska 2, 461 17, Liberec, Czech Republic, jiri.hozman@tul.cz.
2 Department of Finance, VSB-TU Ostrava, Sokolska tiida 33, 702 00, Ostrava, Czech Republic, tomas.tichy@vsb.cz.
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to describe the flexibility value (of the project), it is first necessary to describe the value of the project itself.
Subsequently, we are able to find the real option value by solving the relevant PDEs that link both option and
project values, see inspiring ideas in [9]. In line with [8] we assume that project values as well as real option prices
can be expressed as functions of the actual time t and the commodity (output in general) price P following a
geometric Brownian motion, as stated in [4], i.e.,

dP(1) = (r — §)P(H)dt + cP(1)dW (1), P(0) > 0, (1)

where r > 0 is the risk-free interest rate, § > 0 is the mean convenience yield on holding one unit of the commaodity,
W(¢) is a standard Brownian motion and o > 0 is the volatility of the commodity price.

Further, we denote by V,(P,t) the value of the project, which does not have any options on contraction. In
contrast, the function V (P, r) stands for the value of an investment project with the embedded option to contract
the production rate requiring the amount C > 0. Since the possibility of this single decision-making (i.e., scaling
down the production rate) is related to any time prior to or at prespecified time 7 > 0, options on contraction
correspond to the conventional American put options with the payoff function defined as follows

Vo, Vi) = I(Vo(P,T), Vi(P,T)) = max(V,(P,T) - Vo(P,T) - C,0), P >0. 2)

Note that it is also possible to introduce the payoff function (2) with term + C instead of — C and in this case we
speak of the disinvestment costs C that we will save by a contraction of the operating scale, cf. [2].

Let 7" > T be the maximum life-time of both projects and o (P, 1) and ¢; (P, ) represent (after-tax) cash flow
rates associated with the given project. Following the contingent claims approach [1], involving no arbitrage
opportunities for trading in the underlying assets together with the delta-hedging techniques, one can characterize
value functions V and V; between expiry date T and project life-time 7™ as solutions of a couple of deterministic
backward PDEs (see [3]):

Vi 1 2P262Vi

a Vi -
or 2 oP?

opP

+ (r - 6)P I"‘/j = —¢i, Pe (Oe OO), re [T’ T*), i= 05 15 (3)

Lps (Vi)

with the homogeneous terminal conditions V;(P,T*) =0, P € (0,00),i =0, 1.

In what follows we present the governing equation for the embedded flexibility representing the value added to
the project function, i.e., Vi(P,1) > Vo(P,t) forall P > 0 and t € [0,T). More precisely, we set F(P,t) =
Vi(P,t) — Vo(P,t) as the option value at the current price P and actual time 7 € [0,T). Further, taking into
account an equivalence of cash flow rates of both projects during the option life-time (i.e., ¢, (P, 1) = ¢o(P, ) on
[0,T)) and encompassing the early exercise constraint of American options (i.e., F(P,t) > [1(Vo(P,T),V,(P,T))
at any time ¢ € [0,T)), the value function F satisfies the so-called moving-boundary problem. For this kind of
problems it is also necessary (apart from solving the governing equation) to determine two regions separated by
a free boundary & driven by the optimal exercise price P*(¢), see [15]. The presence of the American constraint
thus represents a quite new and essential extension of the methodological concept of real options valuation from [8]
and the treatment of this early exercise feature is listed on the following lines and in Section 3, respectively.

Let Qg C (0, 00) denote the exercise region, where it is optimal to exercise the option early, in other words, scale
down the operating rate, thus we solve the following problem

oF
5 + Lps(F) <0, PeQg, te[0,T), with F(P,r)=11(Vo(P,T),Vi(P,T)), ()
where £ gs is the second order linear differential operator of the Black-Scholes (BS) type defined in (3). While in

the continuation region, it is not optimal to exercise early and we solve the problem

%—f + Lps(F) =0, Pe(0,0)\Qg, t€[0,T), with F(P,1) > 1(Vo(P,T),Vi(P,T)). (5)
Note that to guarantee the well-posedness of (4)—(5), it is enforced a continuity of the option value F and the partial

derivative dF /0P on the free boundary &, known as the high-contact condition for American options, see [14].

There are several approaches how to handle the early exercise feature, among the widely used ones, just penalty
techniques [15] allow us to reformulate both problems (4) and (5) into one equation valid everywhere in both
regions, i.e.,

AF 1 0’F

oF
En + 50 P 5p2 +(r 6)PaP rF+qgr =0, Pe(0,0),1€[0,T), (6)
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where g is defined to ensure American constraint F (P, t) > [1(Vy(P,T),V,(P,T)) and satisfy the conditions:
gr(P,1) =0, if F(P,1) > O(Vo(P.T), Vi (P.,T)), qr(P,1) >0, if F(P,1) =TI(Vo(P,T),Vi(P,T)). (7)

The quantity gz can be viewed as an additional nonlinear source term in the governing equation and its essential
role is to guarantee that the value of an option under American constraint cannot fall below its payoff function
at any time ¢ € [0,T). Note that the penalty approach can be unified for both European and American exercise
features, if we put ¢ (P,1) = 0in (6) for all P > 0 and ¢ € [0,T) in the case of a European exercise right.

3 Numerical Solution

According to Section 2 to determine the present value of the flexibility of an investment project one have to solve
two consecutive problems. First, a pair of PDEs (3) with homogeneous terminal conditions is solved to construct
payoff function (2). Consequently, the solution of the problem (6) with penalty (7) represents the desired real
option value. Since there are no analytical formulae for finite maturity American options in general, the valuation
should rely on numerical approaches. In our study, we employ the DG method, successfully used also in the field
of financial options pricing (see, e.g., [6] and [7]), to improve the numerical valuation process. We proceed as
follows. At first, we localize the governing equations to a bounded spatial domain and discuss the choice of suitable
boundary conditions. Next, we recall the variational form of the penalty term for the American constraint. Finally,
we mention the standard discretization steps and present the numerical scheme.

3.1 Localization to a computational domain

The spatial localization of terminal-value problems (3) and (6) is necessary to the subsequent numerical treatment.
For this purpose let Py,x > 0 denote the maximal sufficient value of the commodity price satisfying Ppax > P*(7)
for all + € [0,T). Then, we define the computational domain € = (0, Pp,y) and formally restrict the governing
equations and the relevant terminal conditions to the bounded domain Q. Therefore, we have to impose project as
well as option values at both endpoints P = 0 and P = Ppyx.-

First, the project values V;,i = 0, 1, for all t € [T, T*), on boundary {0, Pyax} can be simply estimated by the net
present value approach, see [9]. Specifically, under the given cash flow rates ¢;, i = 0, 1, the present values of both
projects at endpoints of Q are defined as

T T
V;(0,1) = ] @i(0,6)e™ E0de, Vi(Prax, 1) = f @i (Pmax, €)e " E70de, 1€ [T,T%), i=0,1. (8)
T s

Secondly, for the real option value, the choice of boundary conditions has to reflect the type of flexibility that this
option provides. Obviously, for a sufficiently large value of Py, the option to contract the operating scale is of
no value at P = Ppx. On the other hand, when P = 0 it is optimal to exercise (i.e., to contract) early and thus
option values at the left boundary point of € are set in the accordance with American constraints given by payoff
function (2). In accordance with the above, we prescribe Dirichlet boundary conditions in the form

F(0,1) =T1(Vp(0,T),V1(0,T)), F(Pmax.1) =0, t€[0,7). (©)]

3.2 Penalty method

In order to handle the American early exercise feature and force the solution of (6) to be equal to the payoff in the
exercise region Qg, we were inspired by [15] and introduce, for a sufficiently regular function v, the variational
form of penalty term g as

) =, [ e ([0 V) = FO)vaP =, [ raeldNaVvaP=c, [ xecF@vap. (10)

Qr(v) Qi (F.v)

where (-, ) denotes the inner product in L?(Q). The function yex () in (10) is defined as an indicator function
of the region Qg at time instant 7 and ¢, > 0 represents a weight to enforce the early exercise. In line with [6],
we set ¢, proportional to 1/7, where 7 is the time step introduced in (13). The form (10) can be split into linear
functional Qg and bilinear form @y, and we place their discrete variants on opposite sides of the fully discrete
formulation of (6), see (13).
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3.3 Numerical valuation scheme

Since the governing equations (3) and (6) are closely related to the class of convection-diffusion equations and
exhibit a hyperbolic behaviour as |r — §| > o2, the DG method (see [12] for a complete overview) is applied
in order to cope with these challenging attributes. We modity the numerical scheme proposed in [8] to pricing
real options under the American constraint. Accordingly, the approximate solutions representing project as well
as real option values are constructed as the piecewise polynomial, generally discontinuous, functions of the
p-th order defined over the partition of the domain Q with the assigned mesh size h, i.e., with partition nodes
0=Py <P <...< Py = P Inthe rest of the paper, we denote the space of such functions by Sg .

The development of the whole numerical scheme consists of two consecutive phases — spatial semi-discretization
and temporal discretization. Within the first phase the time variable is left continuous and semi-discrete solutions
are introduced using the variational formulation as solutions of the particular systems of the ordinary differential
equations, see [6] and [7]. Secondly, we realize the discretization with respect to the time coordinate using
an implicit Euler scheme that results into a sequence of linear algebraic problems related to a time partition

T*_ =1y >t > >tp =T > tgy > -+ > tpyy = 0 with fixed time step 7 = 7%/M. Further, denote
ui{')m € S;’ , I = 0,1, the approximation of the corresponding project value functions V; from (3) at time level
tm € [T, T*], m = 0,...,R. Similarly, we define the DG approximate solution of problem (6) as functions
wit =~ F( ty), ty € [0,T], m = R, ..., M. Starting from zero initial project values ”1(10()) and ul(wl()), the desired
value of flexibility th ~ F(-,0) is computed in the following three steps (note 7,41 — t,, = —7):

w vy =t A (ul? ) = (wl? — 2 (0) (bmer) + 7 (@i (tma1)s Vi) (11)

hom+1® VR h Uy Gy Vi hom? Vh Ty Wi )Um+1 TALiUm+1),Vh
Yy ES}F;, m=0,1,...,R—1,i=0,1,
(wiovn) = (1 ()l ) ova) - Yvu € ST, (12)

(wiret o) = 72, (=t v ) + 7 @u (Wi v ) = (Wit i) = 760 () (ner) + 74 1) (ter) - (13)

Vv,eS’, m=R,....M—1,

where the bilinear form Ay (-,-) stands for the discrete variant of the spatial partial differential operator £z
from (3). Further, the linear forms 5;:)(-)(1) and &, (-)(f) contain terms arising from boundary conditions (8)
corresponding to the particular project value V; and from boundary conditions (9) related to the option value F,
respectively. Concerning the American constraint treated by (10) in scheme (13), we introduce new forms Qp (-, -)
and g5, (-)(t) as discrete variants of @Q; and Q. For a detailed derivation of all above-mentioned forms, we refer
the interested reader to [7]. Moreover, for practical purpose, to evaluate forms @), and g;, we use an element-wise
approximation of the early exercise region as

L ifwit (P < wl (Pe)

L . 1 e[0T, 0<I<N-1, (14)
0, ifw} Y(P.) Zw‘,’f (P:)

che(tm)l[P,,Phl] %)?Z,é(fm)l[P,,Pm] = {

where P, is the midpoint of the interval [Py, P;+1] and wf is given as Sf -approximation of the payoff function IT
depending on states uf}')R, i =0,1, see (12). Finally, note that the equations (11) and (13) result into a sequence
of systems of linear algebraic equations with sparse matrices that uniquely determine the relevant solutions on the

corresponding time levels, see [6].

4 lllustrative Case Study: Option to Contract Mining Production

In this section, we briefly illustrate capabilities of the numerical scheme introduced above. The presented numer-
ical experiments arise from practical issues in the iron ore mining industry and evaluate American as well as
European contraction options under various scenarios. The three-step valuation scheme (11)—(13) is implemented
in the solver Freefem++, incorporating GMRES as a solver for non-symmetric sparse systems, for more details,
see [5].
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As in [9] we consider an iron ore mine, value of which is given by the project value V(P 1), and a mining project
of value V| (P, 1), adopting the embedded option F(P,1) to scale down the production rate any time 1 € [0, T]
with respect to current market conditions. Further, let Q denote the total reserve of the iron ore mine in thousands
of million dry metric tonnes (dmt) and ¢;(z) > 0, i = 0, 1, be the iron ore production rates (in thousands of
million dmt per year) associated with projects V;, i = 0, 1. The life-times 7;; > 0 and 7} > 0 (in years) of both

1
projects depend on operating rates g; and are defined as minimal admissible values that satisfy the relationship

Q= fOTO* qo(&)d¢ = fOT]* q1(£)dé. The contraction feature of the option implies that 7* = 77 > 7' > T and
therefore we assume that production rates satisfy

[ s, it tefo.T), [ s, ifrefoT),
‘10(”‘{0, it 1 e [73,7°), q'(f)‘{x-s(r), i te [T.77), 13

where the function s(#) corresponds to the production rate related to the project having no embedded options and
the factor ¥ € (0, 1) represents the contracted mining production rate. Further, in line with [4], we define the
after-tax cash flow rates of relevant projects as follows

<p[-(P,t)=q,—(r)((1—D)P—c(r))(l—B), Pe[0,Ponl, t€[0.T"], i=0,1, (16)

where ¢(f) is the average cash cost rate of iron ore production per dmt, D is the rate of state royalties and B is the
income tax rate.

The numerical experiments are performed on the reference data from [9], where European and American real put
options are priced using a fitted finite volume method. In all cases, we consider the following project and market
data:

0.007¢

o D=005 B=03 c(t) =25¢%9%" T=1, C=1-k, 0=0.3, r=0.06, 6=0.02,

(17)
which are the representatives of parameter values of practical significance. More precisely, the value of C is given
in thousands of million USD and ¢(0) = 25 USD per dmt corresponds to prices for the calendar year 1988, see [13].

0=10, s(r) =

In order to ensure a relevant comparison with the reference results from [9], we employ a piecewise linear
approximation (i.e., p = 1) on domain  with P, = 60 USD and uniform partition with mesh size 7 = 0.6. In
parallel with this, the time step is set as 7 = 0.01 and the American early exercise feature is handled with ¢, = 10/t
in (10). Further, using (15) and (17), easy calculation leads to 7] = 75.8 and we determine 7 in a similar way for
various factors k.

Within the simple case study, we investigate the behaviour of the option values for various contraction rates
k € {0.25,0.50,0.75} and illustrate a general relationship between European and American options to contract
under the same market conditions. Figure 1 (left) records the DG approximations of flexibility values (in thousands
of million USD) at present time ¢ = 0 for all three scenarios under the European as well as American constraints.
At first glance, plots are similar to the conventional financial put options with the relevant BS model parameters
and illustrate an intuitive expectation that the value of flexibility F is a decreasing function of the rate « in the
region of low output prices (i.e., for smaller ones than some critical value). Moreover, it is apparent for all cases
that American options cost more than their European counterparts, i.e., early exercise feature increases value of the
project flexibility. This distinctive feature of American options is well resolved for particular scenario (¥ = 0.5) in
more detail in Figure 1 (right), where differences (in thousands of million USD) between American and European
option prices (at f = 0) are depicted together with the comparative results from [9]. Without surprise, one can easily
observe that piecewise linear DG approximations match well the reference values and give fairly the same results
as the fitted finite volume method. In brief the numerical approach performed shows its promising potential by
producing financially meaningful results, easily interpreted and subsequently used in the decision-making process.

5 Conclusion

The real options approach and especially related valuations techniques pose a very challenging part of capital
budgeting. In this paper we have recalled PDE models to valuation of investment projects and options to contract
the production rate under the current market conditions. Concurrently, we have presented a numerical scheme
based on the DG method to solve particular governing equations. The elaborated simple case study from the iron
ore mining industry provides very good similarity to reference results and suitability of the DG method for real
option pricing issues. One possible future research objective seems to be a multi-stage sequential investment de-
cision that combines various options to change operating scale (expansion or contraction) into one compound
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option that is able to capture changing investment strategies in a long time horizon within the whole decision-
making process.
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Location of Capacity Completion Centers in Distribution
Systems with Heterogeneous Vehicle Fleet

Andrea Hrni¢kova!, Dusan Teichmann?, Denisa Mockova®

Abstract. An important group of operations taking place in distribution parts of lo-
gistics chains is the completion of consignments. It is usually necessary to decide in
which warehouse the completion of consignments will take place if distribution sys-
tems contain several warehouses. The decision of the place of completion is influ-
enced by location of the required items in individual warehouses and by quantity of
the required items in the warehouses. The presented paper deals with the problem of
location of multiple completion centres with limited capacity in the conditions of a
distribution system containing several warehouses, with stored items divided into sev-
eral size categories. It is possible to store items of the same size in several warehouses
and a vehicle fleet is heterogeneous. The problem is conceived as an optimization
problem, which is solved by the methods of mathematical programming. When creat-
ing a mathematical model, the knowledge from the field of transport and location tasks
is used. A computational experiment will be performed with the proposed model, and
it will be performed for several numbers of warehouses to be completion.
Keywords: Mathematical Model, Optimization, Distribution, Warehouse, Comple-
tion, Location

JEL Classification: C610
AMS Classification: 90B05, 90C08

1 Introduction

The article freely follows and expands the presented article at the QUANTITATIVE METHODS IN ECONOM-
ICS (MULTIPLE CRITERIA DECISION MAKING XXI) 2022 ,,Mathematical Model for Localization of the
Final Shipment Distribution Warehouse at a Distributor Operating in Virtual Reality”. The article [2] dealt with
the issue of the location of one dispatch centre with the completion of multi-products orders (further only the
completion centre) into one of the existing warehouses so that the total costs of the completion and the dispatch of
required warehouse products are minimal. The distribution network contained model data of 4 — 8 warehouses,
distance matrix was known, the handling costs of one normalized product in each warehouse were known and
costs per 1 kilometre driven. The distribution was realized using a homogeneous vehicle fleet, capacity of ware-
houses was unlimited, and therefore every warehouse was a candidate for the location of a dispatch centre with
the completion of multi-product orders (further only the candidate).

The presented article deals with the location of p completion centres within the existing distribution network.
Furthermore, the available capacity of the warehouses will be limited, and the distribution will be realized using
heterogeneous vehicle fleet. As in the original article the minimization of the total costs of the completion and the
dispatch of required warehouse products will remain the optimisation criterion. The handling costs of one normal-
ized product (SPO) are also known. The distribution network contains 19 warehouses. The experiments will be
performed for different values of p.

2 Motivation to solve the problem and analysis of the current state of
knowledge

The optimization of the distribution is demanding processes influenced by demand of customers. It is good to have
large distribution networks with a lot of warehouses for better customer satisfaction and to have tactical located
completion centres at the same time.
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Modifications of the location routing problem (LRP) or vehicle routing problem (VRP) deal with the issue of the
process optimization between final completion and dispatch with limited capacity and end customers. Approaches
based on mathematical programming, heuristic or metaheuristic methods are especially suitable for working with
these problems.

In [5] the authors dealt with Capacitated Location-Arc Routing Problem with Deadlines (CLARPD) and a fleet of
capacitated heterogeneous vehicles. They proposed a mixed integer programming model, that determined which
depots should be opened. It also determined the routes to be served with deadlines and assigned vehicles to each
open depot. Moreover, efficient route plans were designed thereby to minimize total travel costs. Since CLARPD
is an NP-hard problem, a genetic algorithm (GA) with constructive heuristic to generate initial solutions were
designed. Furthermore, the authors investigated the usage of simulated annealing (SA) to determine GA perfor-
mance. The results of the experiments showed the promising potential of GA. According to the authors, the pro-
posed methods could be used for the appropriate location of depots with road salt and planning routes for the
salting of roads during the winter months.

In [6] the authors dealt with the issues related to reduce emissions produced in logistics. They studied low-carbon
LRP with a heterogeneous vehicle fleet, simultaneous pickup and delivery and time windows. A two-phased hybrid
heuristic algorithm. Firstly, they used a GA to group the customer points according to temporal-spatial distance to
construct the initial path, and then they used variable neighbourhood search algorithm to optimize location of the
depots and to determine distribution routes. To improve the result achieved, elements of SA were implemented
into the second algorithm and a vehicle modification strategy was also added.

In [1] the authors dealt with a similar problem, they focused on the issue of VRP with respect to the electric
heterogeneous vehicle fleet for a two-echelon recycling network (recycling stations and recycling centres) within
reverse logistics. The authors solved this problem by using two models and at the same time a hybrid GA in
combination with large-scale neighbourhood search algorithm is proposed to achieve better results. Numerical
experiments showed besides that the usage of a heterogeneous vehicle fleet could reduce costs. According to the
authors, the proposed procedure could be used by recycling companies in the construction of recycling centres and
route planning. The procedure also could further provide a basis for companies to solve the relationship between
the economy, the environment and resources.

Another possible approach to solve heterogeneous capacitated vehicle routing problem (HCVRP) was dealt in [3],
where the authors used Deep Reinforcement Learning (DRL), which is a combination of Deep Neural Networks
and Reinforcement Learning. In solving the problem, they considered both min-max and min-sum objectives for
HCVRP, which aimed to minimize the longest or total vehicle driving time. In this case DRL method was based
on the attention mechanism with a vehicle selection decoder accounting for the heterogeneous fleet constrains and
a node selection decoder accounting for the route construction. The mechanism learnt to generate a solution by
automatic selection of the vehicle, as well as a node that was assigned to it in every step. Numerical experiments
showed that the method is faster than the other modern methods (i.e., SISR), brings better solutions and generalized
problems with a large number of customers for MM-HCVRP i pro MS-HCVRP.

3 Problem formulation and its mathematical model

In this chapter, the solved problem is presented and a mathematical, which is used to perform the experiments
described in the following chapter is presented.

3.1 Formulation of optimisation problem

The set of warehouses I of distributor is defined in the distribution system. For each warehouse i € I, the
requirement a; for warehouse products is defined (a SPO type of product is chose as the basic product, BPO and
XPO type products are normalized to SPO type products). The transport between warehouses is ensured by a set
of vehicles € with different capacities (heterogeneous vehicle fleet). Vehicle capacity k € C is ¢j. The distance
matrix D is known, where its elements d;; represent distances between warehouses. Furthermore, the costs per 1

kilometre driven by vehicle with capacity ¢, marked as [, are known. For each warehouse i € I, its available
capacity f; is defined by the amount of the normalized products SPO, and its handling costs are marked as e;. The
handling costs are only included for transported products from other warehouse to completion centres. Each
warchouse without completion centre could be assigned to the only one warehouse with opened completion centre.
The goal is to choose a location of a maximum p completion centres providing completion and dispatch so that
the total costs of completion and dispatch of warehouse products are minimal.
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3.2 Design of optimisation model

In order to model decision in a mathematical model, we implement three groups of variables into the optimization
problem.

The first group of variables consists of bivalent variables x; modelling the decision on the opening of the
completion centre in the warehouse i € I. If after the optimization, x; = 1, it means that the completion centre will
be located in the warehouse i € . If so x; = 0, then it means that the completion centre will not be located in the
warehouse i € [.

The second group of variables consists of non-negative integer variables y;;; representing the number of trips

made between warehouse j € I without opened completion centre and warehouse i € I with open completion
centre by the vehicle with capacity ¢, where k € C.

The last group of constrains of bivalent variables z;; modelling the assignment of warehouse j € I without opened
completion centre to warehouse { € I with open completion centre. If after the optimization, z;; = 1, it means that
the warehouse j € I without open completion centre is assigned to warehouse i € [ with open completion centre.
If so z;; = 0, it means that the warehouse j € I without open completion centre is not assigned to warehouse { € [
with open completion centre.

The symbol M represents prohibitive constant. If the value of the prohibitive constant was less than the maximum
possible volume of trips in all sessions, the binding conditions would malfunction and thus the optimal solution
would be negatively affected.

The mathematical model of the problem has the form:

minf(x.y,Z):Zzzdij'yijk'lk+z Z € ;"X (D)

i€l jeI kec €] jELj=i

subject to:

aj'(l—Xj)Szzck'yijk proj €1 2

i€l keC

Yijek S M- (1-x;) proi€l,jEl,ak€EC (3)
Yijk < %M proi€l,jelakeC €))
PR )
i€l
Yije £ zij - M proi€lajel (6)

kec
ijszyiﬂc proi€lajel %)

kec
Zai'zifsfi proi €1 (8)
JEI
x; € {0,1} proi €1 (€))
Yijk € Z§ proi€l,jelakecC (10)
z;; € {0,1} proi€lajel (11)

Function (1) represents optimal criterion — the total costs of the completion and dispatch of the required warehouse
products. The first part of the criterion represents total transport costs, second part of it represents the handling
costs of the completion of consignment in the open completion centres. The group of constrains (2) will ensure the
conversion of required products from warehouses without opened completion centre to warehouses with opened
completion centre for the volume of trips. The group of constrains (3) will ensure that if the warehouse is the
completion centre at the same time, products will not be transported. The group of constrains (4) will ensure bond
between values of variables x; and y;j;. The condition (5) will ensure that the completion centres will be a

maximum of p. The groups of conditions (6) and (7) will ensure bond between values of variables z;; for i € I and
JEIland y;;, fori €1, j € I and k € C. The group of the constrains (8) will ensure acceptance of the completion

centres capacities. The groups of obligatory conditions (9) — (11) define domains of the variables used in the
mathematical model.
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4 Calculation experiments with the mathematical model

We will demonstrate the functionality of the model in the following example. The goal is to assess the completion
of multi-product shipments in completion centres located in a maximum of p warehouses which are part of the
distribution network. The following model data were used in the computational experiments. The distribution
network included a total of 19 warehouses, namely Kladno, Kutna Hora, Mélnik, Mlada Boleslav, Beroun, Kolin,
Benesov, Nymburk, Pfibram, Rokycany, Kralupy, Ji¢in, Podébrady, Riéany, Caslav, Preloug, Louny, Dobfis§ and
Jirny. The distances between the individual warehouses were determined according to [4]. Table 1 shows the
weekly customer requirements, handling costs, and available capacity for individual warehouses. For experimental
purposes, the products were normalized as the SPO product, which was chosen as the base.

Warehouse ;o ?PO] [CZK - kes' SPO1] [ksj;lpo] Warehouse L;lpo] [CZK - ki:[ SPO~1] [ksf.S"PO]
Kladno 5367 1,89 42 000 Kralupy 1452 1,6 29 400
Kutnd Hora 2 784 2,05 45 000 Jigin 3687 2,03 30 500
Mzlnik 3579 1,92 56000 | Podebrady 5784 1,87 30 200
Bl\ﬁ?jzv 3679 1,73 20000 | Ricany 8 795 1,94 35000
Beroun 1489 1,84 20600 | Caslav 2014 1,67 36 420
Kolin 2680 1,94 21540 | Prelou¢ 4523 1,99 30 600
Benesov 1754 2 23500 | Louny 9687 1,84 30210
Nymburk 7425 1.8 24530 | Dobiis 5320 1,91 30 800
Pibram 8 005 1,75 27 000 Tirny 3840 1,82 20 000

Rokycany 6 500 2,15 28 000

Table 1 Weekly customer requirements, handling costs, and available capacity of each warehouse

The value of handling costs depends on the technology, technical equipment, and location of the warehouse. There
is a heterogeneous vehicle fleet available. Its capacity and cost per 1 km driven are shown in Table 2.

Vehicle k ¢k [ks SPO| 1,[CZK - km™']

1 2 000 26
2 4500 28,5
3 6 000 29
4 3 800 27
5 7900 30,5

Table 2 Capacity and cost per 1 km driven for each vehicle

The Xpress-1VE optimization software was used to obtain the optimal solution. The experiments were performed
on a personal computer equipped with Intel Celeron with parameters of 1.8 GHz and 4.0 GB of RAM.

They were performed for =2, ..., 19. Since the solution was not changed in any of the tested cases, only the
results of selected optimization calculations are given, summarized in Table 3, and Table 4.

P |Warehouse i 3 9 VE\(l:uZeI?]V
2 1 1 334 539
3 1 1 334 539
4 1 1 334 539
5 1 1 334 539

Table 3 Optimal location of the completion centre and the value of the optimization criterion

As an optimal solution out of 19 model warehouses with the variant choice p, the model always choses only 2

completion centres located in warehouses 3 (M¢lnik) and 9 (Pfibram). In this case, the value of total costs was
CZK 334,539.
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Table 4 shows the determined values of the variables y (4 /; £), where i represents the completion centre, /repre-
sents the warehouse without the opened completion centre and 4 represents the assigned vehicle. The values of
the variables correspond to the number of trips made from warehouse j to completion centre Z Warehouses 1, 2,
4,6,8,11,12,13, 15, 16, 17, and 19 are assigned to the completion centre placed in warehouse 3. The completion
centre for remaining warehouses 5, 7, 10, 14, and 18 is placed in warehouse 9. The solution is again the same for
all cases.

Trips| p 2 3 4 5|Trips|p 2 3 4 5
yG.1.3) 111 1|yG.17.3) 1 1 1 1
y324 111 1|y3174 1 1 1 1
yG44 111 1{y3.192) 1 1 1 1
y3.64) 111 1{y95h) 1 1 1 1
y3.85 111 1|yOo7h) 1 1 1 1
yG LD 111 1{y®,105 1 1 1 1
yG.124) 111 1{y®9.143) 1 1 1 1
yG.I33) 111 1|y4.144) 1 1 1 1
yG.154) 111 1|y®9.183) 1 1 1 1
v(3,16,3) 1 1 1 1|Summary 19 19 19 19

Table 4 Number of trips made from warehouse j to completion centre { assigned to individual vehicle k for
selected p and their total number

5 Conclusion

The presented article deals with the issue of the location of the completion centre within the distribution network.
The aim was to present a mathematical model minimizing the costs of internal distribution between warehouses
and completion centres located in the network, including handling and completion costs. The functionality of the
model was tested on tasks with a different maximum value of the number of operated completions centres located
in the network.

The obtained results clearly show that the available capacity of candidates for the completion centre, the distance
of candidates from other warehouses located in the network, and handling costs play a significant role when locat-
ing the completion centre. The performed experiments further proved that not only the numbers of warehouses
and candidates but also different values of input data within the same number of warehouses and candidates are
decisive for computational complexity. For example, in experiments with 19 warehouses and 4 candidates, the
calculation time ranged from 189.4 s to 6 hours. The calculation came to an end there without reaching the optimal
solution.

Itis also necessary to pay attention to the differences in computing time when changing the values of the maximum
number of completions centres in a task with the same number of warehouses and candidates. As there is no
completion centre capable of completing all requirements, computational experiments were started with comple-
tion centres p = 2, the maximum number. With the maximum number of completions centres = 2 was found that
in order to achieve the minimum costs of 335,538 monetary units, it was necessary to build completion centres in
warehouses 3 and 9. Thereupon, the maximum number of completions centres was gradually increased from a
value of = 2 to p = 19. The values of total costs did not decrease and there were no changes in the location of
the centers. However, the computational time has changed, as it is shown in Table 5.

Maximum number of
completions centres

Calculation Time [s] 802,6 358,6 189.4 180,5 140 150,4 1543 151,6 1532
Maximum number of
completions centres
Calculation Time [s] 151,3 1542 2853 280,8 2845 2855 2857 288,5 456,6

2 3 4 5 6 7 8 9 10

11 12 13 14 15 16 17 18 19

Table 5 Change of computation times depending on the complexity of the task
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The results of computational experiments showed that in the proposed model, it is more appropriate to start con-
ducting experiments on higher values of the maximum number of candidates. In case of higher values of maximum
numbers, the results were achieved in a shorter candidate calculation time. Future research could deal with the
influence of one-time fixed costs on the location of the completion centre (cost for cleaning, maintenance, and
preparation of unused space), the influence of an asymmetric distance matrix, or the introduction of uncertainties
into the model. It would also be interesting to deal with the comparison of the use of homogeneous and heteroge-
neous vehicle fleets in terms of costs incurred.
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Volatility of Corn Futures with Markov Regime Switching
GARCH Model

Michaela Chocholata?

Abstract. This paper deals with the analysis of the volatility of corn futures based on
the daily values from January 3, 2018 to March 30, 2022. Both the univariate GARCH
model and Markov switching GARCH (MS GARCH) model were estimated to illus-
trate the switching behaviour of analysed series during the period under consideration.
The estimation results of GARCH model proved high volatility persistence of the corn
market and the two-regime MS GARCH model enabled to capture various volatility
switches during the analysed period.
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1 Introduction

To analyse the volatility of agricultural futures has become a challenging issue especially during the last two
decades. As pointed out by [6], ,,corn futures are the most liquid and active market in grains, with 350 000 contracts
traded per day”. The largest corn growers are the United States. In addition to the United States, the largest corn
exporters are Argentina, Brazil, Ukraine and France [19]. The price of corn is related to the prices of other com-
modities like meat and oil. Higher prices of corn imply expensive livestock feed which, on the other hand, leads
to the increases of meat prices. Furthermore, the rise of energy prices has led to using corn for production of e.g.,
ethanol and biofuel. Futures enable to consider all the outside factors determining the prices (supply, demand,
weather, stocks, transportation, political events, etc.), so the prices can thus remain relatively predictable. Nowa-
days, due to the impacts of COVID-19 pandemic, the tense world stocks and uncertainty caused by the conflict in
Ukraine, price volatility (instability) for commodities on the world market is likely to continue [23].

Since the end of 2019 the world has been facing the global COVID-19 crisis caused by the coronavirus SARS-
CoV-2. In March 2020 the World Health Organization declared the new coronavirus pandemic. The ongoing
COVID-19 pandemic has heavily influenced the economic environment including the financial and commodity
markets all over the world. There have been published plenty of studies documenting the impacts of this pandemic.
Kotyza et al. [14] analysing the sugar prices, pointed out the substantial increase in the stock market volatility
implied by the COVID-19 pandemic. The unprecedented reaction of equity and commodity markets to the novel
coronavirus was pointed out by Amar et al. [1]. Analysis of daily prices of soybean futures was published by Yin
and Wang [22] who accented that futures price of agricultural products plays a significant role in resource alloca-
tion.

Silvennoinen and Thorp [18] studied the bi-variate conditional volatility and correlation dynamics for individual
commodity futures (including corn futures) and financial assets. They presented evidence favouring closer com-
modity and financial market integration during the period 1990 — 2009 using the generalized autoregressive con-
ditional heteroscedasticity (GARCH) class models. GARCH-class framework by forecasting of corn futures
volatility was used by Wang and Garcia [20] and Musunuru et al. [15]. Da Silveira et al. [7] categorized the
empirical studies into different groups according to the approaches used for investigation of the volatility dynamics
in agricultural markets. The focus on the volatility persistence of agricultural commaodities can be found e.g., by
Balcombe [3]. Zivkov et al. [24] used the Markov switching generalized autoregressive conditional heteroscedas-
ticity (MS GARCH) model to analyse the volatility spillover effect between the four agricultural futures — corn,
wheat, soybean, and rise. De la Torre-Torres et al. [8] applied the MS GARCH model in the analysis of oil and
natural gas futures.

The aim of the paper is to analyse the volatility of corn futures comprising daily data from January 3, 2018 to
March 30, 2022 based on the use of univariate GARCH model and MS GARCH model, respectively. Firstly, to
explore the volatility persistence of traditional GARCH(1,1) model and that of the two-regime MS GARCH(1,1)

1 University of Economics in Bratislava, Faculty of Economic Informatics, Department of Operations Research and Econometrics,
Dolnozemska cesta 1, 852 35 Bratislava, michaela.chocholata@euba.sk.
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model. Secondly, the paper aims to investigate if the timing of volatility switches in MS GARCH(1,1) model is in
line with the commonly known turbulent issues like e.g., COVID-19 and outbreak of the war in Ukraine.

The rest of the paper is organized as follows. Section 2 is devoted to methodology issues including the GARCH
and MS GARCH framework. Data and empirical estimation results are outlined in section 3 and section 4 con-
cludes.

2 Methodology

In general, the futures prices returns of agricultural commaodities (i.e., log returns data yt) do not generally follow
a normal distribution, have a nonzero skewness and kurtosis greater than three [7]. The conditional mean of the
log returns data is often assumed to be zero and it is supposed that the series is not serially correlated. In case of
dynamics in the conditional mean, the Box-Jenkins ARMA models can be used. To capture the time-varying vol-
atility of log returns, the ARCH class models have become very popular during the last three decades. The ARCH
model was introduced by Engle [9] and extended to the GARCH model by Bollerslev [4]. Mathematical formula-
tion of the GARCH(1,1) model is as follows:

hy = ag + @y yiy + by (hH

where the symbols ag, a; and f; denote the unknown parameters. To ensure the positivity of conditional variance
h¢, it must hold that ay > 0,a; > O and f; = 0.

Since the financial markets face to calm and turbulent periods, many researchers (see, e.g., [2], [5], [24]) have
pointed out that the traditional GARCH class models fail to capture the true variation in volatility in case of struc-
tural breaks in empirical time-series. To overcome the overestimation of the volatility persistence and thus the
GARCH model misspecification, the traditional GARCH class model can be merged with the Markov switching
(MS) model [12]. This combined model, called the MS GARCH model, enables to capture the structural breaks
endogenously.

The two-regime MS GARCH specification [11] is as follows [2]:
ytl(st =k, It—l)"’D(O' hk.tt Ek)' (2)

where I;_; is the information set at time £ — 1, symbol D(O, Ryes ek) denotes the continuous distribution with
zero mean, time-varying conditional variance h;, , and additional shape parameters included in the vector €. Re-
gime variable s; assumes only integer values k = {1,2} and is governed by a first-order Markov process. A tran-
sition probability matrix P of dimension 2 X 2 contains transition probabilities p;; = P{s; = j|s,_; = i} giving
the probability that the regime 7 (at time ¢ — 1) will be followed by the regime j (at time £). Since at any time, the
variable should be in one of the two considered regimes, it should hold that

Pi +pi2 = 1! [ = 1,2 (3)
The average length of being in a specific regime, i.e. expected duration E(D;) for i € {1,2} is as follows — see
e.g., [5]:

1

ED) = r—t 4)
The stable probabilities m; of being in a particular regime (i = 1, 2) can be calculated as follows:
;= (1= pu) /(2 = pu — pjy)- ()

Instead of the normal distribution, e.g., the Student’s t-distribution can be used to model the fat-tailed distribution.
To estimate both the GARCH and MS GARCH models, the R software packages “rugarch” [10] and
“MSGARCH” [2] can be used.
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3 Data and Empirical Results

The paper deals with the daily closing prices of corn futures (US cent/1 bushel)? traded on Chicago Board of Trade
(CBoT) spanning from January 3, 2018 to March 30, 2022. The data were retrieved through the R package “quant-
mod” [17] from the web-page of Yahoo! [21]. The whole analysis was carried out with the use of softwares EViews
and R.

The focus of the paper is on the log returns data, i.e. continuously compounded returns yt, which are graphically
depicted in Figure 1 together with the closing prices of the corn futures. Figure 1 includes the basic descriptive
statistics of log returns as well. As expected, in case of the financial time series, the mean of daily log returns is
close to zero. The returns’ daily volatility is of 1.69 %, the distribution of log returns is negatively skewed and
highly leptokurtic. From the beginning of 2018 till the first half of 2020 the behaviour of the daily closing prices
(left axis) was quite stable, significantly rising tendency was detected during the COVID-19 pandemic in the sec-
ond half of 2020 and first half of 2021. The third quarter of 2021 was marked by a fall in prices, while in the
following winter months the rising trend of prices is clearly visible. This tendency lasted essentially until the end
of the analysed period also marked by the outbreak of the war in Ukraine. Furthermore, based on the visual as-
sessment of log returns (right axis) it is possible to identify the volatility clustering, i.e., that periods of low vola-
tility are followed by high volatility periods. The highest volatilities were detected during the first half of 2021.

.10
RERIFWERIIAC 1R Y WO i
SRR PRI *%“ L o5 Descriptive statistics — log returns
L-.10 Mean 0.0007
800 4 L-.15 Median 0.0007
700 L-.20 Maximum 0.0621
600 Minimum -0.1910
500 Std. Dev. 0.0169
400 Skewness -1.2984
300 Kurtosis 19.7426
18 19 20 21 22
—— closing price ----- log return ‘

Figure 1 Daily closing prices (US cents per 1 bushel) and log returns of corn futures; descriptive statistics of
log returns

In the next step, the conditional volatility GARCH(1,1) model of log returns was estimated supposing the zero
conditional mean and no serial correlation of returns. The estimation is based on the Student’s ¢-distributed error
assumption with parameter v indicating the degrees of freedom. The estimation results together with the uncon-
ditional volatility o , degrees of freedom v of the standardized Student’s 7-distribution and the log-likelihood (LL)
are gathered in Table 1. All the parameters were statistically significant at 5% significance level, there was neither
autocorrelation in the standardized residuals nor in the squared standardized residuals till the lag 300 at the 1%
significance level. The ARCH-LM test results confirmed no remaining heteroscedasticity. The assumption of co-
variance-stationarity for the GARCH(1,1) model, i.e., a; + ; < 1, was fulfilled. The choice of the Student’s 7-
distribution was confirmed to be appropriate, since the relatively small degrees of freedom parameter v implied
significant departure from normality [5]. Calculated unconditional volatility o was quite close to its sample coun-
terpart outlined in Figure 1. The time-varying behaviour of the conditional volatility is depicted in Figure 2 indi-
cating extremely high values in the second half of 2021.

2 Corn: 1 bushel = approx. 25,4016 kg, corn contract is for 5 000 bushels.
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a, a, B, a, +f o v LL
8.10°¢ 0.0884 0.8910 0.9804 2.0204 % 4.2169 2986.953
*k *kk kkck *kksk

Diagnostic test results of standardized residuals
Q(300) Q*(300) ARCH-LM
245.52 278.69 0.0170

Table1 GARCH(1,1): Estimation results and diagnostic test results

dokk ok

Note: In all tables the symbols **, ** and * indicate the rejection of the null hypothesis at 1%, 5% and 10% level
of significance, respectively.

0.05 0.06
1 1

0.04
1

garchvol

003
1

0.02
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0.01
|

T T T T
2018 2019 2020 2021 2022

Figure 2 GARCH(1,1): Conditional volatility

Table 2 provides the estimation results of the MS GARCH(1,1) model based on the assumption of Student’s -
distributed innovations and two regimes — regime 1 (low volatility regime) and regime 2 (high volatility regime).
The degrees of freedom parameters v of the #-distribution were fixed across both regimes [5]. Since the estimated
value of v was higher than 2, it was confirmed that the modelled distribution had finite variance and fatter tails
than the normal distribution. Almost all estimated parameters proved to be statistically significant (with exception
of constant in regime 1). The heterogeneous character across the two regimes is clearly observable concerning the
unconditional volatility values. On the other hand, there was almost no difference in within-regime volatility per-
sistence of the MS GARCH(1,1) model across the regimes (i = 1,2). Regime 1, which can be denoted as a low
volatility regime, was characterized by only a little bit higher within-regime volatility persistence in comparison
to high volatility regime 2. The persistence of regimes (i.e., second source of volatility persistence), is given by
transition probabilities p;; and p,,, 1.e., by probabilities of staying in regime 1 and regime 2, respectively (Table
3). The results proved no substantial difference in persistence of regimes. With regard to the stable probabilities
(7, and =, ), the results proved slightly higher stable probability of the high volatility regime 2 of around 0.5606

and expected duration of 2.2758 days, while the probability of low volatility regime 1 was of around 0.4394 and
expected duration of 1.7838 days. As pointed out by Klaassen [12], the LL values can offer an initial view to assess
whether the regime persistence is a considerable source of volatility persistence. However, based on results pre-
sented in Table 1 and Table 2, respectively, the log-likelihoods corresponding to MS GARCH(1,1) model were
lower than their GARCH(1,1) model counterpart, i.e., the results did not confirm that the consideration of regimes
could help to capture the volatility persistence.

a()l all ﬁl all + ﬁl O-l v LL
Regime 1 8.107 0.0034 0.9869 0.9903 0.8838 % 5.0950 2879.2547
* ok ok _ - kK -
aOl al} ﬂz a]z + /BZ O-Z v LL
Regime 2 9.10°¢ 0.0710 0.9191 0.9901 2.9787 % 5.0950 2960.2648
* Aok dekok _ ok _

Table 2 MS-GARCH(1,1): Estimation results
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Py Py I, , E(D,) E(D,)
0.9859 0.0110 0.4394 0.5606 1.7838 2.2758
sk sk skosk sk

Table 3 Transition results

Figure 3 shows the smoothed probabilities for both volatility regimes (i.e., states) of the MS GARCH(1,1) model
indicating that the smoothed probabilities did not move too often between the two regimes. Furthermore, since the
smoothed probabilities were close to 0 or to 1 this pointed out the low level of uncertainty concerning the occur-
rence of a particular regime in concrete time.

Smoothed for State 1 Smoothed for State 2
o | o | W
w @ |
a | o
z 3 z S
=] o
[v] @
8 -2
o g _ o g
o ™|
a o
= MMJ =2 |
a | o
T T T T T T T T T T
2018 2019 2020 2021 2022 2018 2019 2020 2021 2022

Figure 3 Smoothed probabilities for individual regimes

4 Conclusion

As it is commonly known, corn belongs to one of the most important commaodities for humanity and thus the price
of corn has been closely monitored by investors. The state of supply and demand has the main impact on the final
stock exchange price of corn, the price is also affected by the appreciation or depreciation of the US dollar. Fur-
thermore, the price of corn and its volatility on the stock exchange are affected by climate change and weather
changes. Another important factors to be mentioned, concerning the corn prices, are the seasonal cyclical move-
ments and geopolitical situation in the world. The most used financial instruments for corn trading are the socalled
futures [16]. The aim of this paper was to analyse the corn futures volatility based both on the traditional GARCH
and MS GARCH models. The traditional GARCH(1,1) model indicated high volatility persistence and clearly
extremely high volatility values in the second half of 2021. Although the two-regime MS GARCH(1,1) model
enabled to capture various volatility switches during the analysed period, the substantial differences neither in
within-regime volatility persistence nor in persistence of regimes, was confirmed. Overall, the results did not con-
firm that the consideration of regimes could help to capture the volatility persistence of corn futures.
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Pareto Front Approximation using Restricted Neighborhood
Search
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Abstract. The final decision on deployment of emergency service centers includes
balancing between conflicting objectives. Usually, system and fair criteria are consid-
ered. The system criterion expresses average response time of the system to randomly
emerging demand for service of a system user. The fair criterion takes into account
the worst situated users and it can be expressed as a number of users’ demands outside
a given radius from the nearest located center. To support the balancing process made
by the responsible decision makers, a set of non-dominated system designs is to be
determined to enable the final decisions under knowledge of consequences. The
further presented research has been evoked by successfully applied “sandwich” exact
method, where the neighboring members of the Pareto front were determined using a
couple of exact optimization methods. Due to big computational time demanded by
these methods, the whole process of Pareto front determination needed unacceptable
time. We concentrate on speeding up the approach by employing an incrementing
heuristic based on swap operation with respect to a given restriction. We study an
impact of the heuristic usage on the method efficiency.

Keywords: location problems, conflicting criteria, Pareto front approximation, re-
stricted neighborhood search

JEL Classification: C44, C61
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1 Introduction

Designing large-scale service systems in public sector is not easy at all. The combinatorial nature of such problems
often requires the application of different methods of operational analysis, mathematical modeling, but also the
development of specialized algorithms or even complex software tools to solve them effectively [1, 4, 6, 11, 13].
In this paper, we address a group of discrete network location problems that take into account two conflicting
quality criteria.

Various interest groups with different ideas about how the system should work effectively usually accompany
making strategic decisions with long-term impacts. This fact can significantly complicate the decision-making
process. Consider the following example: If we optimized the average availability of a service for users by mini-
mizing the shortest time in which the service could be provided (so-called system criterion), there would certainly
be a small group of people too far away from the nearest source of provided service. Such a system design would
be considered unfair [2, 3, 7]. Although they contribute as much to the functioning of the system as others, they
have significantly worse access to the service. On the other hand, if we minimized only the number of those who
are disadvantaged by their location (so-called fair criterion), we would worsen the value of the former system
criterion. Thus, these two mentioned simple objectives are contradictory [5, 7, 12].

Simultaneous optimization of the system and fair criteria is not possible. Improving one criterion entails worsening
the other and vice versa. Therefore, it is not appropriate for the output of the search for the optimal location of
service centers to be only one solution.

Regarding the output of bi-criteria optimization, it must be noted that one solution is not enough and the set of all
feasible solutions of a given problem can be extremely large. For this reason, providing a small subset of solutions
in which a specific feature applies seems to be a good way. We call such a subset the Pareto front [5, 7, 8, 9].
More details about the Pareto front and its features will be discussed in the following section.
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Research published in [5, 7] has shown that obtaining the exact Pareto front is a very demanding task requiring
enormous computational time. From a practical point of view, it is therefore difficult to imagine. Therefore, experts
in the field of applied informatics and operations research are moving towards the development of efficient and
fast heuristic methods that would produce a Non-Dominated Solutions Set (NDSS) as an approximation of the
exact Pareto front. The main scientific content of this paper is aimed at speeding up the former developed approach
by employing an incrementing heuristic based on swap operation with respect to a given restriction. We study here
an impact of the heuristic usage on the suggested method efficiency.

2 Non-Dominated Solution Set and its Quality

All kinds of the p-location problems, which form the background of public service system designing, have one
common property - combinatorial nature. Let us focus now on the output of bi-criteria optimization following from
the set of all feasible solutions.

Since almost all public service systems have limited human, technical or any other resources, the problem often
turns into the selection of exactly p elements from the set of m candidates in order to optimize given criterion.
Thus, the set of all feasible solutions of the problem can be formulated by the expression (1).

(Pt} Jri=1) a

It must be noted that the cardinality of this set can be extremely large to process. Nevertheless, the original large
set can be presented by a special subset called Parefo front. It can be understood as a small set of solutions, in
which the property of so-called non-dominance holds for each pair of its elements. Let us note that in the bi-criteria
optimization, each feasible solution P can be evaluated by two criteria fi(P) and f2(P) no matter what form they
take. The non-dominance can be explained in the following way: A solution P from (1) is called a non-dominated
solution if every other solution R from (1) for which [fi(P), f2(P)] # [fi(R), f2(R)] satisfies the following clause f1(P)
< fi(R) or fo(P) < f2(R). The set of all non-dominated solutions is called a Pareto fronf or a Pareto set 5,7, 8, 12].
Thus, the Pareto front is formed by non-dominated solutions, which cannot be improved in one objective unless
the other objective is worsened. As the process of the complete Pareto front obtaining is very demanding, we focus
on heuristic search of a good approximation of the Pareto front for the bi-criterial problem. The notion of a Pareto
front can be easily understood from the left part of Figure 1, in which the black circles correspond to the members
of the exact Pareto front and the white ones represent such feasible solutions, which are dominated by the Pareto
front members. In the figure, the symbols MLM and MRM are used to denote the most left and the most right
member of the Pareto front respectively.
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Figure 1 Pareto front and its approximation quality

Another important aspect needed to be solved when working with a Pareto front and its approximation by a set of
non-dominated solutions NDSS, consists in comparison of two sets (usually the exact and approximate Pareto
fronts). Obviously, each of them may have different cardinality. As each member of the approximate set must be
either a member of the Pareto set or it must be dominated by some member, we will measure the accuracy by the
difference of areas under curves determined by the Pareto front and NDSS as shown in the right part of Figure 1.
When comparing the sizes of two grey polygons, the bordering solution denoted as MLM and MRM must either
be the same or very near. Otherwise, the comparison becomes useless [9, 12].
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If we need to stud-y the dynamics of a heuristic method designed for NDSS completion, we can follow these as-
sumptions: The area Anpss for the approximate set NDSS with n elements can be computed according to (2)

n-1

A =;f1(y")*(fz(y“)—ﬁ (»)) 2)

The area 4npss or the difference Avpss — Apr, Where PF denotes the exact Pareto front, may express the quality of
the NDSS as approximation of the Pareto front. Based on the 4npss, we suggest a dynamic characteristic of any
heuristic. We exploit the fact that any incrementing heuristic inspects the set ¥ solution by solution and only
occurrence of successful candidate corresponds with the instant, when NDSS is changed and, simultaneously, the
area Anpss decreases. Let us consider 7 as a time horizon or testing a heuristic used as a generator of solutions-
candidates for NDSS update. Let the sequence {#, i, ..., f;} be a set of instants, when the heuristic produced a
successful candidate. Furthermore, let NDSS(#,) denote the NDSS after the r-th candidate insertion and let NDSS(f)
correspond to a starting NDSS. Then, the dynamic characteristic of the heuristic can be described by a volume
Ve computed according to (3), or it can be described by the mean value of area 4 computed as 4 = Vi,,/T. In
the case study presented at the end of this paper, we report the mean value of area 4.

s—1

I/Heru' = Z ANDSS(;,) * (IH—I - Ir )+ANDSS(fS) * (T_ ts ) (3)

r=0

3 Repeated Refinement of Non-Dominated Solution Set

The suggested approach is based on repeated refinement of a current set NDSS consisted only of two solutions,
where the first one is obtained by minimization of the objective f> and the second one is a solution, for which the
objective f; is as small as possible. During one run of so called outer cycle, the current NDSS with noNDSS solu-
tions ordered according to increasing values of the objective />, the solutions y', ..., y"°"P55! are gradually fathomed
using a local search and the current NDSS is updated. A run of the outer cycle starts with ' (so called the most left
bordering solution). If solution y* is processed, a local search is applied, which starts with initial solution y* and
improves expression wfi(y) + wyf>(y). During the local search performance, the inspected solutions are evaluated
according to objectives fi and f> and used as candidates for immediate NDSS update. When the local search is
finished, then the £-th solution of the current NDSS is compared to the starting solution (former %-th solution) and
if the £-th solution of NDSS has not been changed, the refinement process continues with k+1st solution. In the
opposite case, the local search starts with the changed £-th solution of NDSS. The run of the outer cycle ends with
completing of local search of y*P55'! unless the solution has been changed during the search. The repeated refine-
ment process continues with next run of outer cycle until the determined computational time T elapses. The re-
peated refinement process can be described by the following steps.

0. Construct the initial NDSS with noNDSS solutions. Set t = currentTime, set noQuter = 0.

1. If currentTime - t < T then set noOuter = noQuter + 1, set k' = 1 and go to Step 2, otherwise terminate and
output NDSS, noNDSS and noOuter.

2. Copy the k-th solution of NDSS to y and apply procedure LocalSearch(noNDSS, NDSS) to the starting
solution y* and then go to step 3.

3. Ify*+#y, then go to step 2, otherwise continue with step 4.

4. Ifk<noNDSS -1, thensetk=Fk+ 1 and go to step 2, otherwise go to step 1.

It must be noted that the procedure LocalSearch updates both the set NDSS and the number noNDSS of its solu-
tions. The used procedure LocalSearch is based on a neighborhood search according to the best-admissible strat-
egy. The neighborhood of a current solution y° is defined as a set of feasible solutions, which can be obtained by
performing one permitted operation on the current solution. These neighboring solutions are inspected solution by
solution. The inspection of a neighboring solution y involves computation f1(y) and f>(y), possible update of NDSS
by y, and update of the best-found solution y* of the neighborhood from the point of the minimal value of expres-
sion wy fi(y) + w2 fo(p). If the inspected neighborhood contains better solution than y°, then the current solution y°
is updated by y* and the search is continued with the new neighborhood, otherwise the local search finishes. This
searching process may be restricted so that y* is updated only by such solutions, which satisfy
a fiy) + ax fo(y) < 4.

The procedure LocalSearch performs according to the following steps, where GetNexi(y©) gives the next solution
of the neighborhood of the current solution y° and if there is no next solution, it gives dummy solution d.
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0. Sety* to the input solution, initialize y® = y° and 2 = w1 fi(y°) + w2 fo(°).
1. Sety= GetNexi(y°).
If y=d, go to step 3, otherwise go to step 2.

2. UpdateNDSS(y).
If wi fi(y) + w2 fo(y) < /2, then set y* = y and f* = wy fi(y) + w2 fo(p).
Go to step 1.
3. Ify? #)y~, then set y* = y* and go to step 1, otherwise terminate the local search.

Comment: If the restriction should be used, then the close wi fi(y) + w» f5(y) <2, in step 2 should be enlarged this
way: (w1 fi(y) + w2 2(0) < f°) and (a1 fi(p) + a2 o(¥) = A).

4 P-Location Problem with Conflicting Criteria

The p-location problem with contradictory system and fair criteria studied in this paper can be formulated making
use of the following notations. Let / be the set of m candidates, i.e. /= {1, 2, ..., m}, from which exactly p elements
are to be chosen to establish a service center. Thus, a simple solution of any p-location problem can be described
in two different ways: either by a list of indexes from 7 containing exactly p elements or by a vector of location
variables. The first way was used to define the complete feasible solutions set by (1). The second approach via a
vector is more suitable for implementation and practical usage, because it directly corresponds to the mathematical
model. The decision on service center locating at a location i</ 1s usually modelled by a binary variable y,< {0,
1}, which takes the value of one if a center should be located at 7 and it takes the value of zero in the opposite case.
This way, the following expression (4) can define the set ¥ of all feasible solutions.

Y—{ye{o,l}m:iy,—p} (4)

As far as the system and fair criteria are concerned, their mathematical formulations need several new symbols to
be mtroduced. Let the symbol J be used to denote the set of n network nodes, 1.e. J= {1, 2, ..., n}, in which the
system users are aggregated. Obviously, the sets / and J may be the same and it is no problem if m = n. Each
element jeJ is connected with a weight coetfficient b;. The value of », may have many different interpretations, i.e.
the number of system users sharing the location j or expected frequency of demands for service at this node.
Furthermore, let the constant #; represent the traversing time from the service center location i to the user’s location
j. Since the system criterion follows the concept of so-called generalized disutility explained in [8, 10, 12], it is
assumed that » nearest located centers can participate in the provision of the service for clients. In the criterion
description, gx stands for probability of the case that the k-th nearest center is the closest one, which is accessible.
Operation ming{} returns the k-th minimal value of the specified list of values. After these assumptions, the system
criterion can be formulated according to the expression (5).

r

ﬁ(y):ijqumink{tjj:ieI; y,.=1} )
jeJ k=1
The fair criterion (6) expresses the number of users, whose distance from the nearest located service center ex-
pressed by time exceeds the given limit 7.

jA (y)=2bj max{O, sign(min{tfj d=L..,my, =1} —T)} (6)

JjeJ

5 Numerical Experiments

Presented experiments were aimed at revealing the impact of restriction of the local search on efficiency of the
repeated refinement process. Two series of experiments were suggested and performed. The first series minimizes
in the local search linear combination of the objectives so that w; = 1 and w» = 0 and no restriction was used. The
second series uses the same coefficients w in the local search, but the restriction a; fi(y) + a2 f2(y) < A was imposed
on the search. The coefficients were determined so that a, = 0 and @> = 1 and 4 = £(*™).
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The experiments reported in this study were performed on a common PC equipped with the Intel® Core™ 17-
3610QM CPU@?2.30 GHz processor and 8 GB RAM. The algorithms were implemented in Java programming
language making use of the NetBeans IDE 8.2 environment.

As far as the dataset is concerned, we have built on previous research activities published in [5, 7, 8, 9, 12], in
which the data of road network of Slovak self-governing regions were taken into account. Used benchmarks are
denoted by the abbreviations of particular regions as depicted in Figure 2.

Kodice
(KE

Banskd Bystrica
(8B)

Figure 2 Administrative organization of Slovakia

In the problem instances, all inhabited network nodes represent both the set of candidates for a service center and
the set of system users’ locations. The parameter r used in the system criterion (5) was set to 3. The associated
coefficients gx for &=1, ..., r were set in percentage in the following way: g; = 77.063, g = 16.476 and g3 = 100 -
q1 - 2. These values were obtained from a simulation model of existing Emergency Medical Service system in
Slovakia [10]. Parameter T used in the fair criterion (6) was set to the value of 10 minutes [5, 7, 8, 9, 12].

Basic characteristics of used problem instances are summarized in Table 1. For each benchmark corresponding to
one row of the table, the column denoted by m contains the number of possible service center locations. The
parameter p expresses the number of facilities to be located. The middle part of the table contains the number of
solutions NoS forming the Pareto front. In the column denoted by Area we provide the readers with the size of Ap7.
The right part of the table contains additional information about the bordering points of the Pareto front.

Table 1 Benchmarks characteristics and the exact Pareto fronts features

Region | m | p | NoS Area JSiMLM) | A(MLM) | fiMRM) | f2(MRM)
BA 87| 14 34 569039 42912 0 26649 280
BB 515 36| 229| 1002681 53445 453 44751 935
KE 460 | 32| 262 | 1295594 61241 276 45587 816
NR 350 27| 106 736846 59415 557 48940 996
PO 664 | 32| 271 956103 65944 711 56703 1282
TN 276 | 21 98 829155 45865 223 35274 567
TT 249 | 18 64 814351 48964 450 41338 921
ZA 315| 29 97 407293 48025 254 42110 728

It must be noted that an individual run of the whole solving process was limited by 5 minutes threshold. The
obtained results are reported in the following two tables. While Table 2 contains the results for the algorithm
without any restriction, Table 3 summarizes the obtained results with applying suggested restriction. Both tables
have the same structure. Each column represents one instance. The row CT contains the computational time in
seconds. The objective functions f; and f; of the most left and the most right member of NDSS are not reported due
to the fact that they are almost the same as in the exact Pareto front. The number of NDSS members is reported in
the row denoted by noNDSS. The size of area formed by the NDSS members is given in the row denoted by
FinArea. The row denoted by MeanArea contains the mean value of area. The notation noOS expresses the number
of outer cycles performed during the solving procedure.
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Table 2 Results of numerical experiments with no restriction

Region BA BB KE NR PO ™ T ZA
CT 300.0 488.9 538.3 3292 642.0 302.8 306.5 3174
noNDSS 30 160 193 100 178 85 62 89
FinArea 600880 978508 1214873 738046 846817 865033 824330 411994
MeanArea 601010.7 | 10455109 | 1404536.1 | 7542084 | 916246.2 | 868713.2 | 828293.3| 4225494
noOS 1093 1 2 5 1 17 38 11
Table 3 Results of numerical experiments with suggested restriction
Region BA BB KE NR PO TN T ZA
CT 300.1 303.0 345.5 303.4 323.6 303.1 301.9 303.9
noNDSS 31 205 231 99 249 83 64 89
Findrea 581857 955901 1258817 740919 828837 865163 818920 410206
MeanAdrea 5819189 | 998618.3| 1299127.9| 746261.4| 868151.8| 867047.3| 820978.8| 414136.2
noOS 3289 3 5 24 2 82 125 38

6 Conclusions

This paper was aimed at such public service system designing, in which two conflicting criteria are to be taken
into account. To overcome high computational demands for obtaining the Pareto front, a heuristic approach based
on a simple swap algorithm was suggested. To accelerate the associated solving process, a restriction of the local
search was developed. Presented results of experiments using real small and middle-sized benchmarks have con-
firmed that the restriction enables to make the algorithm significantly more effective by higher number of per-
formed outer cycles. The adjustment helped to obtain better results as concerns the Pareto front approximation
quality measured by the value of area and the cardinality of the non-dominated solutions set.

Future research could be aimed at developing several new strategies or even whole heuristics, which could produce
a good Pareto front approximation in an acceptably short computational time.
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Comparison of Bond Yields to Maturity Using Hawawini-
Vora and IRR Methods
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Abstract. The aim of the paper is to compare yield rates to maturity for selected
bonds. Yield rates to maturity will be calculated using two methods: the classic Ha-
wawini-Vora method and the internal rate of return (IRR) method. The IRR method
is generally used to evaluate investments in the financial market. The paper will com-
pare both methods for different types of bonds depending on the yield, maturity and
market value of the bonds.
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1 Introduction

The aim of the contribution is the comparison of calculating the yield rate to maturity of bonds by means of two
basic methods. The first method is the approximate Hawawini-Vora method [5]. The other method is the internal
rate of return method (IRR), originally outlined by Bohm-Bawerk [1]. The recommendation for calculating yield
to maturity of bonds by the method of IRR reflects the fact that the IRR method has several significant advantages.
These are connected namely with the so-called conventional cash-flows generated by investment to bonds, when
any change of the cash-flow polarity occurs. Problems of the IRR method were completely dealt with in the past
e.g. by Teichroew et al. [14] in compliance with solving the polynomial by the so-called Descartes' rule. The
definition of the conventional type of investment is newly mentioned by Kulakov & Kulakova [9]. Hazen [7]
solved the problem of multiple real IRRs. Interpreting complex roots of the IRR method is dealt with by Pierru
[12]. Pressacco et al. [13] define the so-called quasi-IRR which may not have real-valued IRR. The topic of using
IRRs was summarised by Osborne [11] and Magni [10]. Dhavale & Sarkis [2] dealt with multiple roots analysis
of stochastic type of internal rate of return, which can be applicable if the yield rate to maturity of the bond is
variable (in the case of inflation-linked bonds).

Unlike this method, other approaches to the determination of the bond yield rate to maturity use approximate
methods. Here, four methods of approximation can be historically classified [6]:

i) methods consisting of approximation by direct expansion of the present value of an annuity in powers
of the unknown true yield rate;

i) methods involving approximations by expansion of the present value of an annuity after replacing
the unknown true yield rate by the sum of known trial rate near the true yield rate;

iii) methods based on interpolation between two or more trial yield rates giving nearly correct value;
iv) methods providing empirical approximations.

The last methods ignore the time value of money (e.g. discounting of the bond yields). From among these methods,
that commonly employed by financial analysts is the YTM method [8] that used the ratio of the yield per period
to the average market price of the bond. There is a more accurate method which is widely used, using weight
functions instead of a simple arithmetic mean expressing the relationship between the market price and the face
value of the bond [5]. After the authors, this is referred to as the Hawawini-VVora method.

1 College of Polytechnics Jihlava, Department of Economic Studies, Tolstého 16, 586 01 Jihlava, Czech Republic, petr.jiricek@vspj.cz.

2 College of Polytechnics Jihlava, Department of Mathematics, Tolstého 16, 586 01 Jihlava, Czech Republic, stanislava.dvorakova@vspj.cz.
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2 Methods, assumption and model formulations

For constructing and analysing the IRR model [3] which methodically comes from the net present value (NPV) of
financial investment, the following notation and assumptions are used.

The market price of the bond is defined as the equation:

o C F
PZ;(1+i)f+(1+i)"' @

where P is the market price of the bond,

C is the coupon value,

F is the face (nominal) value,

n is the maturity of the bond,

i is the exact yield rate to maturity of the bond on financial market.

The general calculation of the yield rate of a bond (i) of n years requires solving a rational fractional function of
degree n:

va—i ¢ + F P
"t_1(1-+1RR)t (1 + IRR)™

=0, )

where IRR is the internal rate on return (the numerically solved exact yield rate to maturity of the bond on financial
market); it is yield rate to maturity (i) for NPV = 0.

There are no general algebraic solutions to equation (1) for n higher than four. Therefore, we must use approxi-
mation methods or numerical solutions.

When solving the calculation of the IRR from (2), it is, however, preferable to convert the rational fractional
function (1) by the substitution x = 1%1 to a polynomial function

f(xX) = a;x + azx?® + azx® + -+ ax™, (3)

By using suitable mathematical software (e.g. Maple or Matlab), we can calculate the roots of this polynomial and
by reversing i = % — 1 transform the real-valued roots back to the i variable. The only problem with the conver-
sion is when x = 0. Then i = co.

We do not consider imaginary roots yet because their importance is ambiguous in economic practice in financial
markets. For solutions of the yield rate to maturity of the bonds, it is sufficient to find only real-valued positive
roots of the polynomial function. This procedure is preferable because there are more algorithms for seeking the
root of a polynomial and they are simpler than algorithms for seeking the root of a rational fractional function. To
calculate the roots, it is necessary to use numerical methods because, as well known, there are no formulas for
analytical calculation of roots of polynomials of a degree higher than 3.

Descartes rule of signs: By means of this rule, it is possible to determine how many positive roots there are for
a polynomial function. Assuming that there is a polynomial function f(x), then the number of positive roots is
equal to the number of variations of the sign between individual terms of the polynomial. This method finds even
the solutions which are not from the set of real numbers, but from the set of complex numbers. The rule says that
the number of positive real-valued roots of a polynomial is equal to the maximum of the number of the sign
variations.

Several advances commonly employed by financial analysts include the use of an approximate yield rate to ma-
turity of the bond.
1.  This approximate yield rate (a) is computed according to Kaplan [4]:
c+E=F
a=—s—02 4
F+P ~
2
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Currently, the abbreviation YTM (yield to maturity) is used for this term.

2. Based on Henderson's approximation of yield rate to maturity of the bond, Hawawini and Vora state for yield
rate values in the range 0 < i < 1 (which responds 100% p.a.) and for maturity of the bond in the range
n € (I, o) new weighting function 8 (n, ) in the shape [5]:
1+ )" 1

- ©)

0D =T m=1 in

Formula (5) represents the new distribution of weights between the face value and the market value of the bond in
equation (4). To recalculate the yield rate to maturity approximation value, Hawawini and Vora then assign
a weight of 0.4 to the face value of the bond (F) and a weight of 0.6 to the market value of the bond (P).

The Hawawini-Vora derived approximation equation is in the form:

c+E=F

AYTM = —— T (6)
04F+06P

Currently, the abbreviation AYTM (average yield to maturity) is used for this term.

3 Results

A comparison of the two IRR and Hawawini methods mentioned above is made for two different nominal interest
rates on the bond, namely 5% p.a. and 12% p.a.

a) As basic parameters for comparing the yield rate to maturity calculation using the IRR and AYTM method
(Hawawini-Vora), assume the expected annual coupon yield of the bond (C) of CZK 50. This corresponds to
the nominal interest rate on the bond of 5% p.a. from face value of the bond (F) in the amount of CZK 1,000.
Assume that the market price of the bond (P) reaches CZK 1,100.

Figure 1 shows us the course of the dependence of the yield rate on the maturity of the bond (IRR, AYTM)
depending on the number of years until the maturity of the bond (n) — under the above assumed parameters.

[— 1RR —— avTHM]|

0,04 |
0,03 -
0,02 -

0,01 -

-0,01
-0,02 +

-0,03

-0,04

Figure 1 The course of IRR and AYTM for C = CZK 50, F = CZK 1,000; P = CZK 1,100

Now we define for the difference between the approximation of the bond yield to maturity by the Hawawini-
Vora method and the value determined by the IRR method in the form:

d(C;n, i) = AYTM(C;n, i) — IRR(C;n, i) )

for each the constant market price of the bond (P = const).
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Figure 2 shows the difference between the calculated yield rate values to maturity using the IRR and AYTM
methods (Hawawini-Vora) depending on the number of years to maturity of the bond at lower inflation rates.
We see that the minimum difference is reached from the value of n = 2 and n = 6.

-0,0002

z

-0,0004
-0,0006 ]
-0,0002 i
-0,0010 —
-0,0012 ]

-0,0014 -

-0,0016 —

Figure 2 Difference curve (7) between Hawawini-Vora (AYTM) and IRR
for C=CZK 50, F = CZK 1,000; P = CZK 1,100

b) Now, for the comparison of the yield rate to maturity calculation using the IRR and AYTM methods (Ha-
wawini-Vora), let us assume the expected annual coupon yield of the bond (C) of CZK 120, which corresponds
to the nominal interest rate on the bond of 12% p.a. from face value of the bond (F) in the amount of CZK
1,000. Suppose again that the market price of the bond (P) reaches CZK 1,100.

[— IRR — avTM]|

0,10 —-
0,08 i
0,08 i
0,07 i
0,06 i
0,05 i
0,04 i

0,03 -

0,02

Figure 3 The course of IRR and AYTM for: C = CZK 120; F = CZK 1,000; P = CZK 1,100

Figure 4 shows the difference between the calculated yield rate to maturity values using the IRR and AYTM
(Hawawini-Vora) methods, depending on the number of years to maturity of the bond at higher inflation rates.
We see that the minimum difference is reached at n = 7.5.
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Figure 4 Difference curve (7) between Hawawini-Vora (AYTM) and IRR
for C = CZK 120; F = CZK 1,000; P = CZK 1,100

4 Conclusion

The YTM and AYTM are approximation methods commonly used by financial market analysts to calculate the
yield to maturity of bonds (i). The AYTM method was newly derived from the original YTM method by Hawawini
and Vora using the weight function 8(n, ). This function reflects the influence of two basic parameters of the
bonds, the nominal value stated on the bond at the time of its issue and the market value achieved at the time of
its trading on the financial market. The stated aim of the paper was to compare the yield to maturity of the bond
() using the Hawawini and Vora (AYTM) method with the calculation of the yield to maturity of the bond using
the numerical solution of the IRR (internal rate on return) method.

The results show that the difference of the curves AYTM = ¢(n) and IRR = p(n) is not significant, as shown by
the course recorded in Figure 2 and Figure 4. However, the minimum of the difference curve d(C; n, i) is different
for different values of the coupon yield on the bond (C), reflecting the setting of the interest rate of the bond under
different conditions of the inflation rate at the issue of the bond. The minimum of this difference under conditions
of low inflation occurs for the values of time to maturity n = 2 and n = 6. Under the conditions of a higher
inflation rate, if it is necessary to pay a higher coupon yield on the bond (in the current situation in the economy),
this difference is minimal for the values of the time to maturity n = 7.5.
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Performance Evaluation of Lithuanian Il Pillar Pension
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Abstract. This paper presents results of performance evaluation of Lithuanian 11 pillar
pension funds using rolling window technique. The Lithuanian pension system has
three pillars: mandatory (1%, social insurance system), quasi-optional (11", life-cycle
pension funds) and optional (111", any kind of pension funds or insurance). Invest-
ments in Il pillar from standard funds were changed to life-cycle funds in 2019. To
reveal different behavior of market risk and performance of funds, we used 120 days
windows (rolled by 1 day). Risk-adjusted performance of funds was measured by em-
ploying mean return, average recovery and Sharpe-based ratios such Calmar ratio,
Sortino ratio, adjusted Sharpe ratio, VaR Sharpe ratio. However, to describe market
risk we only focused on 5 special time windows related to COVID-19.

Keywords: pension funds, rolling window, performance measurement, risk assess-
ment
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1 Introduction and literature review

As the pension fund sector is developing rapidly around the globe, regulators are constantly exposed to new chal-
lenges, which have to be managed to maintain financial stability. The ever-changing environment and the global
recession only complicate the work of these institutions, which must respond quickly to emerging risks and make
every effort to eliminate or at least reduce those risks. For these reasons, traditional supervision is increasingly
being replaced by new requirements that focus on a comprehensive risk assessment. As pension funds outlook
should be long-term, it is important that fund managers are able to increase the value of their portfolio by success-
fully investing in selected asset classes.

Significant differences between European and US pension funds exists, and some countries choose not only to
restrict the investment freedom of fund managers but full-out ban investing in certain assets. OECD countries set
limits or a total ban on investing in real estate, private equity, or loans [1]. Boon et al. [2] elaborate that stricter
funding requirements lead to a decline in risky investment in assets, which is most pronounced during the financial
crisis. It is observed that different pension funds managed by companies operating under the same market condi-
tions show different performance results [3-9].

The global financial crisis, ongoing Covid-19 pandemic, both raise scientific debates and questions about how and
to what extent regulators and supervisors should influence pension fund investment strategies or allow professional
pension fund managers to make short-term decisions to protect fund assets from significant losses. Is it precisely
the supervisory authorities that need to pursue only the goals of a long-term strategy?

European Union does not regulate member state pension fund systems, though specific aspects are governed by
European regulation on fund management. Each country locally decides upon its pension system’s set-up, which
most commonly consists of 3 pillars [1]. In Lithuania there are I* being mandatory, ensures base pension level and
is purely managed by local authority. 11" pillar is quasi-optional and regulated by local laws, which could differ
vastly between countries: life cycle funds are mandatory in Lithuania [10,11]. Use of funds in 11" pillar is generally
limited - the beneficiary can receive a payout only when a certain age is reached in a form of one-off payment or
annuity (if the balance is more than a set threshold). Participation in I11" pillar is completely optional and is mostly
supported indirectly via tax cuts. 111" pillar fund set-up or management is not regulated as heavily as 11" pillar
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(e.g. does not have to follow life-cycle investment strategy) and assets can be freely allocated. Key document
describing pension fund management is the prospect which is approved by each country governing body (LT -
Bank of Lithuania). Prospect defines all the key characteristics of a fund including pricing, investment areas and
strategies.

Adjustments in fund asset allocation are defined by two strategies: strategic asset allocation, which defines key
markets and is normally reviewed once per year, and tactic asset allocation, which defines particular sectors and
is normally reviewed once per month. Tactic asset allocation is the only point where will be operating in terms of
investments. But normally it would not make any drastic adjustments as pension funds follow long-term invest-
ment strategy, which ignores short-term adjustments. The investment strategy of the pension fund must be based
on a strategic allocation of pension assets which, according to the pension company, aims to ensure an optimal
ratio of risky to less risky asset classes throughout the accumulation period, taking into account typical average
participant factors such as risk tolerance. The amount of contributions, the accumulated amount, the remaining
duration of participation in pension accumulation, the most commonly chosen type of pension benefits, longevity,
and important assumptions set by another pension accumulation company. Changes in the investment strategy are
considered significant when the share of risky and less risky assets in the pension fund strategy is changed by more
than 5 percentage points, and the investment strategy of the pension fund, its implementation and suitability shall
be reviewed and evaluated at least once every three years. Pension funds are divided into four groups according to
their investment strategy. Most of the second pillar pension funds are “mixed”: assets of these funds are invested
into high investment risk asset classes (e.g. equities) and into less risky asset classes (e.g. government bonds) [12].
According to the data of the Bank of Lithuania [13] and the recommendations of the Association of Financial
Analysts [14], pension funds in Lithuania are classified into several categories based on the investment strategy in
equities: 1) - conservative pension funds (assets under management (hereinafter, AUM) are not invested into eq-
uities); 2) - pension funds investing a small part into equities (up to 30 per cent of AUM are invested into equities);
3) - pension funds investing a medium part into equities (up to 70 per cent of AUM are invested into equities); and
4) - pure equity pension funds (up to 100 per cent of AUM are invested into equities). The review by the Bank of
Lithuania shows [15] that the asset value accumulated in 2nd pillar has amounted to EUR 5.91 million at 31
December 2021; the number of participants has reached 1.388 million. They are managed by 5 companies: "Aviva
Lietuva” (AVIVA), "INVL Asset Management™ (INVL), "Luminor investiciju valdymas” (LUMINOR), "SEB
investiciju valdymas" (SEB), "Swedbank investiciju valdymas" (SWED). Since the transition of IInd pillar pension
funds to life cycle asset allocation approach, the returns have not been homogeneous: robust first year returns were
followed by a rapid fall in the first quarter of 2020. Based on data provided by Bank of Lithuania, during the
outbreak of Covid-19, pension fund returns fell by almost 15%, while cumulative gains still remained positive at
1.8% [16]. Throughout 2021, pension fund performance has remained positive, while markets remain cautious of
on-going COVID-19 pandemic, rising geopolitical tensions due to Russo-Ukrainian war and hindrance of supply
value chain on world economy. The decline in global stock indices and bond prices suggests that changes in global
equity markets are affecting the performance of pension funds.

In further sections of this paper, we provide idea how to explore risk and performance of pension funds market in
rapidly changing economical environment. To understand how market risk changes due to COVID-19 we have
estimated correlation in five time windows (120 days each). These correlations were compared to long-term cor-
relation. Moreover, rolling window technique was used to show how performance of pension funds changes over
time. Such analysis allow us to understand short-term behavior of Lithuanian pension system during uncertain
times. It must be noted that Bank of Lithuania does not regulate short-term fluctuations as they only focus on long-
term stability of pension system. However, for participant of pension system short-term fluctuations are psycho-
logically stressful.

2 Methodology

The performance of pension fund is appraised by combining a measure of risk and a measure of reward that are
estimated for ex-post daily returns ri, i= 1, ---, n. In the literature, there is a broad consensus how to estimate the
reward, but this is not true for the risk quantification, as the ambiguity surrounding the risk concept could be clearly
seen [17,18]. This led to a derivation of numerous risk indices suggested by researchers and practitioners, which
implies that we don’t have a unique way to objectively measure risk. However, on the other hand, this could be
seen as some sort of advantage, as the risk could be studied from different angles. Therefore, in the paper we focus
on one of the most commonly used approaches to measure the performance of some investment by estimating the
Sharpe ratio [19]. More specifically, the several distinct ratios that were built on the concept of appraising the
reward to variability are quantified by considering different risk measures. Particularly, the greater value is, the
better trade-off of risk and return is observed.
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We begin with conventional Sharpe ratio. However, as in most cases, we observe non-normally distributed returns,
it makes sense to consider the adjusted Sharpe ratio introduced in [20]. This ratio adjusts for skewness and kurtosis
by incorporating a reward for a positive skewness and kurtosis less than 3, or a penalty for a negative skewness
and kurtosis greater than 3. In order to take into account extreme values possibly observed during Covid-19 crisis,
the downside or extreme risk is considered by including risk measures for this purpose in the dominator. For
example, Sortino ratio [21], which is another extension of Sharpe ratio, however, in denominator semi-standard
deviation is used. Similarly, Calmar ratio [22] uses the maximum drawdown rather than semi-standard deviation
in the denominator. Value-at-Risk (VaR) [23,24] is an industry standard for measuring extreme risk, therefore we
include Reward-to-VaR measure in the study by computing Sharpe type ratio, with VaR1—«a in denominator( a=
0.05). Additionally, the recovery time or drawdown duration, denoted as Average Recovery, is computed as the
time taken to recover. All mentioned ratios are calculated using 120 days rolling window technique when window
is rolled by 1 day. Finally, the impact of Covid-19 on the performance of pension funds is estimated by dividing
the entire period into smaller sub-periods, and the reallocation of pension funds among clusters is observed.

3 Results

In Lithuania, pension funds are managed by five pension accumulation companies such as AVIVA, INVL, LMNR,
SEB, and SWED. Since 2019, the life-cycle concept has been adopted and life-cycle funds have been established.
As such, the investment risk of pension funds changes regarding the participants’ age. At the beginning of 2020,
all financial markets have been hit by Covid-19 crisis, which resulted in a detrimental impact on pension funds
results. The historical net asset values observed on daily basis were collected from the websites of pension accu-
mulation companies (PACs), namely AVIVA, INVL, LUMINOR, SEB, and SWED, starting from PFs launch date
at the beginning of January of 2019. As each manager operates seven pension funds of different age groups, a data
set of 35 PFs was composed. All PFs demonstrated a growth with a varying slope till Covid-19 crisis, during which
the funds have experienced a maximum drawdown ranging from 8.7% to 31.01%. The recovery period was long
enough, but it seems that all funds achieved their value observed before crisis or even higher. In each age group
we can observe that AVIVA funds were outperformed by other funds, while the performance of the funds managed
by other PACs varies depending on age group. Therefore, in further analysis the whole period was split into five
non-overlapping periods of length 120 days such as 2019/03/19-2019/09/06 (Period A), 2019/09/09—-2020/02/28
(Period B), 2020/03/02—-2020/08/24 (Period C), 2020/08/25-2021/02/12 (Period D) and 2021/02/15-2021/08/06
(Period E).

On the basis of observed net asset value, the daily simple returns of PFs have been calculated as the main variable
to analyse funds. The graphical illustration of returns is depicted in Figure 1.
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Figure 1 Boxplots of daily simple returns

The visual representation of daily returns in Figure 1 reveals that the deviation of returns is much larger for pension
funds of age groups from 68-74 to 96-02, which is a quite expected result because of dominating investments in
stocks. Comparing the managers in between, we can observe that LMNR funds are more consistent, except age
group 54-60. The largest uncertainty is observed for the funds managed by SWED and INVL, with many
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observations distributed in the left side of distribution. Comparatively, AVIVA funds are slightly less extreme than
others, especially on the negative side of distribution, but still experienced a long negative tail.

To quantify the expected reward and risk of PFs, the Sharpe-based performance measures described in the section
“Methodology” have been estimated for each considered period A-E.
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Figure 2 Correlation between measures in periods A—F.

In period A, a strong correlation (see Figure 2) was observed only between Calmar, Sortino and Sharpe ratios.
Average recovery and adjusted Sharpe ratios correlate negatively to all other ratios, while mean return correlates
slightly (positively only to average recovery). Significant changes in correlations are observed in period B. Mean
return begins to correlate strongly positively to nearly all ratios, except average recovery, while the later one re-
mains the only negatively correlated ratio. In period C (just after COVID-19 outbreak) situation is quite similar to
period B, however, average recovery correlates more negatively (strong negative correlation) and correlation of
mean return becomes weaker. Period D is more similar to period A than to any other period analyzed, however,
average recovery and adjusted Sharpe ratios correlate to other ratios more negatively (very strong negative corre-
lation). Finally, in period E the only strong positive correlation remains between Sortino and Sharpe ratios, while
correlation of average recovery and adjusted Sharpe ratios increased comparing to period before. Such configura-
tion of correlations means that after one year market situation returns to pre-COVID status.

Figure 3 represents evolution of estimated ratios (mean return, average recovery, Calmar ratio, Sortino ratio, ad-
justed Sharpe ratio, VaR Sharpe ratio) over entire period by rolling 120 days window and the window rolls by 1
day ahead.
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Figure 3 Evolution of estimated ratios (mean return, average recovery, Calmar ratio, Sortino ratio, adjusted
Sharpe ratio, VaR Sharpe ratio) over entire period by rolling 120 days window

From Figure 3 we see that Calmar, Sortino and different Sharpe ratios behave very similar under different market
conditions. Hence, there is no surprise that their evolution over time (see Figure 3) is quite similar, too: Sharpe
ratio decline at the end of March 2020 was observed. The negative level of mentioned ratios was typical for them
until September 2020. Finally, the Sharpe ratio increase was followed by high volatility period. Calculation of all
these ratios is based on mean return that is why its evolution may look similar to other ratios, especially during
COVID decline. Furthermore, evolution of adjusted Sharpe ratio in off-COVID periods (A, D and E) is quite
different comparing to previously mentioned ratios. It is interesting to note that adj. Sharpe ratio exhibits large
deviations before Sharpe ratio increase or decrease of other ratio and could be used as early warning indicator.
Very different evolution of average recovery ratio coincides with observation from Figure 2 where it correlated
highly negatively to other ratios. It is interesting that Sharpe ratio decline of average recovery ratio was observed
earlier than other ratios reacted to changes in the market that is why it could be used to indicate end of crisis
(COVID-19 in this case).

4 Conclusions

In Lithuania, pension funds are managed by five pension accumulation companies, which are AVIVA, INVL,
LMNR, SEB, and SWED. Since 2019, the life-cycle concept has been adopted and life-cycle funds have been
established. As such, the investment risk of pension funds changes regarding the participants’ age. At the beginning
of 2020, all financial markets have been hit by Covid-19 crisis, which resulted in a detrimental impact on pension
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funds results. Therefore, in the study we aimed to compare the performance of pension funds during this crisis by
splitting the whole period into five sub-periods of length 120 days. For measuring risk-adjusted performance of
funds, the Sharpe-based ratios have been computed to assess the risk in different terms such as standard deviation,
semi-standard deviation, value-at-risk, drawdown, skewness and kurtosis. Additionally, the mean return and aver-
age recovery have been determined. The results have shown that depending on the time periods, the estimated
Sharpe-based ratios may correlate to the different extent. To process and summarize all this analysis, the clustering
analysis has been employed, where the optimal number of clusters in each sub-period was determined based on
the Silhouette validity index. From this analysis, several findings have been revealed. First, before the crisis, the
non-conservative funds belonging to AVIVA, INVL, SEB and SWED demonstrated very similar performance,
where the exception has been determined for LMNR funds. Not surprisingly, the most conservative funds that are
proposed for the age group of 54-60, were split into different clusters. Second, in subsequent periods, the migration
of pension funds from one cluster to another has been observed whatmay suggest that it has been the impact of
few waves observed for COVID-19 crisis. Third, no differences over time have been observed among funds for
age groups of 68-74, 75-81, 82-88, 89-95, 96-02 managed by the same manager whatmay raise a question about
the uniqueness of investment strategies they apply.

All PFs demonstrated a growth with a varying slope till Covid-19 crisis, during which the funds have experienced
a maximum drawdown ranging from 8.7% to 31.01%. The recovery period was long enough, but it seems that all
funds achieved their value observed before crisis or even higher. In each age group we can observe that AVIVA
funds were outperformed by other funds, while the performance of the funds managed by other PACs varies de-
pending on age group, and we can clearly observe the impact of COVID-19 crisis on PFs performance. In both
crisis and non-crisis periods, life cycle fund performance, across all pension fund managers was homogeneous.
This suggests that different PFs invest in uniform financial instruments and markets. Since all PFs reacted similarly
to COVID-19 it can be argued that the regulatory impact on funds is uniform across all fund managers, and though
fund strategies are formulated individually, differences were not evident.
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A Bootstrap Comparison of Robust Regression Estimators
Jan Kalina!, Patrik Janacek 2

Abstract. The ordinary least squares estimator in linear regression is well known to
be highly vulnerable to the presence of outliers in the data and available robust statis-
tical estimators represent more preferable alternatives. It has been repeatedly rec-
ommended to use the least squares together with a robust estimator, where the latter
is understood as a diagnostic tool for the former. In other words, only if the robust
estimator yields a very different result, the user should investigate the dataset closer
and search for explanations. For this purpose, a hypothesis test of equality of the
means of two alternative linear regression estimators is proposed here based on non-
parametric bootstrap. The performance of the test is presented on three real economic
datasets with small samples. Robust estimates turn out not to be significantly different
from non-robust estimates in the selected datasets. Still, robust estimation is beneficial
in these datasets and the experiments illustrate one of possible ways of exploiting the
bootstrap methodology in regression modeling. The bootstrap test could be easily ex-
tended to nonlinear regression models.

Keywords: linear regression, robust estimation, nonparametric bootstrap, bootstrap
hypothesis testing
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1 Introduction

As the linear regression represents the most fundamental model in current econometrics [5], it is crucial to estimate
its parameters without being excessively influenced by the presence of outliers in the data [11]. Robust regression
estimators started to become established alternatives to the least squares since late 1960s [18]. The practical anal-
ysis of economic data however lags behind the current trends in mathematical statistics, although new robust esti-
mators have recently been developed and investigated. The robust estimates are more variable (less efficient) com-
pared to the least squares for non-contaminated models and choosing the robust fit in every situation is not neces-
sarily optimal. The robust procedures are either intended to replace the least squares as self-standing estimators,
or they have the potential to accompany the least squares as a sort of diagnostic procedures [1]. In the second
situation, the user does not have to decide whether the least squares estimator is reliable or whether the robust fit
is preferable. In any case, users of robust statistics should also have the ambition to compare the performance of
several methods and to decide for the method that is able to outperform other methods.

The approach based on understanding robust regression estimators as diagnostic tools for the least squares has
been developed from the very dawn of robust estimation [6]. Such approach is still topical in current data analysis,
as documented e.g. by the application of the least weighted squares estimator [24] in the study of [9], where robust
analysis is presented primarily as a tool revealing non-robustness of a standard data analysis. An example of such
a recent standing-alone methodology is the robust regression by means of the method of moments of [2], which is
reliable under contaminated as well as non-contaminated models. In addition, robust estimators start to obtain their
own diagnostic tools (cf. [25]). In general, if a robust estimator yields a (sufficiently) different result from the least
squares, the user should investigate the dataset closer and search for explanations [17]; in this context, a formal
hypothesis test would be very useful. Let us however proceed with formulating the test problem carefully.

In standard terminology, a coefficient estimate is a realization of an estimator obtained for the sample at hand.
With the sample data in place, two different estimates are either different or not. Still, it may be useful to ask
whether the expectations of two alternative estimates are equal or not. Thus, the question is how to perform a
formal hypothesis test of equality of the means of two alternative estimators, especially for small sample sizes. If
the two estimators are consistent, they are already asymptotically unbiased and any such test is redundant. Still,
the test may be meaningful for situations with finite samples when assuming consistency is not desirable. In fact,
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some of the robust estimators such as the least trimmed squares or least weighted squares require to assume a
lengthy list of technical assumptions in order to achieve consistency; also, each of the estimators has its own set
of specific assumptions [23, 24]. Not relying on the consistency has also the advantage that a possible extension
of the test to nonlinear regression is straightforward; consistency properties remain unknown for some robust
nonlinear regression esteimators (including common types of robust neural networks [20]). This motivates our aim
to propose a test of equality of the means of two alternative linear regression estimators based on nonparametric
bootstrap. We recall that nonparametric bootstrap represents a popular methodology for estimating variability (i.e.
the covariance matrix) of various robust regression estimates [13].

Testing equality of the means of two regression estimates, which seems not be mentioned in recent robust-
ness literature [6], was discussed as an important topic in financial applications in the recent paper [12]. There,
a Hausman-type test was proposed to compare the mean of the MM-estimate with the mean of the least squares fit.
We recall that the Hausman test based on the difference of the two-stage least squares and the ordinary least squares
is based on the asymptotic covariance matrix of the difference; the test is meaningful in econometric models with
endogenic variables, where the least squares estimator is not consistent [5]. Naturally, deriving an asymptotic test
of Hp requires to derive the asymptotic covariance matrix of ,@A — ,5’3 and cannot be obtained only as a combina-
tion of two individual covariance matrices for 3A and ,5‘ B Nevertheless, the work [12] compared two estimators
that are consistent and asymptotically normal, exploiting known formulas for their asymptotic covariance matrices.
Because we do not want to assume asymptotic normality to be available, we resort to a nonparametric bootstrap
procedure. In Section 2, a nonparametric bootstrap test of equality of two means of two alternative linear regres-
sion estimates is proposed. Its performance over three real economic datasets is presented in Section 3. Section 4
brings conclusions.

2 Comparing two regression estimates

Throughout the paper, we consider the standard linear regression model

Yi=p/BXag+-+ 8, Xppte, i=1,...,n ()
which may be expressed in the matrix notation as Y = X 3 + e. Here, we consider p fixed regressors (predictors)
available for the total number of n observations (measurements). In our notation, 3 = (31, ..., ,Bp)T is the vector
of parameters, where the i-th row of X will be denoted as X; = (X1, ..., Xz-p)T fori =1,...,n. We assume the

errors to be independent identically distributed; such random sampling assumption justifies using nonparametric
bootstrap in (1), and we need the assumptions of the so-called classical linear regression model [5], i.e. Ee = 0,
vare = g?Z forac > 0,E XTe = 0,and h(X) = p. While the consistency of the least squares is already ensured
in the classical linear regression under these assumptions, we do not assume additional assumptions required to
achieve consistency of robust estimators in (1).

Our aim is to test equality of two regression estimates of 3 in (1). These two estimates will be denoted as

B =B, BT and B =(BP.... 50T, (2)

while we typically take one to be the least squares estimator and the other to be one of available robust estimators.
We are interested in testing equality of the expectations of these two estimators. Formally, the null hypothesis can
be expressed as

Ho: EB = EBP 3)
for any of the indexes 5 = 1,...,p, against the corresponding two-sided alternative hypothesis. The true but
infeasible expectations naturally depend on the distribution of errors, while we omit any distributional assumptions
here, and on the particular contamination of the data (severity of contamination, type of outliers).

Principles of bootstrap (resampling) applicable to confidence intervals as well as hypothesis tests have been
well known in econometrics and were thoroughly discussed e.g. in [4] and references presented therein. While the
range of commonly used bootstrapping approaches is quite broad, we rely here on the nonparametric bootstrap,
which is known to perform well in regression modeling tasks [4]. A confidence interval for (,5’14 — SB) is simply
obtained from the bootstrap distribution for the random variable (ﬁA — BB). The approach for bootstrap-based
testing of equality of the means of two alternative regression estimates is formally proposed in Algorithm 1.
Algorithm 1 exploits the effective idea to select the bootstrap samples once for all 7 and only afterwards to construct
the confidence intervals separately for every particular j = 1, ..., p. We recall that consistency of both 34 and BB
already ensures (3) to hold. The presented nonparametric bootstrap test is inspired by [8], where nonparametric
bootstrap estimation for robust regression was discussed and presented with an algorithm.
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Experiments

We consider three real publicly available datasets. These were selected as datasets, where it is meaningful to ex-
plain a continuous response by a linear regression model using several regressors. From the original data, we
however keep only continuous regressors, omitting all discrete ones. Let us first describe these datasets, which all
have an economic background and do not contain any missing values.

Algorithm 1 Nonparametric bootstrap test of Hpy (3) of equality of means of ;ni’_f‘ and jf foragivenj € {1,... p}

Input: Data rows (Xjq,. .., Xip. Yi)i=1,..., n
Input: j < {1,..., Pt

Input: S =0

Output: Decision function of the test of Hy in (3)

1:
.

L

HD

fors =1to Sdo
Generate 1 bootstrap samples

{[3:“’“";1"‘ O _;PH:]}:T.) J =1,..., . (—1)

by sampling with replacement from (X, .... Xip, Yi,i=1...., M.
Consider a linear regression model in the form

,.'3)1'}-' = (s)70 + i.‘r]n.fl[stY_h + -t {_g\,“,-pt.g].l—jp + () V5 J= 1...., 1. 5

with random errors (gyvq,. .., (s)Vn-

Compute the estimator ;?,_1 of 7 in(5).
meputg the cﬁstimator Fp of 31in(5).
B = [3}-"’ — 3}5].

end for N N
Arrange the values 8], . .. | #, in ascending order as
é{l) e Eé[_q]- (6)
Construct the 95 % confidence interval as
i iy
[Sunn'ﬂftn—nn] : @

where h = |0.025n | and | 2| denotes the greatest integer smaller or equal to .
Reject Hy (3) if and only if the confidence interval (7) does not cover 0.

The datasets represent important bench- marking data well known in robust statistics, as they contain outliers and
robustness is known to be meaningful and beneficial for their modeling.

Cirrhosis dataset with n = 46 and p = 4 available e.g. in [21]. The death rate from cirrhosis is considered in
individual U.S. states. This response is explained by

- X = percentage of urban population,

- X5 = number of late births,

- X3 = wine consumption per capita, and

- X, = consumption of hard liquor per capita (.Y ;).

Education dataset with n = 50 and p = 3 contained e.g. in the package [22]. Per capita expenditures on public
education are considered in the 50 U.S. states. This response is explained by

- X, = number of residents in urban areas,

- X5 = per capita personal income, and

- X3 = percentage of individuals below 18 years of age in the population.

Pasture dataset with n = 67 and p = 3 available e.g. in [21]. The rental price of pastures in different places in
Minnesota is considered. This response is explained by

- X, = rent of arable land,

- X3 = number of milk cows per square mile, and

- X3 = difference between pasturage and arable land.
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3.1 Robust estimators

The least squares estimator, which is used as the reference estimator here for comparing with robust estimates, is
computed by the function Im of R software. In the computations, we use the following robust estimators.

1. Least trimmed squares (LTS) [18]. In the computations, we use the function ItsReg of [22] with the trim-
ming constant h = |3n/4]. Properties of the LTS were derived in [23].

2. LTS-RLS, which denotes the LTS estimator accompanied by the reweighted version (reweighted least
squares) described in [18]. We use again h = |3n/4].

3. MM-estimator with breakdown point equal to 0.5 and with efficiency equal to 0.95. Properties of MM-
estimators were derived in [15]. For the computation, we use the function Imrob of [22].

4. LWS-lin, defined as the least weighted squares (LWS) estimator [24] with linearly decreasing weights [8];
properties of the LWS estimator bLWS of B were derived in [24].

5. LWS-log, defined with weights generated by the logistic function [8].
6. LWS-trim, defined with trimmed linear weights [8].
7. LWS-err, defined with weights exploiting the (so-called) error function [8].

Except for the LWS, which remains much less known in the econometric community, the considered robust esti-
mators can be characterized as well established tools. We do not present results of S-estimators on the given data
because of numerical instability of their implementation in [22].

3.2 Results

We perform all computations in R software [16] exploiting the robustbase package [22]. Point estimates of the
differences 3 — ;§LS evaluated for the robust estimates of Section 3.1 are presented in Table 1. We do not present
results for the intercept, because we understand the test to be meaningful only for the slopes. As revealed in the
table, highly robust methods yield quite different results from non-robust methods. Particularly, LTS-RLS seems
yield the estimates most different from those of the least squares, while MM-estimators and all versions of the
LWS represent more or less a compromise between the least squares and LTS-RLS.

The table presents also nonparametric bootstrap confidence intervals for the differences 3 — _‘3‘55 obtained
always with S = 1000 bootstrap samples. Using the bootstrap confidence intervals for hypothesis testing, all
obtained intervals cover the value 0. Thus, the bootstrap test yields no significant result on the usual level of 5 %.
In other words, we do not find any significant difference between any two estimates. This is true in spite of the
already mentioned differences among the point estimates corresponding to different estimation procedures.

The regression estimates that have narrower confidence intervals should be preferable for practical applications.
In the cirrhosis dataset, the narrowest confidence intervals are those comparing the mean slopes of LTS and LWS-
trim with the slopes of the least squares. In the education dataset, MM-estimator is the best and LWS-log remains
only slightly behind. In the pasture dataset, LTS and MM-estimator have the narrowest confidence intervals and
all versions of the LWS fall behind.

4 Conclusions

Robust estimators for the linear regression model have already established their position in the analysis of econo-
metric data, although some promising estimators with a high breakdown point remain to be almost unknown to
the econometric community. A bootstrap test of equality of the means of two regression estimates is developed in
this paper based on a bootstrap confidence interval for the difference between the two estimators. We are particu-
larly interested in the LWS estimator which can be characterized as an estimator with only rare applications; see
[24] for the LWS in linear regression or [7] for the LWS in the location model. Still, the proposed bootstrap test
can be used to compare any two robust estimators so that its usage is not limited to the LWS estimator.

The numerical study is performed here for three real economic datasets. Rejecting the null hypotheses would
require more observations in our datasets, because of relatively large values of variances of individual regression
estimates. Actually, significance remains achievable only for a very heavy contamination for n < 70, although
point estimates subjectively seem very different from each other. This is an interesting result as such: on one hand,
robust estimation is typically applied to handle small samples [10], but on the other hand, the variability of robust
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estimators (e.g. of the LWS estimator) has not been sufficiently investigated (see [8]). The results also reveal the

difficulty of reliable regression modeling under small samples.

Mean difference for the regressor
Estimator | Inderoepd X, X X, X,
Clrhosis daiasel (r = 46)
LTS 178 oalT =1.56 038 1.44
[—1.Z3%; 2477] [—%.530; DL18] [—Z407 335] [-0.d8; 3.36]
LTE-RELS i 04358 =136 ond 1.38
[—1.321; X3 [—%. 10 D38 [-Z68;X76] [—0.d8; 3.24]
MM 1.o 0053 —0.13 ol 0
[—Z.005; 2 195] [—2.Z2 1.96] [—Z204; 294] [—1.90;2.08]
LWE-lin 194 R —1.54 =027 — .03
[—1. 10 Z.344] [—3.02; i34 [-272; X35 [-1.79; 1.73]
LW E-log i35 0,380 —0_ 46 —0.47 — 1.8
[—1418; Z113] [—Z.18; 1.26] [—% 1 X16] [—3.19;043]
L% S-trim 0.4 0,197 —0.2% —0.5% —1.51
[—1.30E; 1.507] [—L.77; 1.27] [—2.50 1.B3] [—3.32; 0.30]
WS- 5.0 0. 196 —0.47 —0.20 23
[—1.61G; 2.015] [—2.23; 1.29] [—%.01; 261] [—-1.65;2.11]
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LW S-log 32z 00 =003 =0.TE -
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LW S-log ian —0.152 —0.045 —-1.37 -
[=1.10Z; 0.79&8] [—0252; 0156 [—4.17; 1.43] -
LW S-trim 440 0155 138 1.69 -
[=0LEDS; 1.115]  [=0u072; 0.348]  [—1.21;4.59] -
LW S-z1r 077 0056 LT =045 -
[—O0EL; O0056]  [—0252 0.248]  [-3.65; 1.75] -

Tabie | Resulls of the experiments over three datasets. For each dalaset and estimabe 4. polnt estimates of 4 — A%
are given, where 24 Is ihe least square estimate of the true 5. Bootstrap conddence Intervals for the estimated
differences 3 — 35 ane glso given.
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We can make a general conclusion that robust statistics has shifted since its origins in direction to self-standing
efficient methods. A comparison of point estimates (without any hypothesis test) based entirely on a visual inspec-
tion of the presented tables was common in early books on robustness (such as [18]), but such approach becomes
outdated and we recommend to consider point estimates to be always accompanied by bootstrap estimates of their
variability. Such estimates were presented e.g. in [8] however only for data with p = 1. It is also necessary to
mention that bootstrap as a computational technique, helpful in solving various practical questions (e.g. estimating
the covariance matrices of regression estimators), has not been so much acknowledged in theoretical approaches
to robust statistics [6].

Higher attention of robust statisticians should be paid to methods for high-dimensional data [3]. The robustbase
package [22] for robust statistical methods contains mainly datasets that are even smaller than the datasets analyzed
here. We intend to perform further computations on larger data as well as to extend the bootstrap test procedure to
robust multivariate (or high-dimensional) estimators [14] or robust neural networks [20], for which there are no
available results on consistency.
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Single Sampling LTPD Plans for Inspection by Variables

with Known Standard Deviation
Nikola Kasptikova!

Abstract. The paper addresses the Lot Tolerance Proportion Defective plans. The Lot
Tolerance Proportion Defective plans which minimize the mean inspection cost per
lot of the average process quality were originally designed by Dodge and Romig for
sampling by attributes. The plans for the inspection by variables have been then pro-
posed for a quality characteristic which follows normal distribution. The variables
sampling plans generally allow to achieve significant savings in the mean inspection
cost.

The variables inspection plans available so far include single sampling plans for the
case that the standard deviation of the quality characteristic is not known. This paper
addresses the case of the known standard deviation. The tables of plans for single
sampling by variables when the standard deviation is known are provided in this paper
for several values of the input parameters. The software implementation of the calcu-
lation of plans which may be useful for the situations not covered in the tables is
discussed.

Keywords: acceptance sampling, single sampling plans, inspection by variables,
LTPD

JEL Classification: C44
AMS Classification: 90C15

1 Introduction

The paper addresses the Lot Tolerance Proportion Defective plans. The lot tolerance proportion defective (LTPD)
acceptance sampling plans were designed by Dodge and Romig to minimize the mean number of items inspected
per lot of the process average quality when the remainder of rejected lots is inspected. Such plans are called
rectifying plans. The plans were first designed by Dodge and Romig for the inspection by attributes, see [2]. Plans
for the inspection by variables and for the inspection by variables and attributes (all items from the sample are
inspected by variables, the remainder of rejected lots is inspected by attributes) were then proposed and it was
shown that these plans are in many situations more economical than the corresponding Dodge-Romig attribute
sampling plans. The LTPD plans for inspection by variables and attributes have been introduced in [7], using
approximate calculation of the plans. Exact operating characteristic, using non-central t distribution, has
been later implemented for the calculation of the plans in the LTPDvar package [6]. The operating characteristics
used for these plans are discussed by Jennett and Welch in [3] and by Johnson and Welch in [4]. It has been shown
that these plans may perform better than the original attribute sampling plans, the economic analysis is published
in [8]. The calculation of the LTPD variables sampling plans is implemented in the R extension package [6],
covering both operating characteristics shown in [3] and [4]. The package also covers the new LTPD variables
plans which are using the exponentially weighted moving average (EWMA) statistic in the inspection procedure
to reflect the recent development in acceptance sampling plans design, for details and references see [6].

The variables inspection plans available so far include single sampling plans for the case that the standard deviation
of the quality characteristic is not known. This paper addresses the case of the known standard deviation.

The structure of this paper is as follows: first, the design of the original Dodge-Romig LTPD sampling plans for
the inspection by attributes (see [1]) is recalled. Then we recall the design of the the LTPD variables sampling
plans as shown in [8] and introduce the plans for the known standard deviation case. The tables of plans for single
sampling by variables when the standard deviation is known are provided in this paper for several values of the
input parameter. The calculation and economic evaluation of the plans is done using the free [6] software which
has been published on the Comprehensive R Archive Network.

1 Prague University of Business and Economics, Department of Mathematics, NAm. W. Churchilla 4, Praha, Czech Republic
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2 Dodge-Romig LTPD plans

In this section, let us recall the LTPD attribute inspection plans first. For the inspection procedures in which each
inspected item is classified as either good or defective (the acceptance sampling by attributes), Dodge and Romig
(see [1]) consider sampling plans (n, ¢) which minimize the mean number of items inspected per lot of process
average quality Is, assuming that the remainder of the rejected lots is inspected

I, =N—(N—n)-L(p;n;c) (1)

under the condition
L(pr;ne) < B, 2)

where L(p,n,c) is the operating characteristic (the probability of accepting a submitted lot with the proportion
defective p when using the plan (n,c) for acceptance sampling),

N is the number of the items in the lot,

p is the process average quality,

Py is the lot tolerance proportion defective (P, = 100p; is the lot tolerance per cent defective, denoted LTPD),

n is the number of items in the sample (n < N),

¢ is the acceptance number (the lot is rejected when the number of defective items in the sample is greater than c).

The requirement (2) provides a guarantee for the consumer that the lots of the unsatisfactory quality level, with
the proportion defective p, are going to be accepted only with the specified probability 8 at most (the so-called
consumer’s risk). The standard value of 0.1 is used for the consumer’s risk by dodge and Romig in [1].

3 LTPD single sampling plans for the inspection by variables

The plans for the inspection by variables are introduced in this section. As a more economic alternative to the
sampling plans for the inspection by attributes, the LTPD plans for the inspection by variables were designed
in [7]. The LTPD plans were designed under the following assumptions: The measurements of a single quality
characteristic X are independent and identically distributed normal random variables with unknown parameters
i and o2. For the quality characteristic X, either an upper specification limit U (the item is defective if its
measurement exceeds U), or a lower specification limit S (the item is defective if its measurement is smaller than
S), is given.

Select a random sample of # items in the lot, calculate sample mean ¥ and sample standard deviation s and then
accept the lot if

U—-x X—
>k or

Sk 3)

s
The exact operating characteristic for this case is (see the approximative and the exact operating characteristic in
[3] and [4])

L(p,n,k):/k;g(t,n—l,ul,‘n\/ﬁ)dt, (4)

where g(t,n —1,u;_,+/n) is probability density of the noncentral ¢ distribution with (n — 1) degrees of freedom
and noncentrality parameter u;_,/n, where u;_, is (1 — p) - 100% quantile of the standard normal distribution.

In situations when the standard deviation of the quality characteristic of interest is known, the procedure for the
acceptance sampling is slightly modified and the standard deviation of the quality characteristic ¢ is used in place
of the sample standard deviation s in the procedure described above. The operating characteristic to be used in
such case is then [9]

L(p=nrk):q>(\/ﬁ(ul—pik))v (5
where @ is the distribution function of the standard normal distribution.

The plan parameters (n,k) are determined so that the plan has optimal economic characteristics and satisfies the
requirement (2), when (5) is used as the operating characteristic.

The optimal economic characteristics in this paper mean that the mean inspection cost per lot of the process
average quality is minimized
Ins =N — (N —n)-L(p:n;k). (6)
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The plot of the operating characteristic curve for two example sampling plans is shown in Figure 1. The operating
characteristic used in the plot is the function (5) and the plans are to be used in the known standard deviation case.
The plot illustrates the effect of increasing the critical value k.

Q

—

0.6

0.4

0.2

[ I I [ [ I
0.00 0.02 0.04 0.06 0.08 0.10

Figure 1 Operating characteristic curves of plans n=26 and k=2.63 or k=2.7 (dotted)

4 LTPD plans for known standard deviation

In the following case study we calculate the LTPD acceptance sampling plan for sampling inspection by variables
if the standard deviation of the quality characteristic is known. The economic performance of the plan will be
evaluated with the mean inspection cost per lot of the process average quality and compared with the corresponding
acceptance sampling plan calculated for the situation of unknown standard deviation of the quality characteristic.

Example 1. A lot with N = 1000 items is considered in the acceptance procedure. The lot tolerance proportion
defective is given to be p; = 0.01, and the process average quality is 7 = 0.001. Find the LTPD acceptance sam-
pling plan for sampling inspection by variables when remainder of rejected lots is inspected, under the assumption
of known standard deviation of the quality characteristic.

The plan can be calculated making use of the functions available in the LTPDvar package for the R software [10],
see the documentation of the package for a more detailed description.

The solution is n = 26, k = 2.57768. The mean inspection cost per lot of the process average quality for this plan is
30.36. The solution for the case of unknown standard deviation is n = 85, k = 2.627151 with the mean inspection
cost per lot of the process average quality equal to 104.67, see [3].

It may be observed that the value of the mean inspection cost per lot of the process average quality of the plan
obtained for the known standard deviation case is considerably lower than the mean inspection cost per lot of
the process average quality of the plan obtained for the unknown standard deviation case. This reflects lower
uncertainty in case of the known standard deviation.

The Figure 2 shows the operating characteristic curve for plan n =26, k =2.57768.

The values of the input parameters influence the resulting sampling plan and its economic characteristics. The
Table 1 shows the optimal sampling plans calculated for various values of the process average quality p, keeping
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Figure 2 Operating characteristic curve of plan (26, 2.57768)

the other parameters in our example unchanged. It can be observed that the sample size increases if the process
average quality becomes closer to the lot tolerance proportion defective. This behaviour is similar to that observed
also for attributes sampling plans and plans discussed in [7].

P

n

k

0.0005
0.0006
0.0007
0.0008
0.0009
0.0010
0.0011
0.0012
0.0013
0.0014
0.0015

18
19
21
23
24
26
27
29
31
33
34

2.628412
2.620356
2.606005
2.59357
2.587943
2.577681
2.572983
2.564326
2.556521
2.549437
2.546132

Table 1 LTPD plans for p, = 0.01. N = 1000

Example 2. Let us change some of the input parameter values from Example 1. We will consider the lot tolerance
proportion defective p; = 0.005 first. The optimal plan for this case is n = 49, k = 2.758908.

The Table 2 and Figure 2 show the situation after parameter update in Example 2. The sample size again increases
if the value p becomes closer to p;. From the comparison of Table 2 and Table 1 it can be observed that lower

value of p; (i. e. closer to p) leads to higher sample size.

Example 3. Let us change the lot size from Example 1. In case that the lot size is N = 2000, we get plan n = 29,

k =12.564326 for p=0.001.
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P n k
0.0005 29 2.813807
0.0006 32 2.802378
0.0007 36 2.789421
0.0008 40 2.77846
0.0009 44 2.76903
0.0010 49 2.758908
0.0011 53 2.751864
0.0012 58 2.744105
0.0013 63 2.73729
0.0014 68 273124
0.0015 73 2.725824

Table 2 LTPD plans for p; = 0.005, N = 1000

From the comparison of Table 3 and Table 1 it can be observed that larger lot size has led to an increase in sample
size.

P n k
0.0005 20 2.612912
0.0006 22 2.599576
0.0007 23  2.59357
0.0008 25 2.582658
0.0009 27 2.572983
0.0010 29 2.564326
0.0011 31 2.556521
0.0012 33 2.549437
0.0013 35 2.54297
0.0014 37 2.537034
0.0015 39 2.53156

Table 3 LTPD plans for p, = 0.01, N = 2000

Remark 1. The assumption of known standard deviation may be strong in many situations in practice. For the
cases of unknown standard deviation, the s-plan, which uses the sample standard deviation in the acceptance
procedure, may be used, making use of the algorithm already implemented in the CRAN version of [6]. For the
case when the procedure for known standard deviation is used, but the real value of ¢ is different from the assumed
standard deviation value used in the acceptance procedure, the resulting value of the operating characteristic will
be different from the theoretical value calculated for the assumed standard deviation. Let us consider a simulation
study for the plan from Example 1 (n = 26, k = 2.577681). Let us suppose that the upper limit U = 25, the mean
1 =19.5 and true 6 = 2. Then in case that the assumed value of the standard deviation & = ¢ = 2, the probability
of acceptance is around (.8. For lower & than the true value of the standard deviation &, the actual probability of
accepting a lot is greater, for example using 6 = 1.9 gives the probability of acceptance 0.94. For greater 6 than
the true value of the standard deviation @, the actual probability of accepting a lot is lower, for example using &
= 2.1 gives the probability of acceptance (.59. The plan (n, k) calculated under wrong assumptions may be then
suboptimal.

5 Conclusion

This paper for the first time provides the tables of the rectifying LTPD single sampling plans for the inspection by
variables under the assumption that the standard deviation of the quality characteristic is known. The mean inspec-
tion cost per lot of the process average quality of these plans is lower than mean inspection cost per lot of the
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process average quality for the unknown standard deviation case. The behaviour of the sample size is similar in
both cases, that is the sample size is increasing in the lot size and it increases if the process average quality becomes
closer to the lot tolerance proportion defective.

Current implementation of the calculation is based on the R extension package LTPDvar and is reimplemented in
julia programming language, which can provide fast computations and clear, easy to maintain code. Such features
would be beneficial especially for the calculation of optimal double sampling plans, which is one of the next steps
in research.
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A Comparison of MCDM and DEA Models
Jana Klicnaroval, Michaela Brabcova?®

Abstract. The MCDM and DEA models are widely used in many, not only econom-
ical, studies. The main aim of the MCDM models undoubtedly differs from the aim
of the DEA ones; on the other hand, somewhere, it could be reasonable to use both
methods and compare the results; in some cases, it is not possible. The aim of the
paper is to summarize and discuss the differences between these two approaches and
show the possible differences between results of these methods.

Keywords: Multiple Criteria Decision Making, Data Envelopment Analysis, criteria
preferences

JEL Classification: C830
AMS Classification: 90B50

1 Introduction

Data Envelopment Analysis (DEA) and Multiple-criteria Decision Making (MCDM) are two widely used methods
to evaluate some decision units. At first sight, these two types of techniques seem to differ; in the second view,
they could seem to coincide from some point of view. The aim of this paper is to discuss the main differences
between these methods. Indeed, a huge number of papers on this topic have been written; therefore, the literature
review is the main point of this paper. Let us also remark that not all MCDM methods can be compared with DEA
models. Especially, Conjunctive and Disjunctive methods are based on an entirely different point of view. Under
these methods, the exact values of alternatives under each criterion are important, not their proportion. Therefore,
in the following text, we will focus on only such methods of MCDM, which could be comparable with DEA
models.

Multiple-criteria Decision Making (MCDM)

First, let us briefly introduce the main assumptions and goals of the MCDM. In the MCDM methods, there are
supposed to be some decision units (DMU) and some criteria. Each of the DMU is evaluated under all criteria.
There is also a decision-maker (DM) who has some criteria preferences, and she/he is also able to set his alternative
preferences under each criterion. The aim of these methods is to order the DMUs from the “’best” to the “worst”
for the DM. Sometimes, the aim of these methods could be only to identify ”good” and ”bad” DMUs. However,
the results strongly depend on the DM, more precisely, on her/his preferences.

Data Envelopment Analysis

The Data Envelopment Analysis is based on Farrell’s idea; it was developed in the 80ties. In these methods, some
DMUs with known inputs and outputs are supposed. The aim of the method is to measure the efficiency of the
DMU, in the sense of comparing DMU’s inputs needed for produced DMU’s outputs. The basic model for this
analysis was given by Charnes, Cooper, and Rhodes, see [5]; after establishing this model, many improvements
followed.

2 Comparison between MCDM and DEA methods

As was written above, a huge number of papers have already studied this problem; let us introduce some of them
here. However, before we begin with the known results, let us focus on the differences between these approaches.

2.1 The basic differences

We can see some differences between these methods at first glance; let us summarize them. First, the MCDM
methods suppose knowledge (or at least existence) of criteria preferences; hence the results depend on these pref-
erences. On the other hand, in DEA, we search for every DMU for weights under which the DMU is viewed in the
best possible light. Second, most MCDM methods could order the DMUs from the best to the worst; on the other
hand, the basic CCR model identifies the efficient units, and the other ones could be ordered by their efficiency.

! University of South Bohemia in Ceské Budgjovice, Faculty of Economics, Studentsk 13, 370 05 Ceské Bud&jovice, klicnarova@ef jeu.cz
2 University of South Bohemia in Ceské Bud&jovice, Faculty of Economics, Studentska 13, 370 05 Ceské Budgjovice, brabcm10@ef.jcu.cz
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Third, there are some basic assumptions on the data for the CCR model — we suppose all values are positive, only
cardinal information is allowed, and the data must be from the convex set. On the other hand, the MCDM methods
could also handle ordinal information; convexity is not a necessary condition. Next, the weights in MCDM models
are typically supposed to be normalized, i.e., their sum is equal to one. Therefore, the methods usually use some
normalization (depending on the method) to get comparable values under different criteria. This step is not used
in DEA methods because weights are not standardized the idea is to compare the levels of inputs and outputs. Sure,
sometimes, it is helpful to do the DEA evaluation for data that do not satisfy some of the conditions on the CCR
model; all values are not positive, ordinal values are included, and so on. Therefore, many authors have studied
these problems and tried to avoid such restrictions. Many variations of basic models have been proposed to be able
to handle such data.

2.2 Ranking of all DMUs

As we already mentioned, typically, the MCDM methods rank the DMUs from the best one to the worst one (from
the point of view of the DM), but the classical DEA methods identify efficient DMUs and rank all others according
to their efficiency score. So, there is a natural question if it is also possible to order the efficient DMUs in the
DEA model. One of the papers which answer this question was written by Andersen and Petersen (93), see [2].
This paper introduced the method of ranking efficient DMUs in DEA models. The idea of this method is for every
efficient DMU to do a new DEA model, which does not take into account the evaluated DMU (the efficient DMU
is excluded from the model). And the radial distance between the evaluated DMU and the new production frontier
gives us the ranking of efficient units. However, as, for example, Bouyssou, see [3], mentioned, this method suffers
from the strong dependence of results on the set of data (for example, the existence of a DMU which is ”close” to
the ”best” DMU could strongly affect the result). Another technique that was developed to rank the efficient units
is, for example, the Cross-evaluation technique; for more detail, see [7]. The idea is easy — for optimal” weights
gotten for every DMU to compute the efficient score for all DMUs and then handle with such matrix. However,
since the “optimal” weights are not unique, neither is the matrix unique. It was a reason why Bouyssou, see [3]
concluded that if we aim to order the DMUSs, it is necessary to have given weights.

2.3 Weights in DEA models

One of the main differences between these two approaches is the existence of criteria preferences in MCDM meth-
ods and their no existence in the DEA method. Therefore, it is natural to think about the possibility of including
the weight preferences in DEA models. First, it is necessary to remark that no weight restriction is supposed under
the original CCR model. Therefore, in several cases, the resulting weights are equal to zero. The possibility of
zero weights could be taken as a disadvantage of the method because it causes such criteria to be ignored, i.e., the
unrealistic efficiency scores are obtained. On the other hand, as we will discuss in the following, there is no easy
way to add weight restrictions into DEA models. Surely, the huge number of authors has discussed this issue and
proposed some solutions (see for example [8], [7], [1]). The main problem with weights in DEA models is the idea
of the construction of the DEA model, where no weights are supposed. The DEA models compare the proportion
of outputs and inputs, not their exact values. Therefore, if we add weight restrictions in some absolute values, then,
for example, the solution will not be scale-invariant.

Further, if we set weight restrictions at the same fixed level for all criteria, the strength of such restrictions would
strongly depend on the level of values of DMUs under individual criteria. It would be a substantial restriction for
some criteria (with a high level of values); on the other hand, it would be a very weak criterion for others, which
have low values compared to others. It is also necessary to remark that if we set weight restrictions inappropriately
(it is not seen at first glance, what does it mean), there might be no feasible model solution. Moreover, the DEA
model uses the given set of DMUs and measures the efficiency of the DMU to the underlying production technol-
ogy, which is given by observed units; it is a convex hull of observed units. If we add weight restrictions into the
model, we, in fact, change the underlying production technology; it is a broader set; for more details, see [11].
Podinski, see [12], proved that for any weight restrictions which satisfied some conditions, the optimal weights
for a DMU show the DMU in the best light in comparison to the entire technology expanded by the weight re-
strictions, whether the weight restrictions are included into the model or not. This fact helps to a meaningful inter-
pretation of such results. Let us also remark that inefficient units without weight restrictions stay inefficient under
weight restrictions. On the other hand, some efficient units may be efficient under unrealistic weights — proportion
among criteria preferences. The way of setting bounds for criteria weights is discussed, for example, by Dyson
and Thanassoulis ([8]), who suggest using regression analysis to establish lower bounds for output weights (they
suppose only one input). Later, many authors continue researching this topic; for example, an excellent survey
given by Allen et al. [1]. One of the discussed problems is the question of the setting of lower weight bounds to
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ensure all criteria are taken into account and not destroy the idea of the method. The second widely discussed topic
is such weight restrictions ensure the realistic relationship among criteria preferences, see for example [13].

2.4 Data Assumptions and Summarization

As was mentioned above, if we want to apply a basic DEA model, some conditions on data are required. For
example, we assume positive values, cardinal values, convex set and so on, see for example [6]. Surely, there exist
many modifications which allow to weak or miss out some of them. For example, the special methods that allow
handling with ordinal data exist, methods for handling with fractional data were introduced, and the adapted mod-
els for fraction data, negative values, categorical variables, etc. However, such discussion in detail, unfortunately,
goes beyond the scope of this paper. On the other hand, the data assumptions for MCDM methods depends on
chosen method, and they are usually weakly then in DEA cases. This point of view is necessary to involve into the
comparison.

In the second half of the eighties and in the nineties, it was very popular to study the comparison between DEA
and MCDM methods. Some of the papers studied the comparison of the DEA models results with some chosen
MCDM methads; others authors discussed the modifications of the methods to use the advantages of both of them,
and many others studied the advantages and disadvantages of such approaches. See, for example [14], [3], [15],
and references herein.

3 Using of DEA weights in MCDM models

Now, let us focus on the following question — the comparison of DEA results and results of two chosen MCDM
methods. Many authors have already studied a similar question; for example, for comparing DEA and VIKOR
results, see [10]. More precisely, let us suppose such data could fit for both types of methods — MCDM and DEA
methods. We apply the basic DEA model (the CCR input-oriented model) and, for each DMU, identify the weights
under that the DMU achieves the best evaluation. From the DEA idea, it is considered that if we compare the DEA
efficiencies of the DMU under different linear optimization (DEA) models (i.e., models for different DMUs, with
different weights), they will differ — these efficiencies changes we show in a graph, later.

So, our question is, how does such a change in weights affect the results of MCDM methods. It is well-known that
the MCDM results depend on the weight choice. And our question is if there is any connection between DEA and
MCDM methods results depending on the weights used. Undoubtedly, both types of results depend on weights,
but does it mean that in the same way or not? Hence, we apply MCDM methods with these weights and compare
the ordering of the DMUs with the rank according to the achieved efficiency score under the same weights. There-
fore, we apply the Spearman Correlation Coefficient to rankings for each DMU’s weights and method. We study
the relationship between these orderings under obtained weights. Indeed, we keep in mind the resulted weights are
not unique, and the results strongly depend on the data set. So, this paper is supposed to be just a case study. Let
us remark that the same problem studied Brabcova (see [4]) on different data and got very similar results to ours.

First, let us introduce the data used in our study. These data were inspired by data used in Diploma theses by
Brabcova [4]. In the example, we evaluate the districts (NUTS 4) in the Bohemia region in the Czech Republic.
Leaving aside the discussion about the appropriation of the choice of variables (it could be further research, and
in fact, the districts’ evaluation is not the primary goal of this paper), we have data from 50 Czech districts (NUTS
4). These districts (NUTS4) are evaluated under the following criteria: the average family house price (in CzK/m?3),
the average unemployment rate, the number of crimes per one thousand inhabitants, hospital bed capacity per one
thousand inhabitants, and the average pension.

For this study, we chose the TOPSIS and WSM method (the method based on the assumption of linearity of a
utility function) because these two methods are very often used in economics studies, and they are very different
in the sense of the standardization of data and measurement of the ”optimality”. The WSM used a linear standard-
ization; the TOPSIS applies the euclidian metric.

In the DEA, the cost criteria — family house price, the unemployment rate, and the criminality rate — are taken as
inputs, the other variables, the benefits criteria — hospital capacity and pension, as outputs. The classical CCR
model evaluated each DMU, and we saved the obtained weights. Then we applied two methods of MCDM —
TOPSIS and WSM (the technique based on a linear utility function) — to the data with weights obtained in DEA
models. We save the ranks of the districts under these weights and the methods. Does the choice of weights affect
the results? How do the weights change the efficiencies of the units in the DEA model, and how do the results of
MCDM methods depend on the choice of these weights. Is the district’s rank in TOPSIS/WSM better under its
DEA weights, or if it does not depend? Also, we could ask if the variance of the ranks (for various DEA weights)
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differs from the variance of the ranks under TOPSIS and WSA (for various weights). Surely, the result strongly
depends on the chosen method and the chosen data set; so, if we would make some general conclusions, it would
be necessary to study this problem much more deeply. Here is only such a case study on a chosen dataset. There-
fore, first, let us show the changes in efficiencies ranks for DMUSs under the various optimal weights for individual
units. In more detail, we ran 50 DEA models (for each DMU) and got 50 different weights — one for every DMU.
We write down the order of every DMU under achieved efficiencies for chosen weights. Therefore, we have a
matrix 50 - 50 of efficiencies orders (50 DMUs evaluated under 50 different weights). It is quite difficult to show
such a result, so, in the following Figure 1, we show these efficiencies orders for only the top eight DMUs (ac-
cording to the CCR input model). However, the results for other DMUs seem very similar. Figure shows the top
eight DEA evaluated districts, all of which DEA evaluated under all final weights (for each district). Hence, from
Figure 1, we can see, as was supposed, that for various weights, the efficiencies of the DMUs differ. As was
considered, every district could achieve a high efficiency only under some specific weights; on the other hand, the
efficiency of the same district is low for different weights. More precisely, for example, see districts Décin and
Hradec Krélové; their efficiencies change from the first position to the 45th one (from 50). We can see that only
two districts (from eight displayed in Figure) have position dispersion less than 25 — Ji¢in and Svitavy. As was
already mentioned, if we choose to display some other DMUS, the results seem similar.

® Plzefi-mésto

® Dé&in

® Hradec Kralové

Jiéin

@ Rychnov nad KnéZnou

@ Chrudim

Svitavy

"~ Usti nad Orlici

50 51
Districts

Figure 1 Efficiency Score of the top 8 DMUs

Now, we are interested in the connection with the results of MCDM methods, i.e., how do the rankings under
WSM and TOPSIS depend on these weights, and if it is in some relationship with the DEA efficiency results.
Therefore, we use the weights from the CCR models and apply WSM and TOPSIS. Our results are again in the
forms of 50-50 matrices, so we display the results for only eight chosen districts. Again, the results do not seem to
be affected by the original efficiency of the DMUs. Therefore, it is not important which districts we choose. In the
following graph, we can see the orderings of the top eight DEA evaluated districts again. More precisely, we ran
50 times TOPSIS, resp. WSM, with all 50 DEA weights and in the graph, we can see the achieved ranks of these
districts.

In Figure 2, we can see that there are some districts in which the variance under TOPSIS is higher than under
WSM and vice versa. So, from these graphs, we cannot derive any conclusion from this case study. (The situation
is the same if we look at the results of all 50 districts.) So, let us look at the correlation among these results. In
more detail, we apply Spearman’s correlation coefficients between the ranks under DEA and WSM, resp. TOPSIS.

Hence, in the following Figure 3, we can see Spearman’s correlation coefficients of DMUs ranking under DEA
efficiencies and TOPSIS or WSA ranks. The gray line shows the achieved efficiency in DEA.

From Figure 3, we can see that for the chosen data set, the correlation between DEA efficiencies ranks and ranks
under the WSM method is really high - close to one, for all DMUs. More over, it seems that it does not depend on
the DMUs efficiency. For the TOPSIS, the situation is different; the correlation coefficient changes from the DMU
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to the DMU. However, Figure 3 does not show any dependence between the correlation coefficient and the
efficiency score of the chosen DMU. Such different results for these two methods are not too much surprising. The
WSM uses standardization only by a supposed linear utility function, which is not too far from the DEA model;
on the other hand, the standardization and the evaluation technic in TOPSIS are more different from the DEA

approach.

Rank
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® Dééin
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Figure 2 Ranks of the top 8 DMUs under TOPSIS and WSM
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4 Conclusion

In the paper, we discussed some advantages and disadvantages of DEA models and MCDM methods and their
comparison. In the application part, we show the results of some MCDM methods with weights raised from DEA
methods, leaving aside the fact if such weights are meaningful and interpretable or not. It is clear that the results
of MCDM methods depend on chosen weights and method; however, we are interested in the question if the DEA
results (the achieved efficiencies under different weights) are in some connection with MCDM results. We showed
the case of an MCDM method (WSM), for which the results are strongly correlated. On the other hand, we showed
that it is not a rule, and even though we use the same data, the other method (TOPSIS) could give results that are
not in such a strong relationship. Surely, if we would like to do some general conclusion, it is necessary in a future
research to use much more different data sets. It would be also necessary to use DEA models with interpretable
weights and take into account the weight stability in the MCDM models. More over, for better interpretation of a
correlation coefficient it would be better to apply DEA methods which distinguish effective DMUs and explore if
the result is affected by chosen method
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Facility Layout Problem with Logistic Constraints
Franti$ek Koblasa®, Miroslav Vavrousek®

Abstract. The great pressure to maximise productivity and minimise logistics costs
in manufacturing systems leads to the problem of efficient layout arrangement and
logistics path planning. An efficient layout not only minimises product cost but also
leads to greater customer satisfaction in the form of earlier delivery dates.

This article aims to develop a constructive algorithm for the Facility Layout Problem
of Flexible Manufacturing Systems with material handling. The model of this system
consists of cells with unequal sizes oriented in an open field layout and connected
with paths. Paths that use facility space create a logistic system between facility en-
trance and exit and production cells pick-up and drop-off points.

Solution construction mainly consists of selecting a cell to be placed and a suitable
free space where the cell can be oriented to fit area limitations and, at the same time
to be connected to logistics paths.

There are proposed dispatching rules to make decisions in the before-mentioned steps
and tested on developed model instances. The key objective is to minimise material
handling costs. However, an additional optimisation objective of potential free space
for new cells is also discussed.

Keywords: Facility Layout Problem, Flexible Manufacturing System, Material han-
dling, Constructive Algorithm.

JEL Classification: C60, C63
AMS Classification: 90C27

1 Introduction

Facility Layout Problem (FLP) is one of the oldest [9] Industrial Engineering problems determining the most
efficient arrangement of physical departments within a facility space. Efficient facility arrangement decreases
manufacturing costs, work in process, production lead times and increases productivity. Material Handling Cost
(MHC) is the most mentioned objective to be minimised. The general agreement on MHC participation on the
amount of total operating costs of the company is 20-50%, while the total cost of manufacturing a product is 15-
70% [4, 5]. The optimisation of FLP can reduce these costs by 10-30% [13], while the inefficient layout cant
increase cost [11] and decrease efficiency in general [7] by 35%. That is one of the reasons FLP is one of the most
addressed problems in practice as well as in the scientific literature focusing on production management and In-
dustrial Engineering [5, 13].

There are multiple approaches, in industrial engineering, to designing suitable space composition based on manu-
facturing system type i.e. fixed product layout, process layout, product layout and cellular layout [3]. There is also
a long-living concept of the Flexible Manufacturing System layout that is designed to quickly adapt to changes in
the type and quantity of the product being manufactured.

The decrease in production resulting in merging the manufacturing space or an expansion of space requirements
thanks to new jobs is in the case of real-world problems usually managed manually-intuitively while making proof
of concepts with simulation tools [14].

The operation research approach includes various options based on general problem type (static, dynamic), work-
shop characteristics, problem formulation and solution generation. For deeper characteristics description, see mul-
tiple reviews that map not only bibliographical development [4, 12] and classification of problems [5] but also the
most advanced approaches to finding a solution using machine learning [1].

The motivation of this article is based on real-world layout requirements of small volume customise production,
which has characteristics of job shop material flow. Design FLP of this manufacturing system is very demanding,
thanks to its inability to streamline processes into manufacturing lines. It is also hard to merge common operation

1 Technical university of Liberec, Department of manufacturing systems and automation, Studentsk4 2, Liberec 1, Czech Republic; fran-
tisek.koblasa@tul.cz

2 Technical university of Liberec, Department of manufacturing systems and automation, Studentska 2, Liberec 1, Czech Republic; miro-
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sequences into manufacturing cells. That leads to intensive material handling demand in the form of path space
which is usually neglected in the case of open field FLP by setting its width as 0 or its width is inflated into
workshop space.

This article presents a constructive algorithm that provides a feasible solution to FLP with open space MHS with
pick-up and drop-off points of rectangular workshops, which have to fit limited facility space with its entrance and
exit while paths take additional facility space.

The article is organised as follows. The second chapter defines (based on before mentioned classification reviews)
the open field Facility Layout Problem in the scope of the before-mentioned material handling system with space
requirements. The third chapter is focused on neighbourhood generation of solution space, including constructive
algorithm and dispatching rules used in solution generation. The fourth chapter presents model instances and com-
pares the dispatching rule's ability to meet the goal of minimising material handling costs. The possibility of deal-
ing with the described problem with metaheuristics algorithms is discussed further.

2 Open field FLP with MHS space requirements and logistics access
points

This article focuses on the static (greenfield) FLP in which facility and department do not change over time (shape,
dimension, number and purpose). The further basic model description is made according to Hosseini-Nasab et al.
classification [5] and is based on the model with non-overlapping departments [6, 10].

There are unequal size N departments to be placed in a single floor facility area defined by the height A and width
W with the goal to minimise single objective of MHC (1) where f; represents the intensity of material flow, ¢; cost
of one unit transportation and dj; distance of a path between i and j logistics access points. These logistic access
points include pick-up and drop-off points (P/D) of departments as well as M entrances and K exits to the facility.

N+M N+K

=

i=1

Departments have a regular (rectangular) shape with a fixed height # and width w dimensions. Aspect ratio, which
would make it possible to change length and width while keeping the same area, is not considered. Dimensions
are defined as continual (without defined minimal dimension step as in discrete models). Constraints (2) resp. (3)
define the x,) bottom left position boundary of each department and (4)(5) space limits according to the size of the
facility [6, 10].

x; =x; + (1 —u)w; +u;h; Vi (2)
yi=yi+ @ —u)dh +uw; Vi (3)
x; <W; Vi (4)
yisH; Vi (5)

Position x*@,y?@ of pick-up and drop-off stations are defined as (6)and (7)

@ = xi + (1= u)(1 = v)PDYF + P uy(1 — v) + (w; = P(OID(L —u)) + ©
(hi - P(D)?)ulvl Vi
YYD =y + (- w)(A = v)PD)] + (w; — PD)D)uw(1 - v) + (b — PD)Y)(A — u)v,

where variables (u;, v;) are desition variables presenting orientation (0,0) — cell 7 is in original orientation, (1,0) cell
i is rotated 90° clockwise, (0,1) — 180° and (1,1) - 270°

During the construction of the facility, the layout department can interfere with the defined path, so a new search
for the logistic path has to be performed. However, departments can not overlap (8)(9)(10)
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x; < lyxg + W (1= 1) Vi, j )
y; < by + H(1 — byj) Vi, j (10)

where I =1 if cell i is placed to the left of cell j(x;<x)) else I; =0; by=1 if cell i is placed to the below of cell
J<y;) else b;=0.

Model does not operate with unique path overlapping as paths can overlap each other (merge in one). However, ,

paths can not overlap with departments. It is impossible to define its position beforehand as a dealt problem is
open-field (see Figure 1) without known space constraints of paths other than its width w;,.

f={m =T

-
- 001 [ ]

— QE] =] ﬁg

Single row layout Loop layout Multi-rows layout Open-filed layout

Figure 1 MHS layout design

The following chapter focuses on a constructive algorithm design generating a feasible solution of Regular shape
open field FLP of limited space area, with P/D points and single enter and exit (M/K) from the facility, where
departments cant overlap. The algorithmic model of MHS consists of w; >0 logistics paths going from (to) logistics
access points (P/D, M/K). Paths are not inflated to departments area and will unite (overlap) in the final MHS.

3 Constructive algorithm for OFLP with MHS space constraints

The proposed constructive algorithm for the Open field FLP with Space-Constrained Material Handling System
(OFLP-SCMHS) is inspired by previous space composition problem (bin packing problem) work [8]. During con-
structing a solution to OFLP-SCMHS (see Figure 2) it is necessary to deal first with the sequencing problem of
selecting a suitable department to be placed in one of the defined free spaces (see [8]). Further, it is checked if the
department will fit created free space in r=4 basic rotations (0°,90°,180°,270°). Feasible free spaces are then used
as areas where possible rpr = 36 (4 rotations in 9 placements) space assignment solutions are tested if the depart-
ment can fit space of rpr.

5
‘lII"F'EI_._I Factory Space fit Assigning Factlo ls e
| P |¢ Free . 90° iti to free Ty se

- 7 - £ o
180°

-E 10 2700 -1 Creating paths

q{ ) } = M - . P/D M/K
Departments

Figure 2 Simplified algorithm steps - department assignment to Factory space

The last step is to find the shortest paths from all P/D and M/K points defined by the transportation intensity matrix.
That is the most complex operation of an algorithm which detailed description is out of the scope of this paper. It
is based on Dijkstra's algorithm [2]; however, it can't use a classical wave approach with standardised step size, as
space is not divided into discrete path subspaces but into rectangular free spaces.

First, it makes a search wave (described by graph representation) from P/D points of the department to be placed,
going through free spaces while mapping P/D/M/K of MHS. If it finds free space with possible MHS access points
already in the graph, it notes an alternative trajectory while dij deleting the longer alternative. If it finds a way
between placed departments and/or departments selected to be placed, it notes position in the graph. After reaching
the bottom of the graph, it backtracks to the start of the graph (department to be placed) while calculating the
coordinates of the defined free space trajectory.

Detailed constructive algorithm of FLP described in figure 2 follows.
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Initialise:

01 create list of PB planned and NB un-planed departments N+M+K

02 add enter M and K points as a planned department to PB.

03 create new Bin B in the Bins

04 add new FreeSpace F = (w; h) to B

Place departments

05 for each N placement of department N=(w;h;f;P(x,y);D(x,y))

06 | create conflict set CS from NB, which has flow intensity £>0 with P/D those in PB
07 | select one N of NB from CS to be placed in F

08 for each F(w,h) in B

09 for each rotation r (w,h,a) with angle a,

10 | if F.w>=N.w and F.h>=N.h add r (w,h,a) to R

11 for each rotation r in R,

12 for each place rp=9,

13 | for each r=4 rotation in placement rp

14 | | create space assigments rpr =( w;h;f;P(x,y); D(x,y))

15 ‘ find shortest path d of every rpr (P,D) and every N in PB
16 calculate MHC=f*c*d of every P/D and M/K

17 select rpr with minMHC and add its N in PB

18 | break

19 add new FreeSpaces F = (W; H) to B
20  optimizeFreeSpaces in the Bin B (Erase FreeSpace, which is only subspace)

It is obvious, from above defined algorithm, that defined problem is computationly demanding. This problem as
most of FLP is NP-hard. It consists of n! combinatorial sequencing problem, problem of selecting suitable free
space, finding suitable position inside and proper rotation.

Following dispatching rules are designed to reduce full factorial search so reduce the excessive computation time
of P/D pathfinding:
1) Department sequencing can be made in step 07 by ordering them by:
a. total decreasing intensity flow between NB (not planed) and PB (planed) logistics points P/D/M/K
b. the decreasing total intensity flow P/D/M/K f* = ZAM ¥V £
c. the decreasing department area A=WH
2) Select free space by the min/max rule of the most fitting department in step 08 — place the department in
the smallest feasible area.
3) Selecting placement (out of 9) and rotation in that place (0°,90°,180°,270°) by distance straight line dis-
tance d;; instead of steps 11-13
There are defined model test instances of this problem in the following chapter.

4 Model instances of OFLP-SCMHS

Following 6-SCMHS and 12-SCMHS Model instances are inspired by previous work of Welgama and Gibson
[15]. That includes the size of departments in original rotation (w, ), its P/D (x,y) coordinates, and the transporta-
tion matrix of intensity flow f; However, as it lacks of logistics and facility area constraints, the model had to be
modified to:

e  Set maximal W.H of the facility.
Set coordinates of entrance M and exit K to-from facility
Set flow between departments and M and K (En/Ex).
Set width of paths w,=0.5

e e o

Figure 3 shows two 6-department instances and Figure 4 two 12-department instances which differ in facility area
size (W,H = 22,30 and 26,30) as well as the location of both one entrance and exit.

Sized and P/D locations P/D intensity flow
N W| H|P (xy)|D(xy)|P/D|1|2(3|4] 5|6|Ex
1 10| 5| 0;2.5 |10;2.5] 1 |0]1]2]1] 23|10
2 505|025 525 2 [5/0[1]2]1]2]10
3 20| 5| 1050 10;5 ] 3 [2(3|0|3]2 1] 9
4 86| 40 4;0 | 4 [4]0]0]0| 1|2| 6
5 12/ 4| 0;2 6,0 | 5 |1]2/0/5/0/0] 3
6 916|450 | 03 6 |0/2|0|2|10/0] 4
En/Ex 6-1 |22/30| 10;30 | 22;15 | En [0[5]2]2| 69| O
En/Ex 6-2 [26/30| 0;16 |15;30

Figure 3 6-1 and 6-2 SCMHS instances
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Sized and P/D locations P/D intensity flow
N W H|P (xy) D(x,y)|P/D|1]|2|3| 4 [5]|6|7 (89 |10]|11|12]Ex
1 10/ 5] 0,25 10251 1 |0f1]2{3|2|2|/3|4/2|3|4]|5]|0
2 2/1]005] 1,0 | 2 |5|0/1|2[1|1|2|3|3|2|3]4]|9
3 5/5]025]0.2.5] 3 |2|3]|0f1(2]2|1|2]{4|3|2]|3]|1
4 816 40 03 ] 4 [4|0/0|03|3/2|1|5]|4|3/2]|7
5 20/ 5| 10;5 | 10,0 5 [1]2/0|5/0j1]2/3/1]2|3|4]|1
6 15/10] 7.5,0 | 7.50| 6 [0[2|0]2|0/0|1]2/2]1]|2]|3]|6
7 20/20| 0;10 | 10,20 7 |0]|2|/0| 2 |5|/5|0f1/3|2|1|2]|8
8 411]005] 20| 8 |[6|0|5|10/1|1|/10/0| 4 |3 |2 |1]|1
9 500 5| 0,25 150,25 9 |2|4|/5/01/1|5/0/0|1|2|3]|7
10 10/10] 50 50 | 10|1|5/2|0|5/5/2|0/0j|0]|1]2]|0
11 1006 03 03 111 |1|0[2|5|4/4|/3|5/10/5]|0 1|1
12 20014 0,7 | 20,7 {12 ]1]|0/2|5|0/0|3|0j10]0|2|0]1
En/Ex 12-1]60|52| 25:0 | 60;30| En |7]|2|6/ 0]0/9/4|6/31|]0[3]|0
En/Ex 12-2152/52] 21:0 | 21:52

Figure 4 12-1 and 12-2 SCMHS instances

5 Tests and results

Table 1 describes results obtained by looking for the solution of models 6-1, 6-2, 12-1 and 12-2 using dispatching
rules described in the previous section (sequencing-free space search-placement selection e.g. IT-F-ND):

(IT) stands for option 1a) of selecting maximal total intensity flow first

(1) is 1b) prioritising department which has maximal flow with already placed

(Max) is 1c) selecting the biggest area department available to be placed

(F) represents 2) full search of available free spaces, while (m/M) is preselecting the one which fits placed
department best.

o (ND) represent options where all possible 34 positions are tested to find the shortest path while (AD)

o selects placement with the shortest P/D air distance.

The objective function of minimising total MHC (1) by the above-mentioned dispatching rules as well as maximal
remaining area are shown in Table 1, where the best results found are marked by green.

MHC Max remaining area
Rule/Model 6-1 6-2 12-1 12-2 6-1 6-2 12-1 12-2
IT-F-ND 6053 | 6565 | 91345 | 90308 121 90 559 559
IT-m/M-AD - 10 157 | 121 873 | 165 155 - 143 997 484
I-F-ND - 6666 | 77970 | 71851 - 159 795 403
I-m/M-AD | 10675 - 196948 | 146 813| 138 - 624 572
Max-F-ND | 10031 | 8788 | 80316 | 94 707 128 184 741 331
Max-m/M-AD| 10557 | 14060 | 178 875 | 151 606 85 143 1027 633

Table1l 6 and 12 SCMHS test results

As expected (IT) rule with full (ND) search was the best while minimising MHC in case of small 6-1;2 problems.
The biggest current flow of rule (1) was best on average. However, it was not able to find a feasible solution in the
case of I-F-ND. Dispatching rules which were not able to find the solution (not all objects can be placed in limited
space are marked in Table 1 by (-). That is caused by the very demanding shapes of departments (see Figure 5
model 6-1;2 eg. deparment n.3 or 12-1;2 department n.9). Figure 5 also shoves how the size of free space influences
results significantly as 6-1;2 using the same rule IT-F-ND differs only in x facility dimension. The future necessity
of multi-criteria objective function can be seen on 12-1 where (Max) is far the best solution in Max remaining
space while having the worst result in MHC.

& -
= L 1 " 2 . =4

I | 1 = 2 ]
2 2 N x o

L 5 1

]
15 l ] w1 1 2
10 :
. ‘ :
“a 10 15 F 5 10 15 20 % 10 w0 0 40 o 20 0 $0 ] 6
6-1 6-2 Max-m/M-AD [-F-ND
IT-F-ND 12-1

Figure 5 Comparison of Facility size and dispatching rule influence on results
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6 Conclusion

Presented research shows that constructing feasible solutions of FLP with MHS space usage while having limited
space of facility is very dependent on WxH aspect of both departments and facilities. The designed algorithm failed
to find a feasible solution in 3 out of 24 cases in the last step as 3rd department of both 6-1;2 has the smallest (MH)
intensity while having the biggest wxh ratio, so it was about to be placed last.

Reducing search space by selecting the nearest position (AD) instead of testing all 34 possible combinations (ND)
reduced computation time significantly. Computation time was approximately hundreds time shorter in the case
of 6-1;2 problems and a thousand times faster in 12-1;2 using AD. ND finds significantly better results in MHC.
However, in the case of maximal remaining free space AD performed better on average.

Future research will focus on studying the possibilities of generating feasible solutions of proposed OFLP-SCMHS
as well as setting an appropriate size and aspect of Facility space. Multi-objective evaluation and research in the
field of time-efficient MHS pathfinding will be key areas to apply metaheuristic optimisation methods in the future.
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Stochastic Dominance Constrained Portfolio Optimization

with Distortion Risk Measures
Milo§ Kopat!

Abstract. The paper deals with risk-minimizing, stochastic dominance constrained
portfolio optimization problems where the risk is modeled by distortion measures.
These measures could be seen as a generalization of Value at Risk, Conditional Value
at Risk or Expected shortfall. If the associated distortion function is concave the meas-
ure is coherent. We analyze several such portfolio selection problems for different
choices of a concave distortion function. First, assuming a discrete distribution of re-
turns, we identify in sample optimal portfolios with and without second order stochas-
tic dominance constraints. Then we compute the out-of-sample characteristics. Fi-
nally, we compare the in sample and out—of-sample results of all considered models
among each other.

Keywords: portfolio optimization, distortion risk measure, stochastic dominance

JEL Classification: D81, G11
AMS Classification: 91B16, 91B30

1 Introduction

Distortion risk measures form an important class of risk measures which emanate from the dual theory of choice
under uncertainty proposed by [14]. Later on, [12] developed the axiomatic approach. The idea behind the distor-
tion risk measure is the transformation of the given probability measure of returns or losses in order to quantify
the tail risk more accurately and therefore give more weight to higher risk events. Perhaps interesting could be a
relation to stochastic dominance which is an attractive tool for random returns comparisons in various applications,
see e.g. [8] or [5] for recent applications of stochastic dominance in pension fund management. Therefore, we
combine these two tools on the portfolio optimization problems. It means that feasible portfolios are only those
which dominate a given benchmark (1/N strategy) with respect to the second—order stochastic dominance. And the
goal of the portfolio selection is to identify the risk-minimizing portfolio from these feasible ones. For the sake of
comparison, we consider also the risk-minimizing problems without SSD constraints which follows [4] and [7].
Finally, we provide a sensitivity analysis with respect to changes in the underlying distortion function.

The remainder of this paper is structured as follows. Section 2 presents a notation and basic properties of the dis-
tortion risk measures. It is followed by a formulation of stochastic dominance constrained portfolio selection prob-
lem with distortion measures of risk in Section 3. Empirical study is presented in Section 4 and the paper is con-
cluded in Section 5.

2 Distortion risk measures

We follow [7] in summarizing the most important properties of the distortion risk measures. In the whole text, we
assume that X is a set of random variables on a probability space (€, #, P). A random variable X € X represents
a loss random variable (typically, positive values are associated with losses and negative values represent gains) of
some financial asset (portfolio).

Definition 1. ([2]) Suppose that g : [0, 1] — [0, 1] is a non-decreasing function such that g(0) = 0 and g(1) =1
(also known as the distortion function) and X € X with a distribution function Fx (x). Then, the distortion risk
measure associated with the distortion function g is defined as

0 )
Pg(X)Z—f [l—g(l—FX(x))]dx+j; g(1 — Fx(x))dx,

provided that at least one of the integrals is finite.

! Charles University, Faculty of Mathematics and Physics, Department of Probability and Mathematical Statistics, Sokolovska 83, 186 75
Prague 8, Czech Republic, kopa@karlin.mff.cuni.cz
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When we define the decumulative distribution function (also known as the survival function) Sx(x) = 1 —
Fx(x) = P(X > x) and we use it instead of the distribution function, we obtain

0 o0
pe(X) = - f [1 — g(Sx (x)]dx + L o(Sx (x))dx,

The interpretation of this definition is that the distortion measure represents the expectation of a new random variable
with re—weighted probabilities. In some cases, such as problems related to insurance or capital requirements, it is
appropriate to assume that the random variable X € X is non—negative. In this case, when X € X is a non-negative
random variable, then p, reduces to

pe0) = [ e,

The class of distortion risk measures is prospective, because distortion measures, in the general case, fulfill the
conditions of monotonicity, positive homogeneity and translation invariance.

Theorem 1. ([9]) (Monotonicity) Suppose that XY € X and X < Y. Then pg(X) < pg(Y).
(Positive homogeneity) For a distortion risk measure pg, X € X and 1 > 0: pg(A1X) = Ape (X).
(Translation invariance) For a distortion risk measure p, and X € X it holds thatVe € R : py(X+c¢) = pg (X)) +c.

Theorem 2. ([13]) The distortion risk measure pg(X) is sub—additive

pe(X +Y) < pg(X) + pg(¥),
if and only if g is a concave distortion function.
Summarizing, a distortion risk measure p, (X) is coherent iff g is a concave distortion function.

In the following example, we present the representations of risk measures Value-at—Risk (VaR) and Expected
Shortfall (ES) as distortion risk measures.

Example 1. Suppose that X € X, @ € (0,1). If

[0 Tosx<i-a
X) =
8 1 ifl-a<x<l.

then VaR,(X) = pg(X) and if
X
g(x) =min (— 1), where x € [0, 1].
1 -a
then, ES, (X) = pg(X).

Another example of distortion risk measure includes the Proportional Hazard (PH) transform proposed by [11]
as a new risk—adjusted premium for insurance risk pricing. This measure has a distortion function

gx)=x"7 xe[01],y>1. (1)

Consequently, we define the PH—transform measure as:

pru(X) = f Sx(0)Vdx, ¥ =1,
0
where Sx (x) = 1 — Fx (x) is defined as previously.

As we can see from the definition of the distortion function g of the PH transform, this function is concave and
therefore, the PH-transform measure satisfies the sub—additivity property.

Theorem 3. [4] Let g (x) be a concave distortion function and let y; be a realization of random loss X€X such
that P(X=y;) =L, j=1,....m. Let G(i) = g(1 - =L) = g(1 = L),i = 1,...m. Then

m -
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m

m
pe (X) = Tidnzcj + Zd,— 2)
=1 i=1
S.t. -Giyj+ci+d; 20, i,j=1,.,m.

3 Portfolio selection problems

Let us consider a random vector r= (ry, r», ..., rn ) of returns of N assets in m equiprobable scenarios. The returns
of the assets for the various scenarios are collected in matrix:

where x’= (x{, x),....x%,)isthes-throw of matrix X. A vector of portfolio weights is denoted by A= (A1, A2, .... An)".
In this paper, we exclude short sales, that is, the set of all feasible portfolios A can be characterized as follows:

N
Az{/IERN Z/l,,zl, A, =0, n=1,2,...,N}.
n=1

In this notation, the loss of portfolio A is - rT A with equiprobable realizations: —x’A, ¢ = 1, ..,m which play the role
of vector losses y; in Section 2. Therefore, employing (2), the distortion risk minimizing problem is formulated as
follows:

nm

m
3}{1} ZICJ +Zl:dj (3)
= i=

st Gix/Ad+cj +di20, i, j=1,..m
AeA.

Following [8], the problem with SSD constraints could be formulated as follows:

i

m
AW X

j=1

st Gix/A+c; +di20, i j=1,..m
XA> WXt
'W=1 Wli=1 w;>0
AeA.

where 7 is the benchmark portfolio, in this paper: 7, = 0.1, k = 1,..., 10, and W is a double stochastic matrix with
elements w, ;.

4  Empirical study

4.1 Data description

We consider ten industry representative portfolios from the Kenneth French library as the base assets in our em-
pirical study. The data of daily returns are divided into two parts: in-sample period (1.1.2019 — 30.6.2020) and
out-of-sample period (1.7.2020 — 30.6.2021). Descriptive statistics of both datasets are summarized in Table 1 and
Table 2.
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mean st. dev. min max skewness kurtosis
NoDur 0.043 1.596 -9.870 7.450 -0.746 11.284
Durbl 0.141 2.429 -14.430 15.030 -0.549 9.922
Manuf 0.050 1.964 -11.110 10.830 -0.497 9.475
Enrgy -0.055 2.871 -19.730 16.000 -0.762 11.521
HiTec 0.152 1.977 -13.180 10.690 -0.530 10.978
Telecm 0.050 1.620 -9.080 9.060 -0.481 9.863
Shops 0.103 1.540 -10.610 7.050 -0.983 12.565
Hlth 0.066 1.579 -9.740 6.980 -0.419 8.387
Utils 0.036 1.964 -11.610 11.760 -0.007 13.133
Other 0.045 2.138 -13.380 12.240 -0.570 11.419
Table 2: Basic descriptive statistics of daily returns (in %): out—of-sample period
mean st. dev. min max skewness kurtosis
NoDur 0.115 0.835 -3.020 2.420 -0.195 0.764
Durbl 0.400 2.862 -12.400 11.510 0.004 2.004
Manuf 0.163 1.073 -2.960 2.740 -0.169 0.294
Enrgy 0.203 2.422 -5.650 14.040 0.902 3.689
HiTec 0.167 1.429 -5.670 4.290 -0.537 1.150
Telecm 0.114 0.960 -3.100 3.450 -0.108 1.115
Shops 0.129 1.066 -3.510 2.890 -0.365 0.894
Hith 0.100 0.956 -3.010 3.780 -0.043 1.105
Utils 0.073 1.027 -2.950 2.730 -0.143 0.041
Other 0.177 1.163 -3.120 5.660 0.229 1.654

4.2 Results without SSD constraints

As the distortion function we consider only PHT but with several parameters y. To fulfil the assumptions of The-
orem 2, we consider only y > 1. Note that if y = 1 then the distortion measure is expected value and, hence, the
optimal portfolio invests everything in the fifth asset which is the most profitable one. The optimal portfolios of
(3) for considered parameters y are summarized in Table 3.

Table 3: Compositions of optimal portfolios: in sample period

v NoDur Durbl | Manuf | Enrgy | HiTec| Telem | Shops | Hlth | Utils Other

1 1

1.5 0.026 | 0.654 | 0.320
2 0.036 0.174 | 0.398 0.392
3 0.037 0.465 0.498
4 0.633 0.367
5 0.819 0.181
10 0.910 0.090

We can see that as the risk aversion expressed by parameter y increases the portfolio is more concentrated in least
risky assets. Moreover, for very large values of parameter vy, (almost) everything is invested in the asset with the
highest minimal return.  This is due to the fact that investors with extremely large risk aversion want to hedge
against the worst realizations — smallest returns.
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Finally, we present mean returns and distortion risk measures of the optimal portfolios from Table 3. For the sake
of comparison, we express the risk using PHT distortion measure with y = 2.

Table 4: Risk — return performance (in %) of optimal portfolios: in sample & out—of-sample period

in sample \ y 1 L5 2 3 4 5 10
Mean return 0.1520 | 0.0899 0.0774 0.0581 0.0563 0.0533 0.0519
Risk 1.6140 | 1.2717 1.2647 1.2825 1.2910 1.3110 1.3251
Out-of-sample \ ¢ | 1 1.5 2 3 4 5 10
Mean return 0.1674 | 0.1198 0.1149 0.1074 0.1091 0.1117 0.1130
Risk 0.9583 | 0.5957 0.5403 0.5230 0.5334 0.5540 0.5693

4.3 Results with SSD constraints

When imposing SSD constraints, the following table summarizes the optimal portfolios of (4) for various values
of parameter 7.

Table 5: Compositions of optimal portfolios with SSD constraints: in sample period

y NoDur Durbl | Manuf | Enrgy | HiTec | Telem | Shops | Hlth | Utils Other

1 0.363 0.637

1.5 0.031 | 0.646 0.323
2 0.029 0.177 | 0.403 0.391
3 0418 | 0.098 | 0.484
4 0.436 | 0.107 | 0.457
5 0.479 | 0.125 0.396
10 0.754 | 0.246

Since the set of feasible portfolio is reduced by the SSD constraint, the optimal portfolios are more diversified and
their in sample and out-of-sample performace is depicted in Table 6.

Table 6: Risk — return performance (in %) of optimal portfolios with SSD constraints: in sample & out—of-sample
period

in sample \ vy 1 1.5 2 3 4 5 10
Mean return 0.1208 | 0.0895 0.0777 0.0633 0.0634 0.0633 0.0634
Risk 1.3988 | 1.2712 1.2647 1.2755 1.2756 1.2767 1.3071
Out-of-sample \y | 1 1.5 2 3 4 5 10
Mean return 0.1432 | 0.1196 0.1150 0.1090 0.1095 0.1106 0.1180
Risk 0.7553 | 0.5937 0.5412 0.5240 0.5234 0.5231 0.5472

5 Conclusions

The paper deals with portfolio selection models which minimize risk expressed by a distortion risk measure under
SSD constraints. These special constraints express preference between the optimal portfolio and a given bechmark
(1/N strategy), such that every non-satiated risk averse investor prefers the optimal portfolio to the benchmark or
is indifferent between them.

We first computed the optimal portfolios of the risk minimizing problem without SSD constraints for various
choices of distortion function (its parameter). We conclude that the optimal portfolio :
e invests almost everything in the most profitable asset for the small value of risk aversion parameter in the
PHT
e distortion function
e is more and more diversified as the risk aversion increases, but is still relatively low
e invest almost everything in the asset with the highest minimal return when the risk aversion is very high.
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The in sample and out-of-sample risk—reward performance looks as one would expect — the higher the risk aver-
sion parameter is, the smaller the return and risk of the optimal portfolio is observed. However for the out—of—
sample case we can find some exceptions for high values of the parameter.

When imposing the stochastic dominance constraints, this risk—reward performance slightly changes, however,
the general message is the same. Comparing to the unconstrained risk minimization, now the optimal portfolios
are slightly less profitable for small values of y but slightly more profitable for large values of the parameter and
slightly less risky for all values of y. The effect of stochastic dominance constraints is the largest for very low risk
aversion parameter, negligible for moderate choices and considerable for the highest values of the parameter.

Although the paper presents only static model, the distortion measures could be similarly applied to multistage
models with exogenous [15], [16] or endogenous randomness [6].
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The Position of the Czech Republic within the Metallurgical

Sector
Michal Krejéil, Michaela Staiikova?

Abstract. This article deals with the evaluation of technical efficiency in the metal-
lurgical sector in selected EU countries. The data envelopment analysis method was
chosen to calculate the efficiency. The efficiency evaluation is performed on the basis
of data from 2000 to 2015 with an emphasis on the position in the Czech Republic.
Radial input-oriented models are constructed separately for individual years. In addi-
tion to calculating the efficiency itself, the article also focuses on changes in efficiency
and changes in the production possibility frontier through the Malmquist index.

The results of this article show that the Czech Republic lags far behind other countries
in terms of efficiency for the entire period under review. In the case of the Czech
Republic the largest increase in efficiency was recorded in 2003—-2004, when the gov-
ernment decided to transfer several companies into private ownership.

Keywords: data envelopment analysis, efficiency, linear programming, metallurgical
sector

JEL Classification: C44, D24
AMS Classification: 90B50, 90C08

1 Introduction

The metallurgical industry, together with the engineering, chemical and food industries, has a privileged position
in the Czech Republic. The metallurgical sector is also of great importance in other EU countries. According to a
European Commission report [5], this sector is also important in terms of competitiveness and industrial develop-
ment across the EU. In terms of its share of GDP, the metallurgical industry has 11%, while activities relating to
the metallurgical industry represent 46% of total manufacturing value. According to the above-mentioned report,
European companies were once among the leaders in this sector, but in the new millennium they are hardly keeping
up with the competition from the American and Asian markets.

Many stakeholders (including individual governments and pan-European institutions) emphasize the need to
strengthen the metallurgical industry. This is, for example, the pan-European "metallurgical infrastructure” call,
in which academic, industrial and governmental organizations participate through a dedicated R&D and Innova-
tion program for metallurgy in Europe. Analysis of technological trends, new applications and innovation issues
are a common topic in this sector, see for example [4] and [13]. Instead of the process itself, this article focuses on
the evaluation of the technical (production) efficiency of companies in the manufacturing sector at the level of
individual countries in the EU.

The evaluation of efficiency in this article is based on a nonparametric method of data envelopment analysis (DEA)
derived from Farrell's ideas [6]. Later, several modifications were made to Farrell's original ideas, such as the CCR
[8] and BCC models [1]. However, all DEA models, regardless of the different settings (for example, regarding
the assumption of returns to scale) have a common idea in the mutual comparison of the number of inputs con-
sumed and the number of outputs produced between the individual decision-making units (so-called DMUs); the
DMUs with the highest efficiency form the production possibility frontier.

The DEA method can be considered the most widely used method for evaluating technical efficiency. It has found
applications in various sectors. We can name, for example, the areas of education [11], transport [16], pharmacy
[7], up to and including the manufacturing sector. Current studies using the DEA method within the manufacturing
sector include [10], [14], [17] and [19].

The main aim of this article is to evaluate the technical efficiency of selected EU countries in the metallurgical
sector, including a more detailed analysis of the development of efficiency (change in the efficiency of each DMU,

1 Mendel University in Brno, Department of Statistics and Operation Analysis, Zemé&dg&lsk4 1, 613 00 Brno, Czech Republic,
xkrejci9@mendelu.cz.

2 Mendel University in Brno, Department of Statistics and Operation Analysis, Zemédélska 1, 613 00 Brno, Czech Republic,
michaela.stankova@mendelu.cz.
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but also a change in the production possibility frontier). This aim will be pursued for the Czech Republic in par-
ticular.

2 Material and Methods

Annual aggregated data provided by the EU KLEMS database were used to calculate efficiency. Due to the nature
of the dataset (aggregated annual values across countries), the CCR model was used, which uses constant returns
to scale. The last choice made when setting up the model was its orientation. With regard to the European Com-
mission strategy, the input orientation of the model was chosen, which assumes a proportional reduction of inputs
while maintaining the level of outputs. According to the European Commission [5], there is room in this sector to
shorten the development cycle for new product development and also to reduce inputs and thus subsequently re-
duce a company's costs. The CCR input-oriented model compiled for unit H, which is one of the p units, is as
follows:

n

max. E, = Z VinYin
Jj=1
m
subject to Z UigXig = 1,

i=1

m n

- Z Uig Xik + Z ijyjk < O, Vk = 1,2, Py
i=1 j=1

uy =&, Vi= 1,2,...,m,

Vg = gVj=12,..,n,

where the input variable 1s arranged in matrix X = {x, i = 1,2, ... ,m,j =1, 2, ..., p}; the output variable 1s
arranged in matrix Y= {ys, i=1,2, ... ,n,j=1,2, ..., p}. The ¢ is the so-called infinitesimal constant.

A total of four variables were used (two input and two output variables). The input variables representing the labor
and capital factors are the number of employees in thousands and nominal gross fixed capital formation in millions
of national currency units. Output variables representing the company's product at country level are gross value
added and gross output; both at current basic prices in millions of national currency units. In order to be able to
correctly compare data from the EU KLEMS database, all the above-mentioned variables (except labor) were
converted from the national currency into the euro using annual exchange rates as in [10] or [14]. Due to the
availability of data throughout the monitored period in the selected sector, it was possible to include a total of 12
EU countries in these analyses: Austria (AT), the Czech Republic (CZ), Denmark (DK), Finland (FI), France (FR),
Germany (DE), Greece (GR), Italy (IT), the Netherlands (NL), Spain (ES), Sweden (SE) and the United Kingdom
(UK).

Due to the selected longer period of time, in addition to calculating the efficiency of the DMU individually for
each period, attention was also paid to the change in efficiency and also to the change in production possibilities.
For this purpose, the Malmquist index was calculated, which hides the influence of both of these components. As
a whole, the Malmquist index represents either an improvement in the situation of a DMU (if the index value is
greater than 1), a deterioration of the situation (if its value is less than 1) or an invariance of the situation (if it is
equal to 1). However, it is possible to decompose this index and monitor separately the change in efficiency (the
so-called Catch-up effect) and the change in the production frontier (Frontier shift) using the same logic as in the
case of the entire Malmquist index.

To calculate the Malmquist index for two periods, it is necessary to solve four linear programs (i.e. the four CCR
input-oriented models in this paper). The Malmquist index (MI) can be defined as the geometric mean of two
efficiency ratios (E), where one is the efficiency change measured by the period 1 technology and the other is the
efficiency change measured by the period 2 technology:

_[E Gy | B (Cray)]

MI= E*(Conyn)?)  E2 (e yu)?)
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Technical details concerning the CCR models and Malmquist index can be found in [2]. The calculations were
performed in DEA SolverPro version 15; figures were performed the MATLAB R2021b.

3 Results and Discussion

The technical efficiency results for selected EU countries are recorded in Figure 1. According to the results of the
CCR input-oriented model, only two countries, namely Finland (FI) and Germany (DE), are fully efficient through-
out the period under review. Austria (AT), France (FR) and Sweden (SE) can also be included among the countries
with the highest efficiency achieved throughout the period under review. On the contrary, the Czech Republic
(C2) took the worst position regardless of the specific year. However, the very low efficiency results are in line
with findings [3] that the Czech Republic has problems with labor productivity in this sector. The business envi-
ronment and its legislation are also responsible for the country's failures in terms of efficiency. According to [12]
results, it is possible to detect a strong correlation between GDP and production in the metallurgical sector. Based
on the findings in this article, it can be assumed that GDP levels may also have a strong link to efficiency. Because
throughout the period under review, the Czech Republic has the lowest GDP per capita compared to other selected
countries.

—#— AT
—%—CZ
DK
—i—Fl
—#—FR
DE
—#—GR
| IT
—#—NL
ES
——i#— SE
—#— UK

L
0.4
N I
N O
o S

Figure 1 The resulting country efficiency score in individual years based on the CCR input-oriented model

However, if we focus on the values of the Malmquist Index, it can be stated that all selected countries have im-
proved their overall situation from 2000 to 2015, see the values greater than 1 in the Malmquist Index in Table 1.

Country Catch-up Frontier shift Malmquist index
Austria (AT) 1.0748 1.3426 1.4430
Czech Republic (CZ) 1.0329 1.3676 1.4126
Denmark (DK) 1.0357 1.2743 1.3198
Finland (FI) 1.0000 1.3012 1.3012
France (FR) 0.8991 1.3071 1.1752
Germany (DE) 1.0000 1.3480 1.3480
Greece (GR) 1.1651 1.2449 1.4505
Italy (IT) 0.9198 1.2890 1.1856
Netherlands (NL) 1.0858 1.3172 1.4302
Spain (ES) 1.2433 1.3514 1.6801
Sweden (SE) 1.0000 1.2996 1.2996
United Kingdom (UK) 0.9997 1.3124 1.3119

Table 1  Overall change in technical efficiency (Catch-up), change in the production frontier (Frontier shitt)
and change in the Malmquist index from 2000 to 2015 for individual countries
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An increase in the production possibility frontier was also identified in all countries (i.e. values greater than 1 in
the Frontier shift area in Table 1). The biggest differences between countries are due to the change in efficiency,
see Catch-up effect in Table 1. France, Italy and the United Kingdom performed worse in terms of efficiency in
2015 than in 2000. However, this drop in efficiency has been offset by an increase in the production frontier, and
so the resulting Malmquist index is still greater than 1. Three countries (Finland, Germany and Sweden) have the
same efficiency in 2015 as in 2000. A positive fact in the case of the Czech Republic is that although it is in the
worst position in terms of efficiency values, the efficiency of this country increased by about 3% in 2015 compared
to 2000. A detailed view of the changes within the Malmquist index, including its subcomponents, is shown in
Figure 2.

Year-on-year change in technical efficiency

—— AT
—#%—CZ

——F|

Figure 2 The development of changes in technical efficiency, the production possibility frontier and the
Malmaquist index itself for selected EU countries

The smallest differences between countries are evident in the changes in the production possibility frontier. At the
beginning of the millennium, the frontier was generally growing. According to [12], there has been a general
decline in production since 2007, which can be seen in the decline in the frontier in this period. The peak of this
decline was observed in 2009 due to the economic crisis. However, after the subsequent recovery and resumption
of production, the second decline in the frontier comes in 2012. A parallel with the development of GDP can be
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seen for this decline. For example, in the Czech Republic, this was the first decline in GDP per capita since the
crisis, namely a decline of around 1 percentage point.

As the changes from the frontier shift are similar for all the selected countries, the differences in the Malmquist
index of individual countries are mainly due to the change in individual efficiency. The Czech Republic recorded
a large increase in efficiency (and thus in its overall situation) in 2004. According to [9], the development of the
entire Czech metallurgical industry can be illustrated by the development of the Vitkovice ironworks. And it is
this increase in the efficiency of the sector that can be demonstrated in the development of this company. In 2003,
the government decided to transfer Vitkovice (as well as other entities) into private ownership. This change of
ownership permitted conceptual changes at companies, which increased the productivity and efficiency of the
entire industry. Unfortunately, the change of ownership did not have a long-term positive relationship to efficiency.
Even according to [9] reports, there was a noticeable improvement in productivity (specifically labor productivity)
only in 2003 and 2004, but in the following years there was a systematic decline.

The metallurgy industry is still a relatively little explored area at present and there is only a limited amount of
research into the sector’s efficiency. However, it can be stated that the results of this article are consistent with
other analyzes that have been performed, such as [3], [9] and [12]. To validate the results of the efficiency calcu-
lation and their changes in this article, it would be possible to make estimates using the competitive stochastic
frontier method. In this case, it would be possible to estimate any of the panel models as in [15]. Unlike the DEA
method, however, competitive approaches do not allow the use of multiple output variables.

4 Conclusion

This article dealt with the evaluation of the technical (production) efficiency of the metallurgical industry in se-
lected EU countries. In addition to a calculation of the efficiency score itself, the change in efficiency and the
change in the production possibility frontier were also evaluated using the Malmquist index. Special attention was
paid to the position of the Czech Republic.

According to the results obtained, the Czech Republic lags far behind other selected EU countries. The low effi-
ciency score is caused not only by the overall economic situation and low labor productivity, but also by legal
aspects in the country. On the contrary, Finland and Germany performed best in terms of efficiency scores through-
out the period under review.
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Comparison of the Relationship between CPI and PPI in the

Czech Republic and Slovakia
Radmila Krkogkova?

Abstract. The goal of this article is to investigate the existence and character of the
relationship between the Consumer Price Index (CPI) and the Producer Price Index
(PPI) for the Czech Republic and Slovakia. Is there a relationship between the CPI
and PPI? The CPI-PPI indicator also has a strong correlation with the overall growth
rate of the economy. The smaller the difference of CPI-PPI, the higher the operating
cost of the enterprise, the lower the profit of the enterprise, the slower growth of the
profit of the enterprise, and the slower economic growth.

The existence of long-run equilibrium relationship between CPI and PPI has been
tested with the Johansen cointegration. The existence of long-run equilibrium rela-
tionship between CPI and PPI was confirmed in the case of Slovakia. The short- run
dynamics were confirmed through statistical methods such as VEC model, Granger
causality, and impulse-response function. Granger causality CPI—PPI was confirmed
in Slovakia, the causality PPI->CPI was confirmed in the Czech Republic. The
EViews 12 was used for data evaluation. The results are based on the analysis of the
data from Eurostat from January 2005 to June 2021 for the Czech Republic and Slo-
vakia.

Keywords: ADF test, CPI, Granger causality, impulse-response function, PPI, VEC
model

JEL Classification: C51, F63
AMS Classification: 62P20, 91B02

1 Introduction

The topic of causality between Producer Price Index, (PPI); and Consumer Price Index, (CPI) has been studied by
many authors. CPI has been considered as one of the most important economic indicators by economic growth.
The structure of the PPI differs country from country, similarly to the structure of industry, and it is the disad-
vantage of the PPI. There are a lot of results have been found, from the PPI is an anticipated indicator of the CPI,
to they are coincident indicators, that the CPI leads the PPI. On this article, there has been studied the relationship
between PPI and CPI for the Czech Republic and Slovakia.

These indicators can help determine the status quo and trends of inflation [14]. CPI mainly reflects the price
changes of daily life commodities and service items of urban households. It is one of the important indexes for
judging the degree and trend of inflation. CPI is divided into food, tobacco, alcohol and supplies, household equip-
ment and maintenance services, health care and personal goods, transportation and communications, entertain-
ment, education, cultural goods and services, and housing. PPI can be regarded as the most important price index
of the mid-stream industry, and it plays a role in the product price trend. PPI represents the production materials
and consumer goods sold by industrial enterprises to commercial, foreign trade, materials, residents or other in-
dustries and sectors. It reflects the impact of ex-factory price changes on industrial output value within a certain
period of time.

The aim of this article is to examine existence and character of relationship between CPI and PPI. The existence
of long-run equilibrium relationship between CPI1 and PPI is tested with the Johansen cointegration. The short run
dynamics between the variables is examined by Vector Error Correction modelling and the Granger causality test.
Moreover, for the validity of the results, diagnostic test such as impulse responses have been checked. The paper
is organized in these parts: the introduction, the literature review, the research methods, the results and the con-
clusion.

1 School of Business Administration in Karving, Silesian University in Opava, Department of Informatics and Mathematics, Univerzitni
namésti 1934/3, 733 40 Karvina, Czech Republic, e-mail: krkoskova@opf.slu.cz
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2 Literature Review and Data

2.1 Literature Review

The causality between CPI and PPI has been studied by various authors around the world. According to economic
theories, supply shocks (changes in raw material prices and factors of production) are immediately reflected in the
PPI, while demand shocks (changes in the money supply) are reflected in the CPI.

Intuition tells us that the development of producer prices affects the development of prices for end consumers.
Article [4] is one of the first studies to deal with this relationship. It examines the hypothesis that the increased
costs at the beginning of the production process can be expected to be reflected in the entire production chain and
lead to rising consumer prices. The conclusions of the Clark’s study [4] say that the relationship between the PPI
and the CPI is weak — changes in the PPI can sometimes help predict changes in the CPI, but not systematically.

The academic literature focuses mainly on finding out what the relationship between the PPI and the CPI is and
how they affect each other. Table 1 shows choosing of the literature.

Author/s Country Results
Lima Brazil PPI—=CPI
Gang et al. China PPI—-CPI
Caporale et al. USA, Canada, Germany, France, Italy, UK, Japanese @ PPI—CPI
Woo et al. UK, France, Germany PPI—CPI
Junicke Poland PPI—=CPI
Khan ef al. Czech Republic, Slovakia PPI—CPI
Akdi et al. Swedish, UK, Canada CPI—PPI
Losada ef al. Brazil, Colombia, Ecuador, Uruguay none
Akcay Germany PPI—CPI
Tiwari et al. Mexico PPI—CPI

Table 1 Studies which analyse the relationship between CP[ and PPI

Table 1 shows diverse results from different countries. The results of this article: CPI—-PPI was confirmed in
Slovakia, the causality PPI—-CPI was confirmed in the Czech Republic.

2.2 Data and Methods

Both CPI and PPI data were obtained from Eurostat. For the study, the Czech Republic and Slovakia have been
chosen. The data’s periodicity is monthly from January 2005 to June 2021. The program EViews 12 was used to
analyze time-series variables. The data from these databases are on percentages. Data are in the form of basic
indices (2015 = 100).

The following hypotheses were formulated to fulfil the main aim. The core of this paper is to analyse two hypoth-
eses concerning the relationship between CPI and PPI in the Czech Republic and Slovakia.

H1: There is a long-term relationship between CPI and PPI in the Czech Republic (H1a), Slovakia (H1b).
H2: There is a short-term relationship between CPI and PPI in the Czech Republic (H2a), Slovakia (H2b).

The hypotheses were confirmed or rejected through statistical methods such as VEC model, Granger causality and
impulse-response analysis.

The first step is to determine if the variables are stationary. The augmented Dickey-Fuller (ADF) test will be used
to decide on the stationarity of variables. In [5] author argues that most time series in macroeconomics are nonsta-
tionary or integrated with order I (1).

If all the variables are stationary, then vector autoregressive (VAR) model can be used. If the variables of type |
(1) we use the VEC model and test the cointegration and determine the Granger causality connections.
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Time series can be analysed based on their short-term and long-term relations. If there is only a short-term relation
between the time series, the VAR model is a sufficient tool for analysing this relation. If a long-term relation exists
between selected time series, the VEC model can be used for the analysis. The VEC model simultaneously captures
and expresses both short-term and long-term relations. The VEC model is based on a cointegration approach that
models non-stationary time series the long-term relation of which is expressed through the error correction mech-
anism.

Model autoregressive distributed lags (1,1) is given by equation: Y; = ¢ + aY;_; + (1 X; + [ Xi_1 + a;. (1)

The general form of the VEC model is: AY; = ¢ + B1AX; + y(Yio1 — BXi—1) + a; 2)
(B1 + B2)
= — = —_ 1
B g’ Y- F

The correction term y(Y;_; — BX;_1) corrects deviations from equilibrium. By definition, a negative parameter
y is assumed. This parameter indicates the time it takes for the system to equilibrate. Co-integration parameter S
expresses long-term dependence between Y and X.

The cointegration analysis is based on the integrated processes that were first comprehensively addressed by Box
and Jenkins. The cointegration analysis examines short-term dynamics and long-term relations between variables.
In [7] we can see that the Granger causality test is a statistical hypothesis test for determining whether one time
series is useful in forecasting another. Using the term “causality” is a misnomer, as Granger-causality is better
described as “precedence” [13], or as Granger later claimed “temporally related” [8]. Rather than testing whether
Y causes X, Granger causality tests whether Y forecasts X [9]. It is necessary to work with the stationary time series.

Impulse-response analysis allows the use of both the short-term and long-term relations between the analysed
variables based on the derived model. We can imagine, that the residuals of the VEC model: &i-and &2 are as
deviations (impulses, random shocks) of each one of the variables from a theoretical estimation, like Stock and
Watson [17] show. The impulse response functions display how the behaviour, of one endogenous variable,
changes against a simulated random shock of the other variables. There was used the decomposition method
Cholesky (d. f. adjusted), with innovations equal to one standard deviation.

3 Data Analysis

The modelling structure consists of the following steps: testing the presence of unit roots, the VAR model estima-
tion, Granger causality, and response impulse analysis. All values were seasonally adjusted and were considered
in logarithmic terms.

The development of the CPI and the PPI is shown graphically in the following Figure 1. The graphs show that,
from a historical perspective, PPl is more volatile than the CPI

115 112

108
104
100
%| ; /
%2
88
8

80

&0
e w® 00 W 00 08 0 2006 2008 2010 2012 2014 2016 2018 2020

— CPICZ ---- PPLCZ —— CPI_SK =meme PPI_SK

Figure 1 CPI and PPI for the Czech Republic and Slovakia in years 2005 - 2021 (Index, 2010 = 100)

The preparatory phase of estimating the VAR model is testing the stationarity of variables included in the model
or their first differences. The test results for all variables are provided in Table 2. The Dickey-Fuller test (ADF)
was used to test the stationarity. The last column includes the result of testing: N = non-stationary (HO not rejected),
S = stationary (HO rejected).
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Variable n/c/c+t T-stat Signif. Result| Variable n/c/c+t T-stat Signif. Result
CPI CZ c -0.22 0.93 N |D(CPI C7Z) ¢ -12.,5 0.00 S
PPI CZ n -091 0.78 N [D(PPICZ) n -9.66 0.00" S
CPI SK n -0.79 0.82 N |D(CPI SK) n -8.17 0.00 S
PPI SK c -238 0.15 N [DWPPISK) ¢ —9.87 0.00" S

Statistical significance at the 0.01 level (***), at the 0.05 level (**), at the 0.1 level ()

Table 2 Testing the unit root of the variables in levels and their first differences

In the second stage of this study, Johansen cointegration test is used to test the long-run relationship of PPl and
CPI series, [10]. Since PPI and CPI series are integrated with the same order | (1) for all countries, cointegration
test can be conducted. The results are in Table 3. The one cointegration relationship was confirmed for both coun-
tries. For both countries was utilized a model assume no deterministic trend in data.

Country Hypothesis Eigen Value Trace Statistic 0.05 Critical  Signif.

Czech Republic ~ None 0.202 47.42 20.261 0.0000™
At most | 0.015 3.017 9.164 0.5775

Slovakia None 0.179 45.81 20.26 0.0000"*
At most 1 0.034 6.953 9.164 0.1289

Statistical significance at the 0.01 level (***), at the 0.05 level ("), at the 0.1 level (%)

Table 3 Co-integration rank test (Trace)

The results in the Table 3 indicate the presence of a cointegrating vector between the series according to the statistic
of the trace and the statistic of the maximum own value to 5 % of significance. Therefore, there can only be a
cointegration relation with two variables. It is concluded that there is a long-term stationary relationship between
the CPI and the PPI in the both countries.

Formally, VEC (1) models are defined below. The cointegration equations (3) and (4) show that the CPI is posi-
tively affected in the long term by PPI. Growth in this variable causes an increase in the CPI

creehepslc (gopr), = (a6 o) (aner),, * (oon) e+ i)

EQ,_, = 353.3 4+ CPI,_, — 2.653PPI,_, 3)

The positive error correction is not good sign for model because it implies that the process is not converging in the
long-run and it could be perhaps due to some instabilities in the model.

Slovakia (ACPI)t_ 0.08  0.03 )(ACPI) + (—0.002) EQ,_, + #u)

APPI/, ~ \0.74** 0.19°**/ \APPI 0.001 Hat
EQ,_, = 346.5 + CPI,_, — 5.009PPI,_, )

t—-1

Causality is captured by the statistically significant value EC1 (—0.002), which indicates that this variable will be
modified by 0.2% within 1 month in case of long-term instability of the CPI for Slovakia.

Next part of article deals with the testing of short-term relationships (Granger causality). The Granger causality
test is a statistical hypothesis test for determining whether one time series is useful in forecasting another [7].
Rather than testing whether Y causes X, the Granger causality tests whether Y forecasts X. It is necessary to work
with the stationary time series. The similar procedure is given in [18]. We consider the 5% significance level. The
results of the series 1 delay test are shown in Table 4. Table 4 shows, that CPI Granger causes PPl was confirmed
in Slovakia, and hypothesis PPl Granger causes CPI was confirmed in the Czech Republic.
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Null Hypothesis: Chi-sq.  Signif. Rejection of Ho
D(PPI CZ) does not Granger cause 7.08 0.007"" YES
D(CPI CZ) does not Granger cause 1.13 0.288 NO
D(PPI SK) does not Granger cause 1.06 0.302 NO
D(CPI SK) does not Granger cause 25.4 0.000""" YES

Statistical significance at the 0.01 level ("), at the 0.05 level (*"), at the 0.1 level (*)

Table 4 VEC Granger Causality/ Block Exogeneity Wald Tests

The impulse-response analysis is related to the question of what reaction in one time series will be caused by an
impulse in another time series. Figure 3 shows the response to Cholesky for both of countries. In the Czech Re-
public, the impact of a shock on the CPI in the PPI is similar like the impact of a shock on the PPI in the CPI.
Firstly, it is positive and than the changes in the PPI stabilized around the tenth month by approximately 0.069 %.
The changes in the CPI are stabilized around the fourth month by 0.322 %. The impact of a shock on the CPI in
the PPI in the case of Slovakia is positive and the changes in the PPI are not stabilized. The function is increasing.
The impact of a shock on the PPI in the CPI is firstly positive; for the fourth period it is 0.65 %, and than the
changes in the CPI are stabilized around the fifth month by 0.67 %.

Response of CPI_CZ to PPI_CZ Innovation Response of PPI_CZ to CPI_CZ Innovation
0.08 0.34
0.32 =
0.06
0.30
0.04
0.28
0.02
0.26
0.00 ‘ 0.24
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 8 9 10
Response of CP1_SK to PPL_SK Innovation Response of PPL_SK to CPL_SK Innovation
0.10 0.7
~ - _//’—*_’_
0.08 / 0.6 /
// /
/
5 /
0.06 _— 0.5 /

/
/
0.04 04 /
/
/
0.02 / 03/
‘j
0.00 0.2
) S .

Figure 2 Response to Cholesky One S.D. Innovations

4 Conclusion

The article examines the relationship between the CPI and the PPI, which are most often used to monitor price
developments.

Historically, both indices have been moving in a similar direction. A higher volatility of the PPI is mainly due to
a faster response to the current state of the economy and a more direct link to the commodities the prices of which
react the fastest. However, the available literature does not find a clear relationship between the two indices. The
CPI is important in monetary policy; central banks use their instruments to target inflation and thus stabilize con-
sumer price development.

The aim of this article is to find out the relationship between PPI and CPI for two countries: the Czech Republic
and Slovakia. The existence of long-run equilibrium relationship between CPI and PPI was tested with the Johan-
sen cointegration, and the short run dynamics between the variables was examined by VEC model. The validity
of the results, diagnostic test such as impulse responses were checked. The first hypothesis, analysed if there is a
long-term relationship between CPI and PPI, was not confirmed for any of countries. The second hypothesis:
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Short-term for relationship: “PPI of the previous period effects current CPI” was confirmed in the Czech Republic.
And short-term for relationship: “CPI of the previous period effects current PPI” was confirmed in Slovakia.

What are the economic causes / consequences of different results for the Czech Republic and Slovakia? According
to the law on the transfer of prices, the PPI has a certain impact on the CPI, which was confirmed for the Czech
Republic. PPIs serve as the main indicator of CPls, so when manufacturers face input inflation, the increase in
their production costs is passed on to retailers and consumers. In the case of Slovakia, the relationship from the
CPI to the PPI was confirmed. The same relationship has been confirmed in the UK and Canada.

Further research in this area could be focused on the analysis of the CPI and the PPI during the war in Ukraine, or
next research could also be focused on energy prices and their impact on the CPI and the PPI.
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Analysis of the Efficiency of the Czech Companies in the

NACE Sector "Accommodation and Food Service Activities"
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Abstract. The 2019-2020 COVID pandemic has affected many organisations and
companies. One of the most affected sectors is accommodation and food service ac-
tivities. The aim of this paper is to assess technical efficiency of Czech companies in
this sector. The research sample included thousands of enterprises (Group | according
to the Statistical Classification of Economic Activities in the European Community -
NACE). These enterprises were evaluated for the years 2019 and 2020 in order to
track changes in pre-pandemic and pandemic years. The data was exported from the
Albertina CZ Gold Edition database. DEA models are used for analysis and compar-
ison. Efficiency scores were calculated based on the CCR (Charnes, Cooper and
Rhodes) and BCC (Banker, Charnes, Cooper) models with 6 and 4 inputs and 3 and 2
outputs. The results show that there were already many inefficient companies in the
given sector in 2019 and this was also observed for 2020, however, there was a sig-
nificant reduction in the number of subjects in the database, which may also be due to
the impact of the COVID-19 pandemic.

Keywords: efficiency, DEA models, accommodation and food service activities

JEL Classification: C44, L83
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1 Introduction

The Accommodation and food service activities sector in the Czech Republic is a relatively small industry. In
2017, it accounted for 3.9% of the output of the entire tertiary sector, and 3.5% of gross value added [6]. The sector
played a more significant role in employment (6.5%), especially in the case of self-employed persons (one-tenth
of all self-employed persons working in services found their main source of economic activity here). The rate of
investment in accommodation, catering and hospitality has been at 9% of the EU level over the last five years.
This sector is one of the hardest hit by the global COVID-19 pandemic.

This article offers an analysis based on Data Envelopment Analysis (DEA) models. DEA models were first devel-
oped by Charnes, Cooper and Rhodes [3] based on the concept introduced by Farrell [9]. These methods and
models belong to operational research, especially linear programming or multi-criteria models. They were used
many times to evaluate the performances of many different entities (countries, regions, enterprises, schools, hos-
pitals, insurance companies, military units etc.) engaged in many different kinds of activities in many different
contexts [5]. The efficiency scores of decision-making units (DMUSs) are computed using DEA models. These
models classify decision-making units into two subsets — efficient and inefficient. The main idea of DEA models
consists of the estimation of an efficient frontier which is created by the best relative ratios of inputs and outputs
of the compared DMUs. DMU is taken as efficient when it lies on the efficient frontier. Inefficient units lie under
the efficient frontier. Their efficiency can be improved by changing inputs or outputs.

The use of DEA models is very wide. Emrouznejad and Yang [8] report that they found 10300 articles focusing
on DEA models in journals published between 1978 and 2016, and especially in recent years, the increase in the
use of DEA models in terms of the number of articles is exponential. Analyses in the tourism, accommodation or
hospitality industry using DEA models are no exception. Ramirez-Hurtado and Contreras [14] used DEA models
to investigate the efficiency of travel agencies in Spain. Hedija, Fiala and Kuncova [10] applied DEA to evaluate
the efficiency of Czech travel agencies and tour operators. Reynolds and Thompson [15] evaluated the productivity
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of restaurants. Min, Min and Joo [12] sanalysed the efficiency of luxury and budget Korean hotels, while Pulina,
Detotto and Paba [13] focused on Italian hotels.

2 DEA models

DEA models are a general tool for efficiency and performance evaluation of the set of n homogenous decision-
making units (DMUSs) that spend multiple (S) inputs and transform them into multiple (R) outputs. A very detailed
description of DEA models is in [7]. In general, the DEA models assume that the inputs are minimising, and
the outputs are maximising. The measure of the efficiency of this transformation is one of the main results of
applying DEA models. Let us denote Y:(y”., r=1...,R,j :1,...n) a non-negative matrix of outputs and

X=(x

Jo is derived as follows:

s=1...,S,j= 1,..,n) a non-negative matrix of inputs. The efficiency score of the unit under evaluation

sj !

Maximise U, =%—
VX,
s=1
R
.U (0
subjectto ——<1, j=1K,n,

D VX
s=1

where u, is a positive weight of the r-th output, v, is a positive weight of the s-th input, and ¢ is an infinitesimal
constant, U, is called the efficiency score for j,-th unit under evaluation. The U, equals one for the efficient

units. The inefficient units have an efficiency score lower than 1. Model (1) is not linear in its objective function,
but it can be transformed into a linear one. Two ways of linearisation of model (1) depending on the orientation of
the linear model are usually used: input-oriented model and output-oriented model. This article is solely focused
on the input-oriented models. The linearised version of the input-oriented model, often called the CCR model
according to its authors Charnes, Cooper and Rhodes, is as follows:

R
Maximise U, = zuryr,jo
r=1
S
subject to szxs,jo =1
s=1
g S (2
Zuryhj_zvsxs,J —Ov j:]-v N,
r=1 s=1
r g' r :1! le
V = ) S =1, ,S

The dual formulations of the multiplicative DEA models are called the envelopment DEA models. The CCR input-
oriented envelopment model is derived from model (2) and is following:
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S R
Minimise U, =6, —g(Zss+Zsj)

subjectto D> x4, +s; =6, %, $=1...,S,
j=1

S0

” 3
Zylﬂjlj_srzyr,jov r:l,...,R, ()
j=1

AIZO’ j:]-v"y ’

S;ZO, S:]-,...,S,

s, 20, r=1...,R,

where A=(4,---,4,), >0 isa vector of weights assigned to particular decision-making units, s = (sl’,...,s;)

+

and s* = (s1 ,...,s;) are vectors of slack/surplus variables, U, is called the efficiency score for j, -th unit under

evaluation. The efficient units identified by this model have an efficiency score equal to one, and all slack/surplus
variables equal to 0. The inefficient units have an efficiency score lower than one.

The CCR input-oriented models assume constant returns to scale (CRS). It means if the decision-making unit with
an input/output combination (x,y) is efficient, then the unit with an input/output combination (ax,cy), where

a >0 is also efficient. Another possibility of returns to scale are the variable returns to scale (VRS), which were
firstly mentioned in [2]. The DEA models with the variable returns to scale are called BCC models, according to
Banker, Charnes and Cooper. The multiplicative form of the BCC input-oriented model is following:

R
Maximise Ul =>uy,, +u
r=1

S
subject to DV, =1,
. @
DU, =D VX <0, j=1...n,
r=1 s=1

u =& r=1...,R,

v,>¢g, s=1...,8,
where g is a free variable and U].V0 is the efficiency score for j, -th unit under evaluation. The UJVU equals one for

the efficient units. The inefficient units have an efficiency score lower than 1. The envelopment BCC input-ori-
ented model is the following.

S R
Minimise uj =6, —E[ZSS-FZS:)

s=1 r=1

subjectto D" x A, +s; =60, %, S=1..,5,

s, J77] Jo S0 !
=

DVeiA—=S =Y, r=L..R
j=1

®)
Hlj =1
4; 20, i=1...,n,
s, 20, s=1...,S,
s, 20, r=1....,R

This model and the above models cannot rank the efficient units because of their identical efficiency scores. For
this purpose, super-efficiency has been proposed by [1].
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3 Data

For the evaluation of the economic efficiency of companies that operated (according to the classification of eco-
nomic activities NACE) in the I-Accommodation and food service activities, i.e. in the sectors 55 Accommodation
and 56 Food and beverage service activities, data from the Albertina CZ Gold Edition database [3] were used. For
the year 2019, more than 10,000 subjects were mentioned, but for 2020 it was just under 8,000 (nearly 20% less).
It was necessary to select suitable inputs and outputs for the DEA models. Similarly to article [11], we used 6
inputs and 3 outputs for the first analysis — see Table 1.

Inputs Outputs
Number of employees (11) Sales of products, goods and services (O1)
Total assets (12) Operating profit/loss (02)
Equity (13) Net profit/loss for the financial period (O3)
Liabilities (14)

Cost of sales (15)
Staff costs (16)

Table 1 List of inputs and outputs for DEA models

As in [11], it was necessary to remove companies with missing data (4,399 for 2019 and 3,518 for 2020), and we
also removed companies with zero outputs (around 30 in each year) and with negative inputs or outputs (this group
covered 3,459 companies in 2019 and 3,246 companies in 2020) which needs another study especially because of
the financial indicators and negative values consequences. So, in the end, the first analysis data for 2,196 compa-
nies for 2019 and 1,130 companies for 2020 (which is almost 50% less) was used. We conducted this first analysis
to make the results comparable to previous research. But it is not very appropriate to include similar inputs or
outputs in DEA models. Based on the high correlation coefficients (higher than 0.9) between the inputs 12 and 13,
and 15 and 16 (in both years), respectively, and due to missing data, we decided to exclude inputs I3 (Equity) and
16 (Staff costs) for the second analysis. For the outputs, there was a high correlation (above 0.9) between O2 and
O3 outputs, so we discarded O3 (Net profit/loss for the financial period). After this change, it was again necessary
to modify the data set. First, the companies with missing data were removed (2,699 companies for 2019 and 2,160
for 2020). Second, the companies with negative inputs or outputs (2,980 for 2019 and 3,179 for 2020) and with
zero outputs (868 for 2019, 656 for 2020) were also excluded. Finally, for the second analysis, we used data for
3,538 companies for 2019 and 1,932 companies for 2020.

4 Results

As mentioned above, we conducted two analyses. The first one used 6 inputs and 3 outputs. The following tables
show the results for 2019 (Table 2) and 2020 (Table 3). In terms of the absolute values, it is evident that the number
of companies analysed in 2020 is half that of 2019. This fact can be influenced by the COVID-19 restrictions and
the fact that not all firm data was published and entered into the Albertina database or because firms changed
ownership. However, if we take a closer look at the data, we find that of the 1,130 firms observed in 2020, only
669 also appear among the 2,196 firms analysed in 2019. This may again be due to a change in ownership and
firm name or missing data in the previous year or the newcomers on the market (this analysis is beyond the scope
of the paper and will be addressed in future research). The percentage of efficient companies is slightly higher in
2020 and traditionally in BCC-I models. Of the 158 efficient subjects for 2019, only 43 of them are in the data for
2020, and 23 of them were efficient in both years according to the BCC-I (the analysis was conducted for each
year separately; analyses of multiple years together will be part of the following research). It can be assumed that
all these drops may be related to the COVID-19 pandemic and the restrictions in place for 2020.

The distribution of efficiency (BCC-I) in terms of firm size (measured by the number of employees) is also inter-
esting. While in 2019, all size categories were represented among efficient firms (Table 2), in 2020, only firms
with less than 50 employees were classified as efficient (Table 3). Most efficient companies fall into the category
with 0 employees. It might seem that these are primarily entrepreneurs operating in the area - but on closer inspec-
tion of the data, we found that this is not always the case. For example, among the companies identified as efficient
in both years are Amrest and Aramark, which according to the data in 2019 were large companies (thousands of
employees), but for 2020 are in the database as companies with 0 employees. In contrast, for example, the firm
Tesaf-Mrazené registered 0 employees in 2019 and 23 employees in 2020 (and was also marked as efficient in

~ 208 ~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

both years). In this respect, some data from the sector under review may be misleading. It is questionable whether
companies report the number of full-time employees rather than contract workers or temporary workers.

No. of No. of
No. of employees | Number CCR-I BCC-I
2019 of comp. % efficient % efficient %
>250 7 0.3% 0 0.0% 6 3.8%
50-250 63 2.9% 0 0.0% 7 4.4%
11-49 253 11.5% 5 7.6% 10 6.3%
1-10 508 23.1% 12 18.2% 18 11.4%
0 1365 62.2% 49 74.2% 117 74.1%
SUM 2196 66 3.0% 158 7.2%
Table 2 Results of DEA models for the year 2019 (6 inputs, 3 outputs)
No. of No. of
No. of employees | Number CCR-I BCC-I
2020 of comp. % efficient % efficient %
>250 0 0.0% 0 0.0% 0 0.0%
50-250 10 0.9% 0 0.0% 0 0.0%
11-49 53 4.7% 0 0.0% 7 5.6%
1-10 200 17.7% 8 16.3% 15 12.1%
0 867 76.7% 41 83.7% 102 82.3%
SUM 1130 49 4.3% 124 11.0%

Table 3 Results of DEA models for the year 2020 (6 inputs, 3 outputs)

In the second analysis, inputs and outputs with high correlation with another input or output were excluded from
the analysis; at the same time, these were parameters with many missing values, due to which several companies
were excluded in the previous analysis. For this part, the data set was changed (some companies with missing
values in the first analysis can be included). For 2019, we can use data for 3,538 companies; for 2020, only 1,932
companies were included, so again nearly 50% less. Table 4 shows the results for the year 2019, we see that only
21 companies were efficient in the CCR-I model and 77 efficient in the BCC-I model.

No. of No. of
No. of employees | Number CCR-I BCC-I
2019 of comp. % efficient % efficient %
>250 8 0.2% 0 0.0% 7 9.1%
50-250 72 2.0% 0 0.0% 1 1.3%
11-49 337 9.5% 0 0.0% 1 1.3%
1-10 778 22.0% 3 14.3% 5 6.5%
0 2343 66.2% 18 85.7% 63 81.8%
SUM 3538 21 0.6% 77 2.2%
Table 4 Results of DEA models for the year 2019 (4 inputs, 2 outputs)
No. of No. of
No. of employees | Number CCR-I BCC-I
2020 of comp. % efficient % efficient %
>250 0 0.0% 0 0.0% 0 0.0%
50-250 11 0.6% 0 0.0% 0 0.0%
11-49 72 3.7% 0 0.0% 5 6.4%
1-10 308 15.9% 1 5.6% 4 5.1%
0 1541 79.8% 17 94.4% 69 88.5%
SUM 1932 18 0.9% 78 4.0%

Table 5 Results of DEA models for the year 2020 (4 inputs, 2 outputs)
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From the results for 2020 (Table 5), we see that the numbers of efficient firms are almost identical to 2019,
although the total number of firms considered was significantly lower. Only 9 companies were efficient in both
years. Similar to the first analysis, efficient subjects in 2019 were identified in all size groups, while in 2020, it
was again only subjects with less than 50 employees that were identified as efficient. Figure 1 shows the evolution
of the efficiency scores in both years. It can be seen that regardless of the number of companies surveyed and
regardless of the year, the efficiency score in the sector Accommodation and food service activities was in most
cases very low. Thus, it can be concluded that there are many inefficient entities in the sector, regardless of the
impact of the COVID-19 pandemic. The pandemic has most likely had an impact on firm closure or change of
ownership. However, in terms of efficiency, as measured by the DEA models, it cannot be conclusively stated that
there has been a massive decline in efficiency.

60%

50%

40%

30%

20%

10%

Wal s o - .
001

0.10.2 0203 0304 0405 0506 0607 0708 0809 091

2019 ®2020
Figure 1 Results — BCC-I efficiency scores — the percentage of companies by efficiency scores

5 Conclusions

The aim of this paper is to assess technical efficiency of Czech companies in the sector Accomodation and food
service activities (Group | according to the Statistical Classification of Economic Activities in the European Com-
munity - NACE) for the years 2019 and 2020. Efficiency scores were calculated based on the CCR (Charnes,
Cooper and Rhodes) and BCC (Banker, Charnes, Cooper) models in two different analysis - with 6 inputs and 3
outputs for the first one and with 4 inputs and 2 outputs in the second one. The results show that the number of
subjects with complete data in the database is significantly lower in 2020 than in 2019 (about 50% difference in
both analysis). This fact points to the relatively high volatility of the sector, which could also be due to restrictions
due to the pandemic COVID-19. In terms of DEA models efficiency, especially BCC-I models, there were already
many inefficient companies in the given sector in 2019 and this was also observed for 2020. If we compare the
average efficiency in the years for the subjects analysed, the average in both analyses comes out better in 2020
than in 2019. In the first analysis (6 inputs, 3 outputs), the average efficiency for 2020 was 0.46, in 2019 0.36.
However, in the second analysis (4 inputs, 2 outputs), where more companies were represented, the average effi-
ciency decreased to 0.16 and 0.24 for 2019 and 2020, respectively. Thus, we see that the inclusion of firms for
which some data were missing in the first analysis leads to a decrease in the average efficiency, i.e. these are
inefficient subjects. At the same time, we see a slight increase in the average efficiency in the pandemic year 2020,
which may be due to the disappearance of subjects operating at the survival frontier that are no longer helped by
government subsidies. Thus, the decline in the number of entities and the slight increase in average efficiency
signal that the impact of COVID-19 can be perceived as slightly positive. However, the above-mentioned data
anomalies (number of employees, missing data) also point to a large degree of informality or “grey economy” in
the given sector. This may also be the reason for the very low efficiency in the sector in the Czech Republic.

Comparison of the results of DEA models with specific financial ratio indicators of the monitored sector is the
subject of further research. The first results point to the fact that in the given file, the DEA models evaluate a
significantly smaller number of enterprises as efficient than those that can be described as financially healthy. At
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the same time, however, it must be mentioned that not all efficient businesses can be described as financially
healthy, especially in 2020.
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Directed Search for Pareto Front Approximation
with Path- relinking Method

Marek Kvet!, Jaroslav Janacek?

Abstract. This paper is focused on determination of good approximation of the Pareto
front of public service system designs. Generally, an approximation of Pareto front
seems to be a very useful tool for a negotiation between the system founder and public
representatives, when the system utility is evaluated from two different points of view.
The core of presented research consists in generalization of the directed search, which
originally inspects solutions in a given direction from a starting solution. The original
approach determines the direction in a cone determined by directions derived from
two succeeding members of non-dominated solution set. Our generalization replaces
the directed search by inspection of the shortest path connecting the two succeeding
members. To perform the inspection, the path-relinking method is applied.

Keywords: public service system design problem, bi-criteria optimization, Pareto
front, directed search, path-relinking method

JEL Classification: C44, C61
AMS Classification: 90C05, 90C06, 90C10, 90C27

1 Introduction

Emergency Medical Service, more commonly known as EMS, is such a system that provides emergency medical
care. Once itis activated by an incident that causes serious illness or injury, the focus of EMS is emergency medical
care of the patient(s). EMS is most easily recognized when emergency vehicles are seen responding to emergency
incidents. However, EMS is much more than a ride to the hospital. It is a system of coordinated response and
emergency medical care, involving multiple people and agencies. A comprehensive EMS system is ready every
day for every kind of emergency. The basic role of the system implies the fact that the efficiency of its performance
may have a direct impact on the lives and health of the served population [3, 5, 6, 7, 9, 15, 16, 20]. Thus, its mission
is irreplaceable and the responsible authorities should design and operate the system in such a way to achieve its
maximal possible efficiency.

When designing a new EMS system or optimizing an existing one, many different objectives may be required to
follow. Thus, usage of a common mathematical model minimizing usually one given objective function is ques-
tionable. If there are two or more contradictory objectives to be taken into account, then a Pareto front of EMS
system designs seems to be a sufficient support for making the final decision about the resulting EMS stations
deployment. The Pareto front is defined as the set of non-dominated solutions, where each objective is considered
equally good. It means that the elements of Pareto front (particular solutions of the associated integer- program-
ming problem) must hold the following characteristic: Neither of them can be improved in one objective unless
the other objective is worsened [1, 10, 11, 12]. The Pareto optimal front facilitates decision-makers to select an
appropriate operating point as per its suitability. It is obvious that algorithms for computing the Pareto front of a
finite set of alternatives have been studied in computer science and power engineering. Since generating the entire
Pareto front is often computationally hard [8, 10], the attention of experts in applied informatics and location
science is moving towards heuristic or metaheuristic algorithms that produce a good approximation of the Pareto
front [11, 12, 18].

The computational process of obtaining a good approximation of the Pareto front may be built on many different
strategies of local search within the whole set of feasible solutions. Among all the directions that research in this
area takes, we will limit ourselves only to the algorithms based on a simple swap algorithm for neighborhood
search [11] or to applying the path-relinking method. The further reported computational study is aimed at com-
parison of these two approaches to choose better alternative for practical usage.
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rek.kvet@fri.uniza.sk.

2 University of Zilina, Faculty of Management Science and Informatics, Univerzitna 8215/1, 010 26 Zilina, Slovakia,
jaroslav.janacek@fri.uniza.sk.

~212 ~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

2 Emergency Medical Service System Design

The Pareto front of solutions may serve as an excellent output of the computational process, mainly if there are
many criteria, the nature of which does not allow their simultaneous minimization. Mentioned criteria are usually
in conflict. Within this paper, we restrict ourselves only on such EMS system design problem, where two different
objectives functions are to be optimized.

Many algorithms suggested for Pareto front approximation follow the idea of continuous updates of the resulting
set of non-dominated system designs further denoted as NDSS (non-dominated solutions set). Let us discuss
some details. Consider two contradictory objectives fi1 and f. The updating process starts with an initial non-
empty set of non-dominated solutions ordered according to increasing value of f.. The candidate solutions C
characterized by (f1(C), f2(C)) is tested to find its position between predecessor P and successor S in the current set
of non-dominated solutions so that f2(P) < f2(C) < f2(S). If fi(P) < f1(C), then the candidate C is dominated by
predecessor P and is abandoned. Otherwise, if the candidate C is not dominated by the successor S, the candidate
becomes the new member of the updated set. The following members of the sequence starting with the successor
S are compared to C and if C dominates them, they are excluded from the updated set.

If the quality of the Pareto front approximation is to be evaluated, then the concept of area formed by particular
elements of the NDSS set may be used [11, 12, 13, 18]. Obviously, the bordering members of the set should be
determined in a correct way to make the evaluation valid and meaningful. More details are discussed in [13].

As far as concrete forms of the mentioned objective functions f1 and f. are concerned, they follow the basic
standards for EMS designing used also in our previous research activities, the results of which are published in
[10, 11, 12, 13, 18, 19] and many others.

To formulate the objectives mathematically, let | denote a finite set of EMS station candidates and consider p to
be the number of facilities, which are to be located to provide public with the given kind of urgent pre-hospital
healthcare. Then, each subset Pcl containing exactly p elements represents a feasible solution of the EMS system
design problem. Each of the solutions can be evaluated according to various criteria, which can be classified either
as system or fairness criteria. The average expected response time is often used as a system criterion. This criterion
can be defined in the form of the objective function fi(P) by the formula (1).

o

ﬁ(P):Zb/.qu min, {t", :ieP} 1)

jed k=1

The objective function (1) assumes that J stands for a finite set of locations, in which the expected patients are
concentrated. Furthermore, let symbol bj denote the expected frequency of emergency calls from the location
jeJ, which lead to the rescue vehicle departure. Moreover, let tij correspond to the traversing time from an EMS
station located at iel to the patient’s location j and finally, let gk denote the probability value of the case that the
k-th nearest EMS station will be the first available one [17]. For completeness, the operator mink{V'} performed on
a finite set V of real values gives the k-th smallest value in V. The above mentioned system criterion formulated as
the objective function (1) follows the concept of so-called generalized disutility. It allows the operations research-
ers to model stochastic behavior of real EMS systems by more service centers providing the urgent medical care
to the same patients.

The second quality criterion of EMS system design denoted by f2 takes into account the aspect of fairness [2, 4].
Generally, fairness criteria measure the disutility perceived by the worst situated minority. In this paper, the fair
criterion will be computed as the number of emergency calls from all patients’ locations, for which the response
time from the nearest located EMS station exceeds given threshold T. The associated objective function f2(P) can
be expressed by the following formula (2).

£ (P)= Zb/ max{O, sign(min{t,j lie P} — T)} 2)

jeJ

The system and fairness criteria are usually in a conflict, which means that the better value of one of the criteria is
paid for by worsening the value of the other objective function. Therefore, the Pareto front is usually provided as
a selection of different EMS designs with clear consequences of one objective function value improvement on the
other characteristic of the EMS stations deployment [12].

~ 213~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

3 Search Methods in m-Dimensional Unit Hypercube

The above formulated problem belongs to the family of p-location problems, which consists in deploying p facil-
ities in a set of m possible locations. If each decision on locating or not locating a facility at the location i is
modelled by a decision variable yi €{0, 1}, then each feasible solution can be represented by a m-dimensional
vector of zeros and ones, where the number of ones must equal to p. Each m-dimensional vector of zeros and
ones corresponds with a unique vertex of m-dimensional unit hypercube. If the vector is a feasible solution of the
p-location problem, the vertex has also to belong to the simplex in the m-dimensional space. This simplex is
described by equality (3).

dy=rp 3)

Intersection of the set of unit hypercube vertices and the simplex represent the set Y of feasible solutions of the
studied p-location problem. The distance between two elements y and x of Y can be defined by (4) and it is reerred
as the Hamming distance. This metric is often used to compare two vectors of the same size containing binary or
integer values.

m

H(x,y)=),

i=1

X _yi| €]
Obviously, the maximal distance between different elements of Y is 2p and the minimal distance is 2. If the
Hamming distance of solutions X, y equals to 2, then there must exist two subscripts i and j so that xi =0, yi=1
and xj = 1, yj = 0 and remainder of components of x and y have equal values. We can define swap operation so that
x =swap(y, i, j) ory = swap(x, j, i). Based on the swap operation, two searching algorithms can be suggested to
improve a combined objective function f(y) = wifi(y) + waf2(y). The algorithm Exchange(y) using the best
admissible strategy searches the neighborhood of the current solution and if a better solution is met, then it is
declared to be a new current solution and the algorithm continues with new neighborhood search. In the opposite
case, the algorithm terminates and returns the best found current solution. The algorithm performs according to
the steps below.

Exchange(y)
0. Initialize the current solution y* =y and f* = f{y). Define sets P={i=1, ...,m,y;= 1} and C= {i=1,
v m, =0}
1. Set f* = £ and for each pair (i, j), i € P and j € C perform the following conditioned commands.
If £ > flswap(y©, i, j)) then update £ = flswap(y©, i, j)), i* =i, * = j.
2. If f» = £, then terminate and return y°, otherwise perform the following commands: P = PU {j*} — {i*},

C=Cu{i®y — {j°, y* = swap(y©, it, 5), £ = f* and go to step 1.

Another algorithm based on the swap operation is a special version of the path-relinking method, which generally
searches one of the shortest paths connecting two solutions y and x of Y on the surface of the m- dimensional unit
hypercube. The path-relinking method returns the best solution of the inspected path. The algorithm PR(X, y) can
be described by the following steps.

PR(x, )
0. Initialize £ = argmin{ftx), f(y)}, f = min{f(x), f(y)}. Definesets P={i=1,...,m,y;=land x;, =0 }
andC={j=1,....,m,yy=0andx;=1 }.
1. Set f = +oo and perform the following conditioned commands for each pair (i, j), i € P and j € C.
If 2 > fiswap(x, i, j)) then update f* = flswap(x, i, j)), i* = i, j* = .
2. Perform x = swap(x, &, /), P= P — {i*}, C= C -{j°}.
If fix) < f*, then update 5 = x, f* = fix).
If |C] > 1, then go to step 1, otherwise terminate and return 3, and f.

4 Incrementing Improvement of Non-Dominated Set of Solutions

The incrementing improvement process starts with a small set of non-dominated solutions, which may consist of
only two solutions. The current set NDSS of noNDSS non-dominated solutions is initialized by the starting set and
is continuously updated by a basic sequential process. The basic procedure processes the current NDSS from the
solution y: to the solution y~ws: and continuously updates the current set of non-dominated solutions. In the
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individual step, solution y«temporarily located at the k-th position of NDSS is used as an initial solution for a local
search application, which produces candidates for NDSS updating. After the local search has finished, the k-th
solution of NDSS may be changed. In this case, the local search continues with the changed solution, other- wise
the k+1 th solution is processed. The basic procedure terminates, when k + 1 = noNDSS. The basic procedure can
be repeated with the resulting NDSS until a given computational time limit is exceeded.

The local search can be performed by an arbitrary algorithm, which is able to produce new feasible solutions for
NDSS updating. In the presented paper, usage of algorithms Exchange(y) and PR(yx, y«) is studied, when ap- plied
to the local search connected with the k-th solution of the current NDSS.

5 Computational Study

The computational study reported in this section was aimed at studying the quality of obtained results for both
swap and path-relinking methods embedded into the process of Pareto front approximate set creation. Whenever
the developers of any solving approach to an integer-programming location problem want to study certain perfor-
mance characteristics or accuracy of the resulting system design, they need some referential solutions or at
least their objective function values, to which the obtained results may be compared. Fortunately, the exact Pare-
to fronts of non-dominated EMS system designs are available [8, 10].

The experiments reported in this study were performed on a common PC equipped with the Intel® Core™ i7-
3610QM CPU@2.30 GHz processor and 8 GB RAM. The algorithms were implemented in Java programming
language making use of the NetBeans IDE 8.2 environment.

As far as the studied problem instances are concerned, we made use of common benchmarks representing exist-
ing EMS system operated in eight self-governing regions of Slovakia [10, 11, 12, 13, 18, 19].

The list of problem instances contains the regions of Bratislava (BA), Banska Bystrica (BB), Kosice (KE), Nitra
(NR), Presov (PO), Trenéin (TN), Trnava (TT) and Zilina (ZA). In the used input data, all inhabited network
nodes represent the set of possible EMS station candidate locations and the patients’ locations as Well. The positive
coefficients bj weighting each patients’ location jeJ was set to the number of system users sharing the location j
and this value was rounded up to hundreds. We assume that the number of emergency calls from the location j is
proportional to the number of its inhabitants.

As the system objective function value described by the expression (1) follows the concept of generalized disutility
[17], the parameter r was set to 3. The associated coefficients gk for k=1, ..., r were set in percentage in the fol-
lowing way: g1 = 77.063, g2 = 16.476 and gs = 100 - g1 - 2. These values were obtained from a simulation model
of existing EMS system in Slovakia [14]. Parameter T used in the fair criterion (2) was set to the value of 10
minutes in accordance with our previous research [10, 11, 12, 13, 18, 19].

Table 1 Benchmarks characteristics and the exact Pareto fronts description

Region | 7] p | NoS Area JUMLM) | A(MLM) | fi(tMRM) | f-(MRM)
BA 87| 14 34 569039 42912 0 26649 280
BB 515| 36| 229| 1002681 53445 453 44751 935
KE 460 | 32| 262| 1295594 61241 276 45587 816
NR 350 27| 106 736846 59415 557 48940 996
PO 664 | 32| 271 956103 65944 711 56703 1282
N 276 | 21 98 829155 45865 223 35274 567
TT 249 | 18 64 814351 48964 450 41338 921
ZA 315| 29 97 407293 48025 254 42110 728

The following Table 1 summarizes the basic characteristics of used benchmarks and it contains also the infor-
mation about the exact Pareto fronts. For each studied problem instance corresponding to one row of the table, the
column denoted by |I] contains the cardinality of the EMS station candidates set. The parameter p expresses the
number of stations to be located. In this study, we assume that only one facility (EMS station) can be located at
one candidate locations. In the future, the problem could be adjusted in such a way to allow also multiple
facility locations. The middle part of Table 1 contains the number of solutions NoS forming the Pareto front. In
the column denoted by Area we provide the readers with the size of area defined by the elements of the Pareto
front as suggested in [13, 19]. This value is the most important aspect to evaluate the quality of approximate sets
of non-dominated solutions. Finally, the right part of Table 1 summarizes additional information about the
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bordering points of the Pareto front. Let the symbol MLM denote the most left member of the Pareto front and let
MRM denote the most right member. Then, the objective function value (1) for MLM will be denoted as fi(MLM)
and the criterion (2) for MLM will be denoted by f2(MLM). We will use an analogical denotation also for MRM.

It must be noted that an individual run of the solving process was limited by 5 minutes of computation. The five
minutes limit was chosen deliberately to keep the possibility to compare obtained results to our previously devel-
oped approaches. If one wants to compare two or more algorithms, which may be based on different techniques,
their computational time restrictions should be the same. Five minutes proved to be sufficient for obtaining enough
accurate results. Increasing the time limit does not necessarily mean obtaining better results. On the other hand, if
the computational time restriction is too strict, then the algorithm may bring worse results, because better solutions
will not be achieved. Of course, it would be helpful to perform an extra computational study, in which the impact
of computational time limitation on the result accuracy would be studied. This paper does not contain such a study,
but we keep the same settings as in our previous research activities, in which 5 minutes were used.

The obtained results are reported in the following two tables. While Table 2 contains the results for the algorithm
making use of a simple swap operation, Table 3 summarizes the obtained results, in which the path-relinking
method was applied. Both tables keep the following structure. Each column represents one solved problem in-
stance. The row CT contains the computational time in seconds. The objective functions f; and f2 of the most left
and the most right member of NDSS are not reported here because they are almost the same as in the exact Pareto
front. The number of NDSS members is reported in the row denoted by noNDSS. The size of area formed by the
NDSS members is given in the row denoted by FinArea. The row denoted by MeanArea contains the mean value
of area as suggested in [19] to evaluate the dynamics of suggested heuristic approach. The last denotation noOS
expresses the number of outer cycles performed during the solving procedure.

Table 2 Results of numerical experiments for the swap algorithm based directed search

Region BA BB KE NR PO TN TT ZA
CcT 300.0 436.0 326.2 311.9 587.0 303.4 302.9 309.5
noNDSS 33 210 230 105 264 95 62 90
FinArea 592690 938015 1244591 775288 901065 834807 815095 407905
Meandrea 592806.1 | 954886.0 | 1274739.4| 781721.7| 883822.9| 836944.6| 816946.4| 412037.7
noOS 2098 2 2 11 2 31 82 22

Table 3 Results of numerical experiments for the search using the path-relinking approach

Region BA BB KE NR PO TN TT ZA
cT 300.0 300.3 300.0 300.0 300.1 300.0 300.0 300.0
noNDSS 31 152 130 53 81 54 40 43
FinArea 712948 1094802 1817556 946193 1146929 900748 1062544 589698
MeanArea 712952.2| 1094936.7| 1817814.3 [ 946255.0| 1147015.7| 900770.7| 1062558.7 [ 589711.6
no0S 113007 1048 1486 5123 2337 11147 40129 12616

6 Conclusions

The research reported in this paper was focused on Emergency Medical Service system optimization with two
contradictory objectives, which cannot be optimized simultaneously. For such problems, the Pareto front seems to
be a sufficient basis for responsible authorities to find the resulting service center deployment. The main scientific
goal of this paper was aimed at the Pareto front approximation methods. Since the set of non-dominated system
designs can be constructed in many different ways, the attention was paid to the comparison of the directed search
based on a swap algorithm to the another approach using the path-relinking method.

Based on performed experimental case study, it has been found that the directed search based on a simple swap
algorithm performs much better from the viewpoint of the number of found non-dominated solutions. A secondary
consequence of better Pareto front approximation consists in the value of area. Thus, we recommend a swap- based
approach for practical usage instead of the path-relinking directed search.

Future research in the field of bi-criteria optimization could be aimed at development of other approaches for good
Pareto front approximation. Another research topic could focus on generalization of current approaches and their
adjustment for multi-objective Emergency Medical Service System designing.
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Significance of Web Search Data in Research of Sales in
Auto-Motive Industry

Radoslav Lacko?!

Abstract. Massive development of the internet resulted in many new various types of
data. Some of them are indirectly created by users. Almost each of our step on the
internet is tracked and written somewhere in the databases. We are able to get the data
of users’ searches and implement it into econometric research or modelling. Many
marketing departments are already doing research of success of their marketing cam-
paigns based on this data. Web search data can relatively fast reflect the changes in
customer behavior. We examine how reliable the data are in the long term and evalu-
ate its reliability in this research. Therefore, we have chosen the product that is not
fast reversible. Automotive industry, namely passenger cars, would be a great exam-
ple to test the reliability of web search data in longer period. Industry has gone through
de- mand and supply shocks during over past years, such as green economy transfor-
mation, pandemic, or global chip shortage. Finally, we discuss the possible utilization
of web search data in macroeconomics, or microeconomics.

Keywords: web search data, automotive industry, google trends

JEL Classification: C51
AMS Classification: 91B74

1 Introduction

Many of different new data sources and data types appeared in the past decades. Also, a lot of new tools and
practices, to process and visualize data, have been developed in the past years. Statisticians and analysts use these
tools to enlarge existing theoretical and practical backgrounds in this field.

Web search data is not the latest source, so we are able to create dataset with longer time periods. The popularity
of this data is increasing in past years because it helps to track thoughts and wishes of customers immediately.
Therefore, marketing employees are able to evaluate the success of their product campaigns.

This research examines significance of relationship between web search data and real economic indicator of
longlasting goods such as passenger cars. So, the main question is whether the web search data are relevant and
thus, suitable for further research and processing in the field of macroeconomics, or microeconomics.

2 Literature review

In the previous part we mention that marketing department in companies track outcome and effectiveness of their
marketing campaigns by creating various models using Google Trends (GT) data. In other words, marketing em-
ployees compare searches on Google, conversion on different level of sales process and real sales in particular
time.

Also, the economists and data analysts try to prove a relationship between the GT and the real economy. The first
relevant attempt we have found is the article “Predicting the Present with Google Trends” published in 2012. Choi,
Hyunyoung, and Hal Varian [3] predict monthly sales of Ford cars based on past 12 months of GT searches.
Besides this prediction, they also tried to predict unemployment claims, travel destination planning or consumer
confidence.

Boone et al. [1] try to examine the effect of addition of GT data into the models. Authors added a GT data to reduce
the forecast errors and provide more robust and relevant outcomes.

Cebrian, Eduardo, and Josep Domenech [2] questions the quality of GT data in the study published in February
2022. The results says that there is problem with the accuracy of the data, but it does not invalidate GT as a data
source for other analysis.

! Prague University of Economics and Business, Faculty of Informatics and Statistics, nam. W. Churchilla 1938/4 130 67 Praha 3 - Zizkov,
lacr02@vse.cz.
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3 Data

The dataset consists of two data sources. As the topic says, the first source of the data is used GT [5] — web search
data. All the activities of the users are gathered by the Google company and then processed. The results are GT,
the statistics of the searches on Google. For each search term or topic is calculated interest over time. In other
words, it means “Numbers represent search interest relative to the highest point on the chart for the given region
and time. A value of 100 is the peak popularity for the term. A value of 50 means that the term is half as popular.
A score of 0 means there was not enough data for this term”, according to the Google?. The

The second data source is European Automobile Manufacturers’ Association (ACEA). We obtain the numbers of
registered passenger cars separately by country and by brand in the monthly period from 2008 to 2020.

We gather the data from GT for each country of EU15® with the search term of the particular car brand. The brands
Volkswagen and Renault are used in our research. These two brands are the most common according to number
of registered passenger cars in the EU. Figure 1 shows the Volkswagen brand and its numbers of registered pas-
senger cars in examined periods. Figure 2 shows the raw Google Trends data of Volkswagen brand in Germany
and France. Also, we prepare seasonally adjusted data of all Google Trends data, the Figure 3 shows the raw and
seasonally adjusted Google Trends data of Volkswagen in Germany.
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Figure 1 The number of registered passenger cars of Volkswagen brand — real data vs. seasonally adjusted
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Figure 2 Google Trends data of Volkswagen brand in Germany and France

2 https://trends.google.com/trends/
3 European Union members before 2004
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Figure 3 Seasonally adjusted and raw Google Trends data of Volkswagen company in Germany

4 Methodology

The panel data structure defines the models that we use in our estimates. We obtain Least Squares Dummy Variable
estimator with a fixed effect of brand represented as factor(brand). Paseran [6] shows and defines panel data
models and presents the differences in methodology.

Besides the brand variable each model has the base independent variables from GT data for particular car brand
namely the United Kingdom as uk, Netherlands as netherlands, Belgium as belgium, France as france, Germany
as germany, Italy as italy, Spain as spain. Each independent variable that represents the country is recalculated as
the first difference which helps us with stationarity of each GT time series. We select only countries with share on
registered passenger cars higher than 4 %. There are about 8 other countries with shares less than 2 %. Total share
of all selected country was about 80 % in 2008 and 78 % in 2020 of EU15 + EFTA.

There are two other dummy variables that represent the covid pandemic period as cvd and the diesel gate affair as

dg.

pcir = Bo + Bruky + Panetherlands; + fzbelgium;: + Bifrance; + fsgermany;,

. . 1
+ Britaly + Brspaini + Vdprana + € )
pcir = By + Piuk; + fonetherlands;, + Bsbelgium;, + Bifrance;; + fsgermany;, 2)
+ Britaly; + Byspaing + Pgcvd + Ydprang + €
pcir = By + Piuk; + fonetherlands;, + Bsbelgium;, + Bfrance;; + fsgermany;, 3)

+ Britaly; + Brspaing: + Pgevd + Lgdg + vdprana + €ir

5 Results

As we mentioned in methodology part there are three various estimates, that differ in independent variables used.
The results of the estimates are in the Table 1 using seasonally unadjusted data.

Fantazzini [4] estimated models using GT data with obtaining both raw and seasonally adjusted data. The authors
examine that estimated models without using GT data performed better compared to seasonally adjusted data in
linear models. Our models provided better performance using raw data for all the models. We did all the models
using both seasonally adjusted and raw data. In our case there were no significant results using seasonally adjusted
data, R-squared value reached top of 0.03. Thus we present the results of estimations using seasonally unadjusted
data.
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We can conclude that most of the countries independent variables are not significant, but there is observed rela-
tionship between France, Italy, and the number of registered passenger cars, that is significant on 1 % in the first
estimation, on 5 % in the second and the third estimation. Italy independent variable has negative coefficient which
in other words means with more searches the number of registered passenger cars decreases. There is declining
trend of the number of registered passenger cars in the period between 2008 and 2020. Thus, increasing searches
of Renault and Volkswagen might be connected to changes in the customers’ behavior. The overall budget is lower
than it was before, and customers are comparing more options and Renault, or Volkswagen might be the second
or the third possible choice.

On the other hand, France has a positive coefficient, so more searches mean more registered cars. Also, Renault
is France-based company and the customers’ behavior might be more patriotic. This effect has not been observed
in Germany and Volkswagen.

The first model provides significant results for Spain, with almost the same but positive effect compared to Italy.
Moreover, it is not significant on 5 % in the second and the third model. The coefficients of Spain and Belgium is
significant on 10 % in those models.

The variable factor(brand) is significant in all models on less than 1 %. The coefficient represents the difference
between Volkswagen car registration compared to Renault.

Only one of our two dummy variables is significant, namely cvd which represents the decreases during the first
wave of the covid pandemic from March to May in 2020. Diesel gate affair in 2015 represented by dg variable
was not significant in any of our model.

The heteroscedasticity was observed in the second and the third model, so we calculate robust standard errors. The
results are not so different as it is presented in Table 2. Belgium independent variable become significant on 5 %
with coefficient of 259.26. The rest of the variables remain unchanged.

Model LSDV _brand (1) LSDV cvd (2) LSDV dg (3)
Coefficients:
constant 123912 125105 125043
<(0.0] *** <0.0] #* <0.0] Hk*
wk -2354 -439.8 -433.0
0.42 0.11 0.12
netherlands -425.0 -375.6 -3744
0.17 0.20 0.20
belgium 261.2 259.3 258.1
0.089 . 0.072 . 0.073 .
france 599.0 947.2 946.0
0.034 * <001 #k* <0.Q] ok
germany -349.6 -220.9 -218.0
0.146 0.329 0.337
italy -892.4 -1032.7 -1038.5
<0.0] *+* <0.0] #H* <0.01 *¥*
spain 895.2 585.7 588.3
<0.01 *** 0.065 . 0.064 .
factor(brand) -42133.9 -42142.8 -42143.1
<0.0] *** <001 *#* <0.0] ***
cvd - -63291.8 -63187.2
<001 #k* <0.Q] ok
dg - - 2368.7
0.774
Adj. R-squared 0.4483 0.5285 0.5286
p-value (F-test) <().0] *** <(.0] #* <().0] ***
Breusch-Pagan test 0.2343 0.0435 0.0447

Table 1 Estimations output
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6 Conclusion and discussion

The main point of this research is to consider is the Google Trends data are reliable for the further research in
automotive industry. We created several models to prove relationship between web searches and real economy in
the field of automotive. Although the results of the estimations are not so robust, but we can consider that there
was examined relationship. Therefore, we can continue in the research using Google Trends data and consider it
as significant data source. To improve the performance of our estimation, we may include lag variables in further
research.

On the other hand, there are some details that would improve the robustness of the estimate. The different granu-
larity of data from ACEA would help to examine relationships between car brand and its web searches in particular
country. Also, there are possibilities to provide a better estimate if Google has calculated interest over time for EU
as a group not separately for each country. Also, there is the option to created weighted index calculated from the
Google Trends index from various search forms including model type such as Volkswagen Golf, Volkswagen
Arteon etc.

It would be interesting to see if it will be possible to estimate significant models in periods of microchip shortage,
high inflation, and actual war conflict on automotive industry as one of the pillars of European economy.
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The Impact of COVID19 Lockdown on Imprecision
Measure of TrOFNs Portfolio Analysis

Anna Lyczkowska-Hanékowiak®, Aleksandra Wojcicka-Wojtowicz?

Abstract. Oriented fuzzy numbers (OFNSs) can be used in managing an investment
portfolio — they include information uncertainty and imprecision related to financial
market. A portfolio analysis bases on an expected fuzzy discount factor and an impre-
cise present value (PV). The main purpose of the paper is to compare a portfolio anal-
ysis including stocks identified by PV assessed by trapezoidal oriented fuzzy number
(TrOFNs) in times of regular stock exchange session and during unexpected events
(COVID19 lockdown). All considerations are illustrated by an empirical case study.
The imprecision risk of the investment portfolio is estimated by energy and entropy
measures, comparison of which proves that extreme events, had a tremendous impact
on both measures. The analysis also shows that the aggregated portfolio measures of
energy and entropy in case of regular situation are lower than in case of a crisis and
also lower than measures of individual elements of portfolio.

Keywords: OFN; imprecision; PV; discount factor; portfolio analysis

JEL Classification: C44, G11, G24
AMS Classification: 03E72

1 Introduction

Financial markets are characterised by imprecision, hence the use of fuzzy numbers (FNSs) in the analysis of finan-
cial data is justified. In [7] it is demonstrated that in portfolio analysis, oriented FNs (OFNs) are more useful than
FNs. Moreover, in case of financial data imprecision the expected discount factor is a more convenient portfolio
tool than the expected return rate [8, 10]. Therefore, the main aim of our paper is to study portfolio discount factor
when portfolio assets are evaluated by trapezoidal oriented FNs (TrOFNs). The most general definition of FN was
formulated by Dubois and Prade [1]. The notion of ordered FN was introduced by Kosinski et al. [2, 3]. For formal
reasons, the Kosinski’s theory was revised in [6] where the notion of ordered FN is nar- rowed down to the notion
of oriented FN (OFN). The relationships between FNs, ordered FNs, and OFNs are discussed in detail in [8]. A
special case of OFNs are TrOFNs [6] defined as follows:

Definition 1. [6] For any monotonic sequence (a, b, c,d) c R, TrOFN W(a, b,c,d) = T is OFN T € K deter-
mined explicitly by its membership functions ur € [0,1]® by

0, x & [a,d] = [d,a],
=2 x€lab[=]ab]

.uTr(x) = ."‘Tr(x|at b,c,d) = b_,a x € [b,c] = [c, b], (D
=, xe€lcd] = [cdl

If a < d then ﬁ(a, b, c,d) has a positive orientation m (an increase in approximated number is expected).

If @ > d then Tr(a, b, c,d) has a negative orientation a,d (a decrease is expected). The space of all negatively
and positively oriented TrOFNSs is denoted by K7, and K¥. respectively. Basing on Kosinski’s approach, we

extend arithmetic operators to the case of K,. For any pair (W(a, b,c, d),ﬁ(p —a,q—br—cs— d)) S
K2, and 8 € R, arithmetic operations of extended sum H and dot product [] are defined as follows [6, 10]:
Tr)(a,b,c,d) EE!W(p —a,q—br—cs—d)=
{ﬁ(mm{p,q}, grmaxfr,s}),  (@<PV(@=rAp<s), @
W(max{p, q},q,r, min{r,s}), (g>r)vig=rAp>s).

1 WSB University in Poznan, ul. Powstancéw Wielkopolskich 5, 61-895 Poznan, Poland; anna.lyczkowska-hanckowiak@wsb.poznan.pl
2 Poznan University of Economics and Business, Al. Niepodlegtosci 10, 61-875 Poznan, aleksandra.wojcicka-wojtowicz@ue.poznan.pl
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BATr(ab,c,d)=Tr(B-aB bp-cfB-d) 3)

Information imprecision is understood as a special case of ambiguity and indistinctness of information [9].
Ambiguity results in an unequivocally recommendation, while indistinctness does not distinguish clearly be-
tween recommended and non-recommended alternatives. If OFN ambiguity increases then we are given more
recommended alternatives and, in turn, it leads to a higher ambiguity risk of choosing the wrong alternative
among given ones. In decision-making analysis, energy measure is used to assess the ambiguity risk while entro-
py measure — the indistinctness risk. Imprecision risk is a sum of ambiguity and indistinctness risk. For any

TrOFN Tr(a, b, ¢, d), its energy and entropy measures are expressed by the following relations [4]:

ﬁa, ,C, =-—-|d+c—b—al,e ﬁa, ,C, =—:ld—c+b—a 4
d(Tr(a,b,c,d)) =:1d b—ale(Tr(a,b,c,d)==-1d b—al &)
e(ﬁ(a,b,c,d))=%-|d—c+b—a| (5)

Obtained results may be presented in a form of an asset benefit also regarded as a relative profit of the owned
asset can be presented by a return rate or a discount factor, dependent on the profit value and the asset value [5].

In our research benefit indexes are imprecisely estimated by TrOFNs %, L € Ky The portfolio benefit index is
determined by a function w@: (K7, )% x [0,1] - K, given by

® L= @s(a-»Hak) (6)

Theorem 1 [8]. For any real number A € [0,1], we have:
o foranypair (X,£) € (Kz, x Kz,) U ((Kf, UR) x (Kf, UR))

a(w(#,50)) =21-a(#) + 1 -0 - a(L). e (w(K,L,2)) = 1-e(¥) + (1 - 1) - e(X) (7

e forany pair (}?,Z) € ((Kf, UR) x K7,)

Ad(K)=(1 =2 -d(core(L)), (K LA)e K:LUR,

d,(m(j‘_c’,f,k))s (K)-(1-2 (M‘e(:)) m(HH ) € Ki ®
(1-1-a(L) -1 a(core(X)), w(K,L2)e€ Kr UR,

where Core(A) = {x: uyu(x) =1}, A € F(R)
o foranypair (K,L) € (K. UR) x K7, ) U (K7, X (K#. UR))

e (ﬁi(??, L 7&)) < minfre(%), (1 — Ve (L)} (9)

The above presented theory on TrOFNs and oriented present value (OPV), discount factor (DF) and portfolio
approach, that follows in Section 2 and 3, is the absolute theoretical minimum necessary to explain the most vital
part of the paper which is the case study shown in Section 4. Extensions of some equations were removed, only
the essential theory is presented. For more information on TrOFNs, OPV and EDF see [4, 5, 7, 9].

2 Oriented present value and discount factor

PV was redefined by Piasecki as a present equivalent of a payment available at a given time in the future. In [5]
the estimation of a fuzzy present value was supplemented by a forecast of the closest changes in quoted price. In
a portfolio analysis OFNs are more useful than FNs [8]. Therefore, an imprecise PV may be estimated using
OFNs [4-7] becoming an oriented present value. Any OPV is described by a monotonic sequence
(Vs, Ve, b,v, Ve) and estimated by trapezoidal oriented fuzzy numbers:

PV =Tr (Vo VW, V) (10)

where the monotonic sequence (I/;, Vr, B, Ve) is determined by: P — quoted price, [V, V,] € R* — interval of all
PV possible values, [Vf, Vl] c [V, V,] — interval of all prices that do not significantly differ from the quoted
price P. If an increase/decrease in price is anticipated, the PV is respectively determined by a positive-
ly/negatively oriented TrOFN. Japanese candle models are examples of trapezoidal OPVs [7]. Assuming time
horizon t > 0 of a fixed investment, the analyzed asset is described by an anticipated future value V; and an
assessed present value V. The benefits from possessing an asset is a simple return rate r; given by the identity:

~224~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

n=tl=%_1 (11)

Vo Vo

FV is a random variable ¥,: 2 — R¥ where () is a set of elementary states, , of the financial market. PV is
identified with the observed quoted price P and the return rate is a random variable determined by identity:
Vi(w)-P

3 (12)

r(w) =

In practice of financial markets analysis, the uncertainty risk (lack of knowledge) is usually described by the
probability distribution of a return rate (12) given by a cumulative distribution function E.(: |¥): R — [0,1].
Assuming that an expected value 7 of the distribution and the expected discount factor (EDF) ¥ exist then:

v=(1+7)"1 (13)
Taking together (11) and (12), we obtain a following formula describing the return rate

B(1+1:(w))
Vo

e =1:(Vo,0) = -1 (14)

Then the imprecise EDF V: Rt — R* as a unary operator transforming PV as follows:

5. _ -1 _
Vo) = (F52) =51 (15)

PV is imprecisely estimated by TrOFN (10) and the imprecise EDF ﬁ(ﬁ) 1s also given by TrOFN

Vsv va Vi Vel

Y R G (AANA) (16)

The energy measure and the entropy measure of the OEDF 1‘7(.? ) are determined by formulas:

V(PV) = T7 (%

a(V(3)) = —(V”Vr;;f mOL) (17)
e (V¥($)) = —(VE‘V':‘;f—Vs)'? (18)

3 Portfolio analysis

For the financial portfolio analysis we use the method proposed in [4, 5]. By a financial portfolio we understand
an arbitrary, finite set of assets. Any asset is understood as a fixed security in a long position. If we consider a
case of a multi-asset portfolio 7*, built of securities ¥;, we describe the portfolio as a set n° = {¥;:i =
1,2, ...,n}. Any security ¥; is characterized by its price B; € R*, by its imprecise PV evaluated by TrOFN

PV, = ﬂ:(Vs(E):Vf(D» Vz(i)' Ve(i)) (19)
and by its EDF v7; determined by (13). Any security Y; is therefore defined by its imprecise EDF
i Fop@ p@ @ Oy 52 (@ 8 O ¥ @ T 0 b
v, =Tr(0%, 0,02, 0{7) =7 (v, /AR A ﬁi). (20)

A portfolio PV is a sum of its components’ PVs. In our case the components’ PVs are estimated by TrOFNs,
we distinguish the portfolio of rising securities 7t = {Yi eEn’: (P—Vl € ]K;,ﬂ} and the portfolio of falling securities
n~ = m"\n*. Using (2) PV of portfolio =+ (PV+) — PV ofportfolio 7~ ( PV ™) is calculated analogously:

PVt =Tr(v,®, V“’ VU = 17 (Syent Vi Ty ient V( Ty ent VO Syient V), 1)

Eventually, the PV of portfolio 7* (PV") is calculated:
'P_V* = W+ =i ‘P—V)— = ﬁ(%‘(+)' Vf(+)l VI(+)' Ve(+)) =i W(V;(_): Vf(_)' Vi(_)) Ve(_)) (22)

The imprecise EDFs of portfolios ¥, (™ being analogous to %) and 7" are given by the following formulas:

+() +() ) +() @ +() o)
D, Tyt o - DO, By 2= - DY), 23)

-

vt = W(Znerﬁ 51 : (I) ) Dyient ———
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3 = * * * * 5 qt g g~ 3

v =Tr(0O, 00,00, 00) = (V) B (o i), (24)
where
« Mt = ZYLE,IJF Pi,M~ =Yy.en- P, M" = M* + M~ are the values of portfolios m*,7~, 7",
. p;'/_ = i—i/, are the share pi+/_ of the asset ¥; € m*/~ in the portfolio +/~ respectively,

Mt/
. q+/‘ = M— are the share q+/ of portfolio mt~inm “respectively,
+/=\"

1
+ -1
- ) U= (q— + ;—_) are the EDF T/~/* of portfolio 7r*/~/" respectively.

e

g p;
« Tt/ =(ZY,-EH+/‘ :7

The energy measure and the entropy measure of EDF V+/-are determined by formulas:

g/ =gt/

e (V). 25)

oH/- ql(/)

d(V+7) = Xy cni- d (V1)) e(F*7) = Syent-

The entropy measure of EDF ﬁ* of portfoho m" meet the conditions:

-d(core(V7)), V'€ Kf UR,

a(V) < (26)

-d(core(V*)), V'e Ki UR

e(7") < min {"’;‘3* )} @7

4  Case study — empirical analysis

The main objective of the paper is to implement a new method of portfolio analysis using TrOFNs decribed in
detail in [4] to compare the portfolio measures in times of regular listing (29.01.2020) and during first COVID19
lockdown in Poland (16.03.2020) to see how the portfolio reacts to extreme situations which has not been re-
searched before. We consider a portfolio " consisting of 17 companies included in WIG20 quoted on Warsaw
Stock Exchange (WSE). The choice of those companies is dictated by the fact that WIG20 index is considered to
be the best reflection of economic changes on Polish stock exchange. Standard WIG20 includes 20 companies.
However, in the analysed time (regular/lockdown) three of the companies where replaced by other ones, there-
fore to allow the comparability of the research 17 out of standard number of 20 were analysed. In case of stand-
ard time (before lockdown) the portfolio contains the following securities (presented in a following manner
{number of stocks/tick/symbol}):  {10/CCC/Ycc}, {17/CDR/Y pr}t,  {50/CPS/Y ps{S/DNP/Yppnpt,
{2001 1SW/Yisw}, {8/KGH/Ygen}, {50/LTS/Yirs}, {1/LPP/Yipp}., {100/OPL/Yppr}, {10/PEO/Ypgo},
{100/PGE/Ypgp}, {1200/PGN/Ypen}, {50/PKN/Yprnt, {30/PKO/Yprot, {25/PZU/Ypzyt, {10/SPL/Ysp 1},
{200/TPE/Yypg}. For each analysed WSE stock on 28.01.2020 (closing session) we estimate its PV (a single
stock price) equal to TrOFN WS describing its Japanese candle [7]. A quoted price P; of each portfolio element
becomes an initial price on 29.01.2020. We consider a quarterly horizon of an investment. For an average ex-
pected return rate ¥ = 0.0985 from (13) we get an expected discount factor ¥ = 0.9103. For each considered
stocks S using (15) we compute its imprecise expected discount factor and, basing on (17) and (18), the energy
and entropy measure of OEDF V.. PVs and OEDFs are presented in Table 1.

. - OEDFV,- OEDFV,-
Assets Present Value PV Quoted Price P energy entropy
measure measure
Yece W(83.35; 88.00; 88.00; 89.65) 88.00 0.0326 0.0163
Yepr Tr(271.50; 271.50; 276.30;276.30) 277.00 0.0158 0.0000
Yeps Tr(26.42; 26.60; 27.04; 27.34) 27.20 0.0228 0.0040
Yonp Tr(155.00; 155.00; 155.10; 157.30) 155.30 0.0070 0.0032
Yisw Tr(18.60; 19.36; 20.14; 20.14) 20.32 0.0520 0.0085
Yren Tr(91.78; 93.60; 93.70; 94.90) 94.24 0.0156 0.0073
Yirs Tr(83.88; 83.40; 81.16; 80.26) 81.44 0.0328 0.0039
Yipp  Tr(8205.00; 8380.00; 8395.00; 8460.00) 8385.00 0.0147 0.0065
YorL Tr(7.01; 7.05; 7.20; 7.35) 7.17 0.0311 0.0060
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Yreo (TT?:(97.22; 97.70; 98.20; 98.66) 98.20 0.0090 0.0022
Ypce (ﬁ:(7.08; 7.15; 7.30; 7.40) 7.30 0.0293 0.0053
Yren W(&Ql; 3.88; 3.86; 3.82) 3.87 0.0129 0.0041
Yoxn T7(83.22; 83.00; 81.62; 81.18) 81.90 0.0190 0.0018
Yeko Tr(34.59; 34.68; 34.90; 35.26) 34.93 0.0116 0.0029
Ypzu (TT?:(40.72; 40.73; 40.89; 41.11) 40.88 0.0061 0.0013
Yspr W(276.20; 278.00; 281.80; 283.80) 287.00 0.0181 0.0030
Yreg Tr(1.51; 1.53; 1.56; 1.56) 1.56 0.0233 0.0029

Table 1 Recorded values of the portfolio 7 stocks (pre-lockdown period)

The shares Yece, Yepr, Yeps: Yone: Yisws Yeenr Yires Yorrs Yeeo: Yeces Yekos Yoz, Yspr and Yrpp belong to port-
folio * of rising securities. The shares Y;rs, Ypgy, and Ypgy belong to portfolio ™ of falling securities. Using
(21) and (22) we calculate PVs of portfolios 7+, ™, *: PV+ = Tr(27705.14,28142.95,28508.45,28691.45),
PV- = ('11—1")(13047.00, 12976.00,12771.00,12656.00), PV = ﬁ(40752.14,41118.95,41279.45,41347.45).
EDFs of portfolios m+, ™, m" are equal 7 = 0.8886, 7~ = 0.9313, 7" = 0.9013. Finally, using (23) and (24)
we calculate imprecise EDFs of portfolios ©*, n~, m": V+ = Tr(0.8823,0.8954,0.9069,0.9127), V- =
T7r(0.9272,0.9221,0.9075,0.8993), V* = Tr(0.8957,0.9034,0.9071,0.9087). The energy measure of EDF 1*
of portfolio ™" equals d(ﬁ*) = 0.0083. Using (25) we get dﬁ?r) = 0.0210 and d(ﬁ_) = 0.0213, which is
d(V") 00103 - the condition (26) is satisfied. We also get (V") =0.0083 < 0.0210 <
min{d (17+), d(f?’_)} Similarly, the entropy measure of EDF V* of portfolio " is 6(17*) = 0.0023. Using (25)
we get 3(17*') = 0.0047 and 6(17') = 0.0033, meaning that 9(17*) < U;—Te(ﬁ'*) +U;—Ze(17_) < 6(17*') +
9(17‘). Moreover, 6(17*) < min{e(17+), 9(17‘)],

In case of COVID19 lockdown time a portfolio m* of the same 17 companies is considered to ensure compa-
rability of obtamed results. Based on a closing session of March 16, 2020, for each observed share we assess 1ts
PV equal to TrOFN Ws describing ifs Japanese candle [7]. A quoted price ﬁs of each portfolio element becomes
an imfial price on 17.03.2020. For an average expected refurn rate ¥ = 0.0750 from (13) we get an expected
discount factor # = 0.9302. For each considered stocks S using (15) we get its imprecise expected DF and, bas-
g on (17)-(18), the energy and entropy measure of OEDF I-t_"'S PVs and OEDFs are presented in Table 2.

OEDFV,— OEDFV,-

Assets Present Value WS Quoted Price ﬁs energy entropy

measure measure
Yeee T7(35.00; 35.00; 29.00; 28.36) 32.98 0.1783 0.0045
Yepr Tr(222.00; 235.90; 252.00; 272.00) 262.00 0.1173 0.0301
Yeps Tr(18.71; 20.00; 21.74; 22.40) 23.50 0.1075 0.0193
Yo Tr(133.20; 135.00;136.00; 143.20) 139.80 0.0366 0.0150
Yisw Tr(9.51; 10.00; 11.50; 11.64) 12.00 0.1407 0.0122
YxeH T7(52.78; 52.50; 51.54; 48.01) 53.00 0.0503 0.0167
Yirs Tr(44.90; 44.90; 44.43; 40.62) 45.46 0.0486 0.0195
Yier  Tr(4552.00; 4552.00; 4450.00; 3920.00) 4450.00 0.0767 0.0277
YorL Tr(4.70; 4.92;5.68; 5.95) 5.75 0.1626 0.1986
Ypeo Tr(61.00; 61.00; 55.64; 54.90) 57.78 0.0923 0.0030
Yece Tr(2.53; 2.81; 2.92; 3.00) 3.08 0.0876 0.0272
Yeon Tr(2.22; 2.31; 2.49; 2.53) 2.62 0.0870 0.0115
Yexn Tr(42.67; 45.69; 48.00; 49.30) 49.64 0.0838 0.0202
Yexo Tr(23.11; 22.94; 21.50; 20.30) 22.24 0.0889 0.0143
Yezu Tr(23.80; 25.91; 26.92; 26.92) 27.38 0.0702 0.0179
Yops Tr(180.00; 180.00; 168.20; 157.10) 170.00 0.0949 0.0152
Yree Tr(0.82; 0.89; 0.94; 0.96) 0.97 0.0911 0.0216

Table2 Recorded values of the portfolio 1 stocks (COVID19 lockdowmn)
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The shares Yepg, Yeps, Yowp, Yisw. Yorr, Yece, Yegn, Yeun, Yezy and Yrpg belong to portfolio m™. The shares
Yeeo: Yearr Yirs: Yipp, Yoro, Yoo, and  Yop, belong to portfolio w~. The present value PV =
Tr(13557.00, 14340.55, 15460.00, 16049.00), PV~ = Tr(10672.54, 10665.20, 10257.22,9347.68), PV* =
ﬁ(24229.54, 25005.75,25717.22,25717.22). EDFs of portfolios n*, w~, m* are equal vt = 0.7766, 7~ =
0.9092, v* = 0.8237. The imprecise EDFs of portfolios are vt = W(D.7846,0.8296,0.8922.0.9250); V=
Tr(0.9531,0.9524,0.9158,0.8348), V* = Tr(0.8446,0.8733,0.9006,0.9006). The energy measure of EDF V*
of portfolio m* equals d(’l?") = 0.0378. Using (25) we get d(1?+] =0.1015 and a!(f"_} = 0.0775 as well as
d (604“3(1?‘]) = 0.0366, which 1s 4 ("l?") < 0.05224 which means that the condition (26) 1s satisfied. Addi-
tionally d(ﬁ‘)iﬂﬁn{dﬁ’.*), d(l?‘)] Similarly, the entropy measure of EDF V* of portfolio 7* is 6(1‘_;')*) =
0.0053. On the other hand, using (25) we get 3(1?") = 0.0194 and 3(1(}.‘] = 0.0204, meaning that e(ﬁ") =
ﬁ"er e(V*) + . e(V") < e(V*) + e(V"). Additionally, min{e(V*),e(V")}, which means that the condi-

v v

tion (27) is also satisfied.

5 Conclusions

Obtained results allow us to conclude that the portfolio diversification reduces uncertainty and imprecision risk.
Moreover, it is worth stressing that different orientations of index profits significantly affect ambiguity and in-
distinctness of portfolio profit index. If index profits are described by TrOFNs with different orientations then
portfolio diversification significantly reduces the ambiguity of portfolio profit index and if the index profits are
described by TrOFNs with the same orientations, then portfolio diversification only averages the ambiguity of
portfolio profit index [9]. The same is true for indistinctness of portfolio profit index.

Lockdown which was imposed due to COVID19 caused tremendous changes in sessions on worlds’ ex- change
markets, also in Poland. In most cases the PVs determined by TrOFNs on 16.03.2020 (the beginning of lockdown)
are more imprecise. Therefore corresponding energy and entropy measures are higher compared to the quotations
of the same companies on 28.01.2020. Similarly, the entropy and energy measures of OEDFs increased. Despite
the rise in energy and entropy measures of individual elements, the measures of the portfolio are lower than of the
individual increasing and falling elements of given securities. The portfolio diversification reduces uncertainty
risk and imprecision risk. Portfolio diversification significantly reduces the ambiguity and indistinctness of port-
folio profit index. PV of the portfolio decreased by approximately 40% and as it is estimated by the positively
oriented TrOFN, an increase of the portfolio value is expected.
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Dynamics of the Economic-Ecological System of Aral Sea
Mira Mauleshova?, Igor Krejéi?

Abstract. Paper deals with the implementation of the system dynamics model of the
Aral Sea. The proposed model focuses on the impact of the agricultural use of the
water and its influence on the environment in the Republic of Uzbekistan. The model
explains the causality of agroeconomic activity in the examined area and the enor-
mous decrease of the water in the lake known as the Aral Sea but also the significant
deterioration of water’s quality in it, namely its salinity.

The paper presents the stock and flow diagram, which describes the basic demograph-
ical structure, its connection to the agricultural subsystem and the impact of agricul-
ture on the flow of the river Amu Darya. The construction of the simulation model is
described, estimation of the parameters and model validation are discussed. The last
part of the paper shows the baseline scenario behaviour of the core variables, such as
the volume of water flowing to the Aral Sea, the volume of the lake and salinity. The
text is closed with the discussion and model limitations.

Keywords: Aral Sea, Computer simulation, System dynamics

JEL Classification: C44, C63, Q15
AMS Classification: 90B90, 93C15

1 Introduction

The dynamic complexity is a key reason why complex systems surprise us [21], [14]. Investigating the situation
of the Aral Sea one should understand that complex systems are characterised by trade-offs. Feedbacks, delays,
non-linearity and history dependence often result in a significant difference between short- and long-run results.
It is even more complicated by the fact that the short-term benefit is often accompanied by long-term worsening
and vice-versa [21]. Besides the confusing character of the complex systems, humans often choose short-term
benefits without thinking about the far future.

In the 1930s, cotton production in Middle Asia was supported by the massive construction of irrigation canals.
The goal was to double the sown area by the 1960s. Such processes led to the radical decline of the main inflows
to the Aral Sea (rivers Amu Darya and Syr Darya). Consequently, the volume in the lake that was called the sea
because of its size dried up and the salinity of the remaining water inclined [12]. Nowadays, the Aral Sea is ap-
proximately on 10% of its original area and it is split into more separated lakes [5]. The years of drought in the
area resulted in the incline in the use of underground water — this effort doesn’t represent the long-term solution,
it is more the creation of another problem in form of exceeding the limits of sustainability of underground water
reservoirs [15].

The paper focuses on the part of the Aral Sea situated in Uzbekistan. The main inflow to this part is the Amu
Darya. Despite the Syr Darya flowing through the territory of Uzbekistan, it doesn’t inflow to the Uzbek part of
the Lake, however, Syr Darya water is also used to satisfy the needs in the Uzbekistan [8], [20]. The agricultural
land in Uzbekistan is an area of 5.2 million ha out of which 4.2 million ha are irrigated, 91% of consumed water
in Uzbekistan is for agricultural purposes [13], [4]. Uzbekistan is the 4™ highest consumer of water per capita in
the world with consumption of nearly 2*1068 litres per capita [7].

In the paper, we focus on the construction of the system dynamics computer simulation model. The complexity of
the described is extremely huge system (with tightly interconnected socio-economic and environmental subsys-
tems) and has consequences in the form of sand storms, health issues of the inhabitants etc. Some of these aspects
have been omitted from the actual model and are described in the model boundary table.

2 Material and methods

The modelling approach followed the first four steps of a typical system dynamics process described in [9]. In the
first step, the dynamic hypothesis was formulated with the support of the causal loop diagramming [21]. This

1 CZU Prague, Department of Systems Engineering, Kamycka 129, 165 00 Prague, xmaum002@studenti.czu.cz.
2 CZU Prague, Department of Systems Engineering, Kamycka 129, 165 00 Prague, krejcii@pef.czu.cz.
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diagram identifies the main feedback loops but isn’t directly connected with the mathematical model. The second

step consists of the transformation of the description into the level and rate equations formalised in the stock and

flow diagram. Figure 1 contains the simplified version of the diagram, the overall simulation model consists of

101 symbols (out of which are 5 levels, 45 auxiliaries and constants/parameters 26).
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Figurel Stock and flow diagram of economic-ecological system of the Aral Sea
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Every box variable represents the stock/level, flows/rates are represented by the icon of the pipe with the faucet.
From the mathematical perspective, the stock variable is a definite integral [21]:

T
St = f(it —o.)dt + STy (D
To

where sr1s stock, i, are all inflows, o, are all outflows, T is the initial time, T is the current time and 7 is any
time between T and 7.

A general interpretation of positive causal links” polarity (plus connected to the head of the arrow) is [21]:

)
Do, )
ox

and the opposite for the negative link polarity [21]:

5)/‘
- 3
5 <0, (3)

where x is the independent (from the perspective of one causal link) variable at the beginning of the arrow and
y is the dependent variable at the end of the arrow.

The simulation model was calibrated according to the official statistics. The data on water consumption,
including the underground water, are from FAO AQUASTAT core database [8], real water consumption, drainage
and returned water is based on data from CAWater [3] supported by [20] to evaluate the water returned to the Amu
Darya. Population structure is calibrated to fit the United Nations statistics [22]. Precipitation is again according
to the FAO AQUASTAT [8] with the added detail on the precipitation that leads to the Aral Sea [11]. Data on
Pamirs glacier melting water flowing to the Aral Sea comes from [2]. For the model calibration, we usually used
the time series 1998-2017 if such data existed.

To highlight the most influential endogenous, exogenous and excluded variables [16], table 1 expresses the
model boundary. Water usage per capita is used for the analysis of scenarios, therefore, we keep that variable in
exogenous form. Despite the weather conditions (especially precipitation and evaporation) represent crucial
variables we do not causally close and consider them naturally exogenous as the endogenous form would require
a significant model boundary shift and inefficient modelling burden.

Endogenous Exogenous Excluded
Aral Sea volume precipitation age cohorts
Aral Sea area water usage per capita dynamic life expectancy
salinity of the water water flow in Amu Darya salinity of the land
population water flow in Syr Darya impact on health
Amu Darya flow to Aral Sea share of precipitation to Aral Sea impact on weather
returned water to Amu Darya iceberg water to Aral Sea connection of evaporation and
precipitation

Table1 Economic-ecological system of Aral Sea — Model boundary

To calculate the salt in returned water, we used the common structure that generates the S-shape behaviour,
see e.g. [21]. To calibrate the missing parameters, we apply the Powell optimisation that minimises the differences
between the real and simulated data [6], [17]. Model passes the dimensional analysis test [21].

3 Results and discussion

To evaluate the model, we compared the time series of the core variables with the simulation run for the appropriate
years. For the initial validation, we used simple indicators Mean Absolute Percentage Error and R? between real
and simulated data [21]. For the population, total water consumption, water used for irrigation and water usage
from the Amu Darya MAPE is below 2%. Sometimes, higher MAPE is also caused by the high variability of the
variable. MAPE for the flow of the Amu Darya is above 20% (mainly due to the years with very small values).
However, the R2 between simulated and real data, in this case, is above 0.99.
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Figure 2 shows two basic variables flow of Amu Darya to Aral sea and Aral sea volume. The red line of simulated
data shows the baseline scenario that will be used (together with the real data) for comparison in future “what if”

analysis.

Amu Darya flow to Aral Sea Aral Sea volume
30T 200T
~d

2T g 4
5 o
%} E 100T == T
5 10T A = I\
= S\ A /\ S ——

Y ¢ / \, -
0 S 1 B
2000 2010 2000 2010
Time (Year) Time (Year)
Real data
——— Simulated

Figure 2 Water in the Amu Darya and in the Aral Sea

Both variables show a significant fall in the past years. Even though the average water usage per capita is decreas-
ing, it can’t be considered a positive signal. Most of the water isn’t used to satisfy the individual needs of the
population but for agricultural purposes. The decline in the usage per capita is caused by the significant growth of
the population; the total water consumption was growing in the period used for model validation too.

We have found that the small increase of the Aral Sea volume at the beginning of the simulation could be confusing
because of the inflow drop in the corresponding period. The falling inflow doesn’t necessarily mean a decrease of
the stock variable. Figure 3 compares the evaporation, Amu Darya flow to the Aral Sea and total inflow, which
also adds the average inflow from glacier melting and precipitation to the Aral Sea. The stock increases when the
total inflow is greater than the total outflow. This explanation could be also applied to the opposite behaviour
(increasing inflow and decreasing stock). It is also good to stress that this particular increase in figure 2 is only in

the simulated data because of the estimation errors.

40T
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Figure 3 Aral Sea — comparison of flows

To model the accumulation of salt in the Aral Sea, we used a simple balancing loop to model the salt outflow as it
is getting harder to increase the salinity — the outflow represents the salt that doesn’t remain as a residual in the
lake’s water. The maximal salinity of the Aral Sea for the model purposes is 236 g/liter, it is not necessarily the
real value, the value was estimated by linear regression for year 2020 (R?=0.9788, p-value < 0.001). Ratio between
the parameter Maximal Salinity and variable Aral Sea salinity represents the magnitude of the salt outflow. For
comparison, the salinity of the Dead Sea is above 200 g/liter [1] but the real maximum salinity of water could be
much higher depending on the water temperature (more than 350 g/liter for 20 °C).

Figure 4 shows the selected part of sensitivity analysis. The figure shows the sensitivity of Aral Sea salinity subject
to change of Maximal salinity, Share of returned water to Amu Darya. Both examples show confidence intervals
for 2000 simulation runs, £10% interval, uniform distribution, seed 1234. Maximal salinity showed the highest
impact on lake sensitivity. Sensitivity analysis provides various kinds of information [18]. For model testing, it
shows whether the small change could result in a significant behaviour change, it helps with the identification of
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errors. For the policy testing, it helps with the identification of leverage points where the ratio between the effort
and the change is efficient.

Sensitivity to Maximal salinity Sensitivity to Share of returned water to Amu Darya
300

0

grams/liter
grams/liter
N

0 [
1998 s 013 g 08 1998 2005 2012 2018
Time (Vear! Time ( Year)

Basline scenario
50.0% 75.0% 95.0% I 100% N

Figure 4 Sensitivity of Aral Sea salinity

The parameter Maximal salinity represents the physical attributes of water. As such, it isn’t a matter of the possible
policy changes. Despite the high sensitivity, the leverage points must be identified elsewhere.

4 Conclusion

The article describes the basics of the system dynamics model of the economic-ecological system of the Aral Sea.
The model describes the current situation and already allows the scenario testing and development estimation,
which we will describe in future.

We also plan to focus on the improvement of the model. Currently, the population is modelled by a simple struc-
ture. According to the model validation, this is sufficient for the historical data. However, the population in Uz-
bekistan is rapidly growing. Consequently, the population is very young and the fractional death rate is very small.
This will change as the population reaches a stable age structure. Such development could influence the model
estimation of future development. We plan to focus on the population and implement the proper ageing chain to
improve the estimations.

The Aral Sea problem is well known and reminds the typical failure caused by the lack of system thinking. The
growth out of control could result (and often results) in the overshot and collapse scenario [14]. Considering the
history of the Aral Sea tragedy, one can identify more than one system archetypes that explain the source of the
problematic behaviour — see e.g. Limits to growth, Fixes that fail, Tragedy of commons [19]. The drastic decrease
in the volume (together with increasing salinity) caused by human activity significantly affected the biodiversity
in the region. Besides the economic implications (such as the end of the commercial fishing industry), the toxic
environment causes serious health issues of inhabitants.

The behaviour of the system is given by its structure. Nevertheless, understanding the source of the problem is
only the first step. Crucial factor is the response in the proper time — the later is the stage of the system develop-
ment, the higher are the costs of change [10]. Right now, it is obvious that the response is late and if the correction
is possible, it will deserve enormous effort and costs.
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On the Ordering of Cycles in the Threshold Digraphs of
Concave Monge Matrices in Max-Min Algebra with Respect
to Robustness

Monika Molnarova®

Abstract. Threshold digraphs with respect to strongly connected components iden-
tification and robustness of concave Monge matrices over max-min algebra are stud-
ied. Properties of matrices in max-min such as periodicity and robustness are investi-
gated using the corresponding so-called threshold digraphs. Therefore, characteriza-
tion of their structure is crucial for further research. The nodes of two cycles from
different non-trivial strongly connected components satisfy an ordering. Conse-
quently, the nodes of a strongly connected component are numbered by a sequence of
consecutive natural numbers and the threshold digraph of a concave Monge max- min
matrix has a block form for each threshold. A more efficient algorithm for finding the
strongly connected components of the threshold digraphs of a concave max-min
Monge matrix is presented. The robustness of considered class of matrices with fixed
data is proved.
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1 Introduction

The extremal algebras are used in many optimization problems regarding discrete dynamic systems (DDS), graph
theory, knowledge engineering, cluster analysis, fuzzy logic programs or business, where maximum and minimum
operations are involved ([3], [11], [12]). Most frequent are the max-min algebra with operations maximum and
minimum and max-plus algebra with operations maximum and plus. For special classes of matrices, such as
Toeplitz, Circulant or Monge matrices, more efficient algorithms can be derived using the concept of extremal
algebras ([2], [8], [9]). The Monge matrices their structural properties and algorithms solving many problems
related to Monge matrices were studied in [1], [4], [5] and [7].

The aim of this paper is to present results related to the structure of the threshold digraphs of concave Monge
matrices over max-min algebra including an effective algorithm for finding all strongly connected components
throughout all threshold digraphs corresponding to a given matrix and to study stability of discrete event systems
represented by concave Monge matrices, i.e. the robustness of the considered type of matrix with fixed data.

We briefly outline the content and main results of the paper. Section 2 provides the necessary preliminaries on
max- min algebra, the period and the property of robustness of a max-min matrix are defined and formula for
computing the matrix period and necessary and sufficient condition for robustness in general case of a max-min
matrix are recalled. Finally, the notion of a concave Monge matrix is introduced. In Section 3, theorems concerning
ordering of cycles of two different strongly connected components and implying the block form of a concave
Monge matrix are presented. In Section 4, an efficient algorithm for computing the strongly connected components
of a threshold digraph is presented and the robustness of concave Monge matrices is proved in Theorem 7.

2 Background of the problem

The max-min algebra 8 is a triple (B, ®,®), where (B, <) is a bounded linearly ordered set with binary operations
maximum and minimum, denoted by @, ®. The least element in B will be denoted by O, the greatest one by 1.
By I¥ we denote the set of all natural numbers. For a given natural n € N, we use the notation N for the set of all
smaller or equal positive natural numbers, i.e., N = {1, 2, ..., n}.

! Technical University of Kogice, Department of Mathematics and Theoretical Informatics, B. Néemcovej 32, 04200 Kosice, Slovakia,
Monika.Molnarova@tuke.sk.
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For any m, n € N, B(m,n) denotes the set of all matrices of type m x n over 8. The matrix operations over B are
defined formally in the same manner (with respect to ©, ®) as matrix operations over any field.

A digraph is a pair G = (V,E), where V, the so—called vertex set, is a finite set, and E, the so—called edge set,
is a subset of V x V. A path in the digraph G = (V,E) is a sequence of vertices p = (i1, ..., ix4+) such that
(ij,ij+1) € Efor j = 1,..., k. The number k is the length of the path p and is denoted by £(p). If i} = iz,
then p is called a cycle. For a given matrix A € B(n,n) the symbol G(A) = (N, E) stands for the complete,
edge-weighted digraph associated with A, i.e., the vertex set of G(A) is NV, and the capacity of any edge (i,j) € E
is a;;. In addition, for given h € B, the threshold digraph G(A,h) is the digraph G = (N, E’) with the vertex
set N and the edge set E = {(i,j); i,j € N, a;; = h}. By a strongly connected component of a digraph
G(A,h) = (N,E) we mean a subdigraph K = (N, Ex) generated by a non-empty subset Ng € N such that any
two distinct vertices i, j € Ny are contained in a common cycle, Eg = E N (Ng X Ng) and Ny is the maximal
subset with this property. A strongly connected component % of a digraph is called non-trivial, if there is a cycle
of positive length in . For any non-trivial strongly connected component % is the period of K defined as
per’K = ged{£(c); cisacyclein K, £(c) > 0}. If K is trivial, then per K = 1. By SCC*(G) we denote the set
of all non-trivial strongly connected components of G.

Let A € B(n,n) and x € B(n). The sequence O(A,x) = {x©@, x x@ x_ 1is the orbit of x = x©
generated by A, where x(") = A" ® x¥ for each r € N,

For a given matrix A € B(n,n), the number A € B and the n—tuple x € B(n) are the so-called eigenvalue of A and
eigenvector of A, respectively, if they satisfy the equation A® x = 2 ® x. We define the corresponding eigenspace
V(A, 1) astheset V(A, Q) = {x € B(n); A® x = 1 ® x}.

Let 1 € B. A matrix A € B(n,n) is ultimately A-periodic if there are natural numbers p and R such that
the following holds: A**? = 1 ® AF forall k > R. The smallest natural number p with above property is called
the period of A, denoted by per(A, 1). In case A = I we denote per(A,[) by abbreviation per A.

According to [2] we define
SCC*(A) = U{SCC*(G(A,h)); h € {a;;;i,j € N}} (1)
Theorem 1. [2] Let A € B(n,n). Then
per A = lem{per K; K € SCC*(A)}. (2)

Definition 1. Let A = (q;;) € B(n,n), 1 € B. LetT(A, 1) = {x € B(n); O(A,x) N V(A, Q) # 0}. Ais called
A—robust if T(A, 1) = B(n). A A—robust matrix with A = I is called a robust matrix.

We have used the following result (adapted for A = I) proved in [10] to study robustness of a concave Monge
matrix.

Lemma 1. [10] Let A = (a;;) € B(n,n). Then A is robust if and only if per A = 1.
Definition 2. We say, that a matrix A = (a;;) € B(m,n) is a concave Monge matrix if and only if
aij @ag; = ;] ®ay; forall i<k, j<l. 3

Remark 1. Obviously, it is enough to consider thresholds 2 € H = {a;;;1,j € N} to get all threshold digraphs
corresponding to the matrix A.

Let us denote by AV, A, .., h") the elements of the set H = {a;;: i,j € N} ordered into a strictly decreasing
sequence, i.e.,
A > pP > s ), )

The number r is equal to the number of different inputs of the matrix A.

Lemma 2. [8] Let A € B(n,n). Then the sequence of threshold digraphs corresponding to the sequence (4) is
ordered by inclusion
G(AKY) C G(Ah®) C ... C G(AR™").

Remark 2. The threshold digraph G(A, i) for h = min H = min{a;; i,j € N} equals to G(A), i.e. to the digraph
associated with the given matrix A, which is a complete, edge-weighted digraph.
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3 Ordering of cycles in threshold digraphs of concave Monge matrices

In this section we present results crucial for study the properties of threshold digraphs of concave Monge matrices.
The nodes of two cycles from different non-trivial strongly connected components satisfy an ordering. Namely,
the nodes of the cycle of one non-trivial strongly connected component are numbered by a sequence of natural
numbers less than the nodes of the cycle of the other non-trivial strongly connected component. The generalization
of the theorem for two different strongly connected components, with an useful consequence for deriving a more
effective algorithm for finding the strongly connected components of the threshold digraphs of a concave Monge
matrix, is presented. Namely, a concave Monge matrix has a block form.

Theorem 2. [7] Let A € B(n,n) be a concave Monge matrix. Let ¢ = (io,i1,....ix) with iy = iy and c3 =
(JosJ1s- - -+ j1) With jo = j; be cycles in different non-trivial strongly connected components in G(A, h) for h € H.
Let iy = min{ig,iy,...,ik—1} and i; = max{io,i1,...,ik—1}. Then exactly one of the conditions holds

(i) Jm <lisforallme {0,1,...,1},

(ii) jm > is forallm € {0,1,....1}.

Using the fact that all nodes of a non-trivial strongly connected component lie on a common cycle, we can gener-
alize the theorem.

Theorem 3. [6] Let A € B(n,n) be a concave Monge matrix. Let K, and K be two different non-trivial strongly
connected components of G(A, h) for h € H generated by the node set Ng, = {i1,...,ix} and Ny, = {j1,....J1},
respectively. Let iy = min{i|,i»,... iy} and i, = max{i\,i,...,ix}. Then exactly one of the conditions holds

(i) Jm <igsforallme (1,2,...,1},

(ii) i > is forallm € {1,2,...,1}.

The above theorem has an useful consequence formulated in the following corollary, which helps to find the nodes
of a strongly connected component of a threshold digraph by checking the consecutive nodes of the digraph.

Corollary 1. [6] Let A € B(n.n) be a concave Monge matrix. Than A has a block form in which the diagonal
blocks represent the strongly connected components of G(A, h) for h € H.

4 Structure of threshold digraphs of concave Monge matrices with re-
spect to robustness

In this section we present an overview of results related to the structure of threshold digraphs of concave Monge
matrices we have obtained. Namely, there is a cycle of length two for each pair of consecutive nodes in a non-
trivial strongly connected component. In addition there is a loop on every node of a non-trivial strongly connected
component. These results on one hand allow to find all non-trivial strongly connected components of G(A,h)
for all h € H by a more effective algorithm for concave Monge matrices with computational complexity O(n?),
on other hand are useful to prove the robustness of a concave Monge matrix with fixed data over max-min algebra.

Theorem 4. [6] Let A € B(n,n) be a concave Monge matrix. Let ¢ be a cycle in G(A, h) for h € H. Then there is
a loop on every node of the cycle c.

Corollary 2. [6] Let A € B(n,n) be a concave Monge matrix. Let K € SCC*(G(A, h)) for h € H. Then there is
a loop on every node in K.
The following Corollary helps to distinguish between a trivial and a non-trivial strongly connected component

in case, when the component is generated by one node.

Corollary 3. [6] Let A € B(n,n) be a concave Monge matrix. Element ag; < h represents a trivial strongly
connected component of G(A, h).

Theorem 5. [6] Let A € B(n,n) be a concave Monge matrix. Let i and i + 1 be two nodes in a strongly connected
component K of G(A,h) for h € H. Then K contains the cycle (i,i + 1,i).

~ 237~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

We can use the obtained results to derive an algorithm for finding all strongly connected components of the thresh-
old digraph G (A, h) for a threshold 7 € H with computational complexity O(n). Since by Theorem 2 the nodes
of a cycle of a non-trivial strongly connected component are numbered by a sequence of natural numbers less
than the nodes of a cycle of another non-trivial strongly connected component and by the fact that all nodes
of a non-trivial strongly connected component lie on a common cycle, the same holds by Theorem 3 for all nodes
of two different non-trivial strongly connected components. Namely, all nodes of a non-trivial strongly connected
component are numbered by a sequence of natural numbers less than the nodes of the other non-trivial strongly
connected component. This property of a concave Monge matrix was applied in the proof of Theorem 5, which
together with Corollary 2 and Corollary 3 essentially decreases the computational complexity of the algorithm
Strongly Connected Components (see bellow). It is namely enough for completing the node set of a strongly
connected component to check the consecutive nodes whether there is a common cycle of length two. To distin-
guish between a trivial and a non-trivial component in a threshold digraph we check whether the corresponding
diagonal element «;; is less than the value of the threshold A.

Due to Remark 1 and the fact that the number of inputs of a square matrix is #? is the number of threshold digraphs
bounded by n’.

Theorem 6. [6] There is an algorithm with computational complexity O(n®) for computing the strongly connected
components of G(A,h) forall h € H.

Now, we present the algorithm for finding all strongly connected components of a threshold digraph G(A,h)
for given concave Monge matrix A and threshold € H.

Algorithm Strongly Connected Components

Input. A, h.
Output. *K; with the node set Ny, trivial’ if a;; < h or K; with the node set Ny, non-trivial® if a;; > h.

begin
Step1i:=0;
Step 2 Ny, ={i +1};
Step3i:=i+1;

Step 4 If i = n then if @;; > h then *J; with the node set Ny, non-trivial’; go to end; else *; with the node set
Ny, trivial’; go to end;

Step5If ajir1 = hand g;+1; > hthen add i + 1 to Ny, ; go to Step 3;

Step 6 If a;; > h then *K; with the node set Ny, non-trivial’; go to Step 2; else *K; with the node set Ny
trivial’; go to Step 2;
end

Using obtained results we can answer the question whether the discrete event system represented by a square
concave Monge matrix A € B(n,n) reaches always the steady state starting with arbitrary initial n—tuple x € B(n).
In other words, we prove the robustness of a concave Monge matrix over max-min algebra.

Theorem 7. Let A € B(n,n) be a concave Monge matrix. Then A is robust.
Proof. The assertion follows by Theorem 1, by Theorem 4 and by Lemma 1. m}

We can illustrate the algorithm Strongly Connected Components and the property of robustness in the following
example.

Example 1. Let A € B(8,8) for B = [0,3] be a concave Monge matrix of the form
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1 3200000
1 3300000
1 3300000
AT 1132210
o1 122210
00122210
00012233
00012233

Due to Remark 1 all inputs of the given matrix define the set of all thresholds H = {«;;; i,j € N} = {0,1,2,3}. Let
us check the algorithm for the threshold i = 3, i.e. let us find the strongly connected components of the digraph
G(A,3).

We start with the node i = 1 and by Step 2 we set the initial node set Ny, = {1} of the first strongly connected
component K;. By Step 5 we verify the existence of the cycle of length two for nodes 1 and 2. Since a3 is
less than the threshold /2 = 3 is the node set of the first component complete. By Step 6 we verify the existence
of the loop on node i = 1 and decide whether this component is trivial or non-trivial. Since aj; is less than
the threshold, is the first component trivial. We proceed to Step 2 by setting the node set Ny, = {2} of the second
strongly connected component 7¢,. Since both values a,3 and «s3; in Step 5 are equal to - = 3 we extend the node
set by adding the node i + 1 = 3 to the node set Ny, . Hence, the second component is non-trivial. Thus, the values
ayy and a3z are more or equal to iz = 3 and there is a loop on both nodes in G(A,3). By checking the existence
of the cycle of length two for next pair of consecutive nodes, namely, nodes 3 and 4 in Step 5, we determine that
there is no common cycle. Hence, the node set of the second component % is complete with Ng¢, = {2,3}. We
proceed to Step 2 by setting the node set Ny, = {4} of the next strongly connected component K;. By Step 5
we verify the existence of the cycle of length two for nodes 4 and 5. Since ays is less than the threshold 2 = 3 is
the node set of the component complete. Moreover, in contrast to the first component, the corresponding diagonal
element ayy is equal to 2 = 3 in Step 6. Consequently there is a loop on the node i = 4. Hence, the strongly
connected component K is non-trivial. Similarly to the first component finds the algorithm following two trivial
components Ks for node i = 5 and K for node i = 6. The last component K7 with node set Ny, = {7,8} is
similarly to the second component non-trivial. Completing the node set of the last component the algorithm ends
in Step 4.

To find the strongly connected components for all threshold digraphs (see Figure 1) it is enough due to Remark 2
to apply the algorithm Strongly Connected Components gradually for values 2 = 1,2,3.

G(A.1)

Figure 1 Strongly connected components in threshold digraphs of a concave Monge matrix
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Due to Corollary 1 the matrix A has a block form in which the diagonal blocks represent the strongly connected
components of G(A, i) for h € H = {a;5;1,j € N} = {0,1,2,3}. Due to Remark 2 is G(A,0) strongly connected.
Thus, G(A,0) consists of one non-trivial strongly connected component. The corresponding blocks for # = 1 are
bounded by single lines in A, for 4 = 2 by single and double lines in A and for & = 3 by single, double and triple
lines in A

1 3 2/o00 00 0 1 3 2|00 0llo o 113 2fofoffofo o

1 3 3]0 00 0 0 1 3 3/0 0 0jl0 O L3 3/0}jO0f[O0|0 O

1 3 3/0 0 0 0 O 1 3 3]0 0 0|0 O 1{/3 3|/0|/0f/0|0 O

A_11132210_11132210_11132210

forrz2 ot b2 2 2f 0 T iTe][2 2] o
00 1|2 2210 0 0 1|2 2 2|1 0

00012233 T eSS |ole t2l2f2]1 o

offo o1/ 2213 3

0 0 0|1 2 2 3 3 00 o0l1 2 213 3 ollo ol tlZl5]3 3

Obviously, contains every non-trivial strongly connected component throughout all threshold digraphs loops
on the nodes. Hence, by formula (2) for computing the matrix period is the period per A of the considered matrix
equal to 1. Consequently by Lemma 1 is the concave Monge matrix robust. In other words the result follows
by Theorem 7.

5 Conclusion

We have studied structure of threshold digraphs of concave Monge matrices over max-min algebra in this paper.
Obtained results were used to prove robustness of a concave Monge matrix and to derive a more effective algorithm
for finding all strongly connected components of the threshold digraphs of the considered class of matrices with
fixed data. Moreover, diverse types of robustness of Monge matrices and diverse types of eigenvectors ([3]) with
fixed data as well as inexact data can be investigated and more efficient algorithms can be derived using obtained
results.

The matrix robustness is connected with the problem of finding the steady state of a discrete event system rep-
resented by the given matrix, i.e. finding an eigenvector x(r) of the eigenproblem A ® x(r) = x(r). Solving
eigenproblem of a max-min matrix can present the following economic application ([3]). A company should eval-
uate diverse projects characterized by different properties. The value x; is influenced by all values x; (the influence
is expressed by the inputs a;; of the matrix A) and describes the level of each property i.
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Weak Solvability of Interval Max-Min Matrix Equations
Helena Myskova?

Abstract. Behavior of discrete event systems, in which the individual components
move from event to event rather than varying continuously through time, is often de-
scribed by systems of linear equations or by matrix equations in max-min algebra, in
which classical addition and multiplication are replaced by maximum and minimum,
respectively. Max-min equations have found a broad area of applications in causal
models which emphasize relationships be- tween input and output variables. Many
practical situations can be described using max-min matrix equations. It often happens
that a max-min matrix equation with exact data is unsolvable. If we replace matrix
elements with intervals of possible values, we obtain an interval matrix equation. Sev-
eral types of solvability of interval max-min matrix equation have been studied yet.
In this paper, we shall deal with the weak solvability of interval max-min matrix equa-
tions. We provide a procedure for checking the weak solvability.

Keywords: max-plus algebra, interval matrix, matrix equation, weak solvability
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1 Motivation

Fuzzy (max-min) equations have found a broad area of applications in causal models which emphasize
relationships between input and output variables. They are used in diagnosis models [8], [9] or models
of nondeterministic systems [10]. Diagnostic models are particularly important because they cope with
the uncertainty in many real-life situations concerning either medical diagnoses or diagnoses of technical
devices. In the simplest formulation we are faced with a space of symptoms and a space of faults.
Elements of faults are related with elements of symptoms by means of a fuzzy relation. Usually, the
stronger the relationship between the symptom and a fault, the higher is the value of the corresponding
argument. The solution of the max-min equation of the form A ® » = b, where A is a matrix, b and =
are vectors of suitable dimensions and classical addition and multiplication operations are replaced by
maximum and minimum, provides a maximal set of symptoms that produce the given fault. Publications
[2] and [3] can serve as examples of the use of max-min algebra in operational research.

The solvability of the systems of fuzzy linear equations is well reviewed. In this paper, we shall deal
with the solvability of fuzzy matrix equations of the form A ® X = B, where A and B are given matrices
of suitable sizes and X is an unknown matrix.

In this paper, we shall deal with interval max-min matrix equations of the form A ® X = B. where
A, B, are given interval matrices of suitable sizes a X is an unknown matrix. Several solvability concepts
have been studied in [5], [7]. The following example is the shortened version of an example given in [5].

Example 1. Let us consider a situation, in which passengers from places Py, Ps. ..., P, want to transfer

to holiday destinations Dy, Ds, ..., D,. Suppose that the air transport to the destination I, is provided
hy the airport terminal Ty. Different transportation means provide transporting passengers from places
PP, ..., P, to airport terminals 11,75, ..., T.. We assume that the connection between P; (i €

N, N = {1.2,...,n}) and T}, (k € R, R = {1,2,....r}) is possible only via one of the check points

Denote by a;; the capacity of the connection from P; to Q;. If there is no connection from P; to
Q; we put a;; = 0. If the capacity of the connection from @Q; to T} is xjk, then the capacity of the
connection from P; to T} is equal to min{a;;, z;r}. Suppose that there are b, passengers traveling from
place P; to destination Dj. Our task is to choose the appropriate capacities xj, j € N,I € R such that
all passengers from place P; can be transported to the terminal T} is equal to a given number b;;, for all

i€ M and for all k € R, i.e.,

IJI}C_FRC min{aij, zjr} = bik. (1)

! Technical University in Kogice, Faculty of Electrical Engineering and Informatics, Department of Mathematics and Theoretical Informat-
ics, Némcovej 32, 042 00 Kosice, Slovakia, helena.myskova@tuke.sk
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In the following, we will show how (1) can be solved in max-min algebra.

2 Preliminaries

Max-min algebra is the triple (Z, &, ®), where 7 is an linearly ordered set with the least element O and
the greatest element I and two binary operations defined as follows:

a @b =max{a,b} and a ® b = min{a, b}.
The set of all m xn matrices over T is denoted by Z(m, n) and the set of all column n-vectors over 7 by

Z(n). For given natural numbers m, n, r denote the sets of indices M = {1,2,...,m}, N ={1,2,...,n}

and R={1,2,...,r}.

Operations & and @ are extended to matrices and vectors in the same way as in the classical algebra.
We will consider the ordering < on the sets Z(m,n) and Z(n) defined as follows:

o for A, C eZ(m,n): A<Cifa; <ejfor eachi € M and each j € N,
o forz.yeZ(n): 2 <yif x; <y; for each j € N.

We will use the monotonicity of ®, which means that for each A,C € Z(m,n) and B, D € Z(n,s) the
implication inequalities A < C, B< D imply A@ B<C® D.

For given matrix A € Z(m,n) and vector b € Z(m) a system of linear max-min equation can be

written in the form

A@az=b. (2)
The vector x*(A, b), defined as follows, plays an important role in deciding about solvability of :
zj(Ab) = :161}_‘1}{5; taij > b} (3)

for any j € N, whereby min() = I. The vector 2*(A, b) is called a principal solution of .

Theorem 1. Let A € I(m,n) and b € I(m) be given. The system A @ x = b is solvable if and
only if 2*(A,b) is its solution.
Lemma 2. [6] Let b € Z(m) and C, D € Z(m,n) be such that D < C. Then 2*(C,b) < z*(D,b).

Le us replace a vector b in by a matrix B € Z(m,r) and an unknown vector by an unknown
matrix X € Z(n,r). We get the matrix equation of the form

A® X =B. (4)
It is easy to see that is equivalent to the following r equations:
A X k= Bk

for each k € R, where X, (Bg) is a k-th column of X (B).
Consequently the principal solution of is the matrix X™*(A4, B) € Z(n,r) with elements
#30(A B) = (A, By). )

Theorem 3. [5] Let A € Z(m,n) and B € Z(m,r) be given. The matriz equation A@ X = B is solvable
if and only if the matriz X*(A, B) is its solution.
Lemma 4. Let A, AN, A® € Z(m,n) and B, BV, B2 & I(m,r). The following assertions hold:

(i) If A® < AM then X*(AW), B) < X*(A@,B).

(ii) If B < B@ then X*(A, BW) < X*(A, B?).

3 Interval case

A certain disadvantage of the necessary and sufficient condition for the solvability of (4) given in Theorem 3 (iii)
stems from the fact that it only indicates the existence or non-existence of the solution but does not indicate any
action to be taken to increase the degree of solvability. However, it happens quite often in modelling real situations
that the obtained system turns out to be unsolvable.
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One of possible methods of restoring the solvability is to replace the exact input values by intervals of possible
values.

3.1 Weak solvability of interval systems of linear equations

Similarly to [5l [6] we define an interval matriz A and interval vector b as follows:
A=[A A= {AEI(m.n); A< AgZ}, b=[bb = {bEI(m);f_}ﬁ ng},

where A, A € Z(m,n), A< A and b,b € Z(m), b <b.

Denote by

Axx=>b (6)

the set of all of max-min systems of linear equations of the form such that A € A, b e b. We shall
call a maz-min interval system of linear equations.

Definition 1. Interval system is weakly solvable if there exist b € b and A € A such that A@z =15
is solvable.

Lemma 5. Interval system is weakly solvable if there exists A € A such that

A®a*(A,0) > b, (7)
Theorem 6. [1] Interval system (6) is weakly solvable if and only if

A®az*(Ab) = b (8)

This theorem gives answer whether a given interval system is weakly solvable or not, but it does not provide an
algorithm for finding matrix A and vector b.

For a fixed b € b, let us define the canonical matrix A(b) as follows:
@ij if 23(4,b) < b;;
ajb)=4 " o _ . i( ) < bi (9)
min{b;, @;;} if 27(A4,b) > bi.
We show that A(b) € A. Tt is easy to see A(b) < A. To prove the inequality A(b) > A we have to show
that b; > a;; in the case z} (A, b) > b;. This inequality follows directly from the definition of the principal
solution.
Lemma 7. Let A ® x = b an interval system with a constant right-hand side. Then
(i) @*(A(b),b) = =" (4, b);
(ii) =*(A,b) = 2*(A,b) if and only if A < A(b);
(iii) if there exists a solvable subsystem then A(b) ® z = b is solvable too.
Proof. (i) Let j € N be arbitrary, but fixed. Let us denote by M®) M) M®) the following sets:
MW ={ieM:a; <b and x}(A,b) <b}; M® ={ic M:a;; <b; and 2}(A.b) > b;};
M® = {ieM:a; > b}.

We shall prove that min){bi taij(b) > bi} > zi (A4, b) for each k= 1,2, 3.
ic Mk

~ 244 ~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

For k = 1, we have ig{i{{lﬁ{bl cagi(b) > b} = ienfljf?i){bl ta@;; > bi} > a5(A,b) because of b; > z7(A,b)
for each i € M(M) or {b; 1@ > b = 0.

For k = 2, we obtain min {b; : a;;(b) > b;} = min {b; : min{b;, @;;} > b;j} = minl =1 > x7(A,b).
e M2 e M2

At least, for i € M) the inequality a;; > b; implies xj (A,b) < b; which implies
z_élﬂr(lal{bq taij(b) > bi} = ig}r{g){b,; tai > b} = ié];.}l(lg]{bg ta;; > bi} > (A D)

Vi ain = i i P 1 Qg i} = ai(ADb). .z} .b) <
We obtain a7} (A(b), b) kel{rlu,gs} iél}%}&){b; aij(b) > bi} = x7(A,b). On the other hand, 2} (A(b),b)
x7(A,b) according to Lemma [2| which implies 25 (A(b),b) = 25 (A,b).

(i) Suppose that A < A(b) does not hold, i. e., there exist i € M, j € N such that a;; > a;j(b). Then
ai;j(b) = b; < @;j and consequently x5 (A, b) > b;. The inequality a;; > b; implies r; (A, b) <b; < x§ (A,b).

For the converse implication suppose that A < A(b). By applying Lemma twice we obtain z*(A, b) >
x*(A(b),b) = 2*(A,b) > 2*(A,b).

(iii) Supppose that A(b)@2*(A(b),b) # b, i. e., there exists i € M such that [A(b) @ 2*(A(b),b)]; < b;.
We prove that [A @ @*(A,b)]; < b; for each A € A. Let A € A be arbitrary.

If j € N is such that a;;(b) = @;; then for each A € A we have a;; ® zj (A,b) <a;j @ x; (A, b) < b;.

If ai;(b) = b; < @;; then the inequality b; ®z7(A, b) < b; implies x; (A, b) < b;, which is a contradiction
with the definition of the matrix A(b).

Since a;j @} (A, b) < b; for each j € N, we obtain [A@x*(A,b)]; < b;, so A@x = bisnot solvable. O
Since a*(A,b) < x"(A,b) for each A € A, Lemma (7| (ii) sayes that the matrix A(D) is the greatest
matrix with 2*(A,b) = 2*(A, b).
Lemma 8. An interval system @ is weakly solvable if and only if

AB) © " (AB).D) > b, (10)
Proof. The proof follows directly from Lemma 3] [l

3.2  Weak solvability of interval matrix equations
We define

A=[AA]= {AEI(m,n); ASASZ} andB:[ﬁ:E]:{BEI(m,T);ES ng}.
Denote by

Ao X =B (11)

the set of all matrix equations of the form such that A € A and B € B. We call equation an
interval maz-min matriz equation.

Definition 2. Interval system@ is weakly solvable if there exist B € B and A € A such that the
equation A ® X = B is solvable.

We shall deal with interval matrix equations with the constant right-hand side B = B = B, i. e.
A X =B. (12)
IfA® X*(A, B)= Bor A® X*(A, B) = B then the weak solvability of trivially follows. In the
following we shall assume that A ® X*(A, B) # B and A® X*(A, B) # B.

We shall create the sequence of matrices {A(j)}}rzl such that A) is such that the matrix equation
AT) @ X = B is solvable in the case that 1s weakly solvable. In which follows we show the procedure

of creating the sequence {A(‘E)}g} and an auxiliary sequence {C' (E)}g{)).
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Let us denote (%) = A, If CV) is known, define the matrices AU+1)(By) for each k € R as follows:

(141) if 23(CD, By) < bk

aij

’ b 13

aij (Br) min{bik, a;;} if af C®, Br) > bux. "
j

Lemma 9. Let A ® X = B be an interval system with a constant right-hand side.

(i) «*(AUFD By) = 2*(C1) By)
(i) If 2*(A. By) = 2*(C,By) for Ac A, A>CW, then A < AUFV(By).

Proof. The assertions is similar to the proof of Lemmal[7] O

In general, for k # r we have A (By) # AW(B;). To find the greatest matrix A € A such that
X*(A,B) = X*(CO, B), we define the matrix A" as follows:

D) — min AD(B,.
A 1}3&1}%1‘-1 (Br) (14)
Lemma 10. If X*(A,B) = X*(C),B) for some A€ A, A> CM then A < AU+1),

Proof. The assumption is equivalent to X*(A, By) = X*(C", By) for each k € R. According to Lemma
we obtain A < A1 (By) for each k € R. Then A < 151613 A (By) = AL, O

Suppose that for a fixed [ € N the equality AV @ X*(A(E), B) = B is not satisfied. Denote
UD = {(i,k) e M x R: [AD @ X*(AD, B)]i < bir}-

Let (r,t) € UD). We shall give the procedure of creating the matrix C'!) such that [C() @ X*(C(), B)],; =
byt and [AD @ X*(AD | B)];; = by, implies [CD) @ X*(CW, B));r. = Biy, if such matrix exists.

Let u € N be arbitrary but fixed. Define the matrix C!) as follows:

(15)

— 1 )
u a.i(.j) otherwise.

U)_{bﬁ fori=r, j=u

We can see that xj(A(I), By) = x;(C(I), By) foreach k € R, j € N —{u}, but 23, (A" By) # x5 (C", By,)
in general. Denote

RY = {k € R: 2% (AD, By) = 2%(CV, By)}

Lemma 11. # € RY) if and only if b,y < a\(B;).

Proof. Since z*(A") By) = 2*(CU=Y By), the equality =% (AD B;) = a%(CW, Bt) is equivalent to
z5(C"1 By) = 2*(CY, By). According to Lemma (9| this is equivalent to C) < A®(B;). For

(7,7) # (r,u) the inequality cg) = agj < a; I)(Bf-) trivially holds and therefore it is sufficient for the

inequality by < all) (Bt) to apply. O

Denote N() (Br)={jeN: E} < (AU By) = bir}. It is easy to see that [A Ne *(A(”:B)]ik = by
if and only if N:{ (By) # 0.

Lemma 12. Suppose that (r,t) € U() and there exists u € N which satisfies the following conditions:

i) byt < a'D(By) and 27(AD, By) > by

ii) if k € R is such that k ¢ RE ) then for each i € M, i = r the following holds;, inequality

cither [N (By) #0 = ND(By) —{u} #0]  or  [(u€ Ni(Bg) Abpt > br) = byi > bil.
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Then the following is true:
(i) [€D @ X*(CW, B)];k = by for each k € R;
(i) If i # r and k € R are such that [A") @ X*(A"Y, B)];x. = by, then [C) @ X*(CW, B)|ix = by
Proof. (i) For k =t we have
(€O @ X*(CO, B)l,y = mac{el) © 25,(CO, B} > ) ©.05(CO, B) = by @ 27,(AV, By) = by

Together with the inequality [CU) @ X* (C(I); B)]rt < byt we obtain [C(U ®X* (C(I),B)]ﬁ = byy.
For k # t we obtain x;(C(I), Bi) = by, ag& > by which implies

J ru

[V @ X*(CO, Bk = max{el) ©25(CO, B)} > eff) @ 23,(CO, By) = al) © byi = byy.

Similarly as in previous case we obtain [C) @ X*(CU), B)],1 = b4.

(i) If [A® @ X*(AD), B)]ix = by, and X*(AD, B) = X*(CW, By), then ¢ ® a3(CD, By) = o) ®
x; (A(‘l), Bj:) holds for each j € N and the assertion trivially follows.

If 25(CY, By) < 2%(AY, By) and then the assumption NI-(I)(BJC) #0 = N}E)(Bk) — {u} # 0 holds
then there exists j € N, j # u such that aE? @ xj (A, By,) = b;;, which implies

o) @ 25(CV, By) = aff) @ 25(AD, By) = bu
because of z} (¢ By) = } (AD, By) and QE? — CE’?
If 2, (C(U, B;) < a:;(A[E), B,.) and then the assumption b,; > b,j, = b, = b;;, holds then xl (C‘U)1 By) =

b, and cEi) @zx(CW By) = agj ® by > b, Together with C)) @ X*(C"), B) < B the assertion fol-
lows. (N

Algorithm: Weak solvability

Input: A, B
Output: aswer 'ves’ in ws if A ® X = B is weakly solvable and 'no’ otherwise
begin

1:=0,C0 .= A; N; := N for each i € M;
Compute AU+ by , and find UHY, If UMD = () then ws :=’ yes’, go to end;
Choose (r,t) € UMD, If N, = () then ws :=' no’, go to end;

Find u € N, which satisfies conditions 1) and ii) of Lemma If such v € N,. does not exist and
[>0then!l:=1—-1goto , else ws :=' no’ and go to end;

Ny =N, — {u}:
Compute C"+1) by formula ; l:=1+1, goto .

end

In general, Algorithm Weak solvability has exponential complexity, but in practice algorithm gives answer
in most cases in polynomial time.

Example 2. Let us have Z = [0,10]. Decide whether A @ X = B is weakly solvable, if

[1,5] [3.5] [1.2] 3 4 3
A=| 3.6 [3.7 [5.8 |. B=|6 6 5
[1,3] 5,7 [3.6] 45 4
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We can easily show that A @ X*(A, B) # B and A ® X*(A4, B) # B. We are looking for the matrix
A € A such that A® X*(A, B) = B. For C") = A we have

(10 10 10\
X B)y=14 10 4 |.
10 10 10}

We compute the matrices AV (By) for k = 1, 2, 3 by formula and the matrix A1) by lI We
obtain

3 3 2 4 4 2 3 3 2 3 3 2
AVB)=|6 7 6 AYBy) =6 6 6 AYBs)=|5 7 5 AV =15 6 5
3 7 4 3 5 5 3 7 4 3 5 4

The matrix A = A" is the greatest matrix such that X*(A, B) = X*(C"), B). We compute

5]

3
AV @ x*(AY B) = 6

= o e

5 | #B,
4

o

so matrix A1) is not a searched matrix. We have U(D)) = {(1,2),(2,1)}.
Let us take r = 1, = 2. We have to find u € N for which the assumptions of Lemmal[12]are satisfied.

For u = 1, we have

e by < a(lll}(Bg) and ;cf(A(l),Bz) > biz

e For k=1 we have Nélj(Bl) =0, 1'\'73(.1}(81) ={2,3}, so 1'\'73(.1}(31) — {1} #0.
For k = 3 we have N{"(Bs) = {1,3}, so NV (Bs) = {3} # 0, N{"(Bs) = {2.3}, so N\"(Bs) —
{1} #0.

Since the assumptions of Lemma are satisfied, we can compute the matrix C!) by and check
whether C(V @ X*(C), B) = B. We obtain

(432\ (3 10 3\ (343\
cVax*cVB)=156 5lel 4 100 41=15196 51.
\354} \10 10 10} \454

Using formulas and we obtain the matrix A®, the greatest matrix such that X *(A(Q), B) =
X*(cM, B).

5 3 2 44 2 5 3 2 13 2
ADBH)=16 7 6|, APBy)=16 6 6|, AVB)=]|6 7 5]|.A%=[6 6 5
3 7 4 3 5 5 3 7 4 3 5 4
and check whether the equality A @ X*(A), B) = B is satisfied. We obtain
4 3 2 3 10 3 3 4 3
A X* (AP B)=16 6 5 || 4 10 4 |=|5 6 5
3 5 4 10 10 10 4 5 4
Since U2 = {(2,1)} we have r = 2, t = 1. For u = 3 we have Réz} = {2,3} and the following

assertions hold:

o by < a%}(Bl) and 25(A®), By) > bas;
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e For k =1 we have NEQJ(B-l) ={1.2}, so Nl(z}(Bg) — {3} # 0 and 4"\-"3(,2)(81) = {2,3}, so Nf)(Bg) -
{3} #0.

Since the assumptions of Lemma are satisfied, we can compute the matrix C?) and verify whether

C® @ X*(C®,B) = B. We obtain

13 2 3 10 3 3 4 3
CPex*c®B)=16 6 5|e|l4 10 4 |=|665
3 5 4 5 10 10 45 4

Since C(2) @ X* (0(2]__3) = B, it is not necessary to compute the matrix AB) There exists a matrix A,
namely A = C?) such that A ® X*(A, B) = B, so the given interval matrix equation is weakly solvable.

3.3 Conclusion

In this paper, we dealt with the solvability of matrix equations in max-min algebra. Max-min algebra
is a useful tool for describing real situation in economics and industry. In Example (1] the values a;;, 2
represent the capacities of corresponding connections. In economics, those values may represent for
example the financial costs for the production or transporting of some products. Another possibility is
that a;; represents a measure of the preference of the property P; of some object before the property @;,
similarly x;;, represent a measure of the preference of the property (Q; before the property Dj. In practice,
the capacities (financial costs, preferences) b;;. are also from certain intervals rather than fixed numbers.
Therefore, it would be appropriate if the matrix B were also interval. The study of weak solvability for
interval right side is our main goal for the future. Another challenge is to modify the algorithm so that
it is polynomial.
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Application of ARMA-GARCH Returns Generation in

Portfolio Selection Process
David Nedéla!

Abstract. In this paper, we examine the application of a return scenario generation
procedure in the portfolio optimization strategy based on an ARMA-GARCH model.
We assume that residuals follow a stable distribution and the dependency structure of
residuals is determined by Student #and skewed #copula. Moreover, we analyse the
modification in dependency estimation of residuals obtained from the ARMA-
GARCH model in order to find an appropriate setting. Then, we compare the effect
of selected return approximation methods on the ex-post portfolio wealth and statis-
tics determined using a portfolio model maximizing selected widely used reward-risk
measures. Additionally, the strategy consists of monthly re-optimization and trans-
action costs expressed proportionally. The following empirical analysis on the U.S.
market data allows us to evaluate the impact of return approximation in the portfolio
optimization process. Results obtained using analysed approaches generate lower risk
with affecting portfolio performance for certain models compared to the benchmark.

Keywords: ARMA-GARCH model, Copula, Performance measures, Portfolio selec-
tion

JEL Classification: C53, C61
AMS Classification: 62M10, 90C05, 90C06

1 Introduction

The construction of ideal portfolio is still an actual problem for both investors and researchers, respectively. Since
the work of Markowitz [8], the mean-variance model has become the most well-known portfolio model recently.
The concept of monitoring the expected return of the portfolio with respect to the risk expressed as the variance is
easily feasible and satisfactory for small investors, whose minimize the risk incurred. Nevertheless, the model has
supporters but also opponents, see [9]. Main reasons are following: set of assumptions that need to be met in the
model is not consistent with possible investor preferences, and inappropriate portfolio risk measure in the model,
respectively. For this reason, alternative approaches and models containing advanced measures for optimization
have been provided, see, among others, [5], [13], [14].

A significant task in the portfolio optimization process is to precisely estimate the future behaviour of assets.
Portfolio selection models are sensitive to estimated statistical parameters describing the behaviour and interde-
pendency of asset returns. For this reason, it is necessary to generate accurately these return series. The problems
of return approximation by parametric or non-parametric models and scenario generation are broadly discussed in
the literature, see [4], [7], [9], or [10]. In [9], authors examined the use non-parametric regression estimator based
on locally weighted least squares. However, the application of the parametric ARMA-GARCH model with mod-
ified residuals is applied in [4]. This approach allow us to appropriate capture the behaviour of return series.
Therefore, it is used in our analysis.

Overall, the major contribution of this analysis is to investigate and compare the effect of ARMA(1,1)-
GARCH(1,1) model variations to generate return scenarios. In particular, we assume that residual series follow
stable distribution and their dependency is described by two types of #copula function. Finally, we compare this
method with application of the simple ARMA(1,1)-GARCH(1,1) model considering the reward-risk portfolio
selection strategy.

The rest of this paper is divided as follows. In Section 2, the methodology of return approximation and the re-
ward-risk portfolio optimization task is characterized. In Section 3 we provide the empirical analysis of the selected
dataset. The results of the analysis are summarized in Section 4.

1 VSB-Technical university of Ostrava, Department of Finance, Sokolska tfida 33, Ostrava , david.nedela@vsb.cz
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2 Returns Approximation and Portfolio Optimization Problem

This section explains the main theoretical background of the return approximation by the ARMA-GARCH model
with the stable estimation and Student and skewed #copula dependency between residuals.

We suppose that a portfolio contains z assets with the random daily return vector denoted as r = [r;,...,r.] and
the vector of weights of a particular assetr = [x;,...,x;] fori = 1...z. Then, we can express the random portfolio
return as x'r.

2.1 Generation of Scenarios
Firstly, let us briefly describe the algorithm for scenarios generating of asset return proposed by [1] and [2].

We generally assume that the individual return of asset r; ; follows the ARMA(1,1)-GARCH(1,1) process in (1)
while residuals are stable distributed with the dependency structure expressed by asymmetric Student ¢ copula
valued on those residual series, see among others [2], [4], or [12]. The model is formulated as follows:

Fip=ai0+ai Vi +bi 181 +&;

Eit = Oty (1)
2

2 .. .. 2
O-,‘,[ =CiotCia0; ii—1

i1 + d,-,ls

wherei=1,...,z; t =1,...,T. We use the maximum likelihood method to estimate parameters of model (1).

From the estimated standardized residuals, we approximate the standardized residuals #; ; = &; ,/0;; using a;-
stable distribution. We simulate S stable distributed scenarios for each of the future standardized residuals to
capture the marginal distribution of each residual. The sample distribution functions for these simulated series #; ,
are then computed as follows:

S
1 .
Farn ()= 5 ), Hago e ¥ ERI= Lz 2)
=1 T+l —

where L?ES}H (I < s < 8) is the s-th value simulated with the fitted stable distribution for future standardized

residuals (valued in T + 1) of the i-th return.

Then we capture the dependency structure by fitting the vector of standardised residuals @ = [ify, ..., 4] with
asymmetric f-distribution v = [vy, ..., v.]. Considering Ul.(s) = FV,-(‘/im); 1<i<z1<s<S,wecan generate
S scenarios (UI(S), cl, Ués)); s =1,...,8 of the uniform random vector (Uy, ..., U;) and with the distribution

following the Student ¢ or skewed ¢ copula as follows:

Cltn,oontd) = Fy (Fy) (1), ()10 <t < 51 < i< 3)

Student ¢ and skewed ¢ distributions are deeply described in [4] and [7], respectively. Furthermore, we are able
to generate S scenarios of the stable distributed standardized residual vector considering dependency modelling

(s) _ [, (Ls) (z.5) _ : s .
asup, = (MT+1 R e ) ,s =1,...,5. In doing so, we can generate the vector of the model’s standardized
: : R _ 1,i z,0 | _ 1,i z,i
residuals at time T + 1 from the model (1) as: &= [ETH, cee, STH] = [O’l_T+1uT+l,. ey O'Z,T+1L£T+l] .
. . i _ [ z.i .
Finally, to generate the vector of future return behaviour Py = {rT e s Ty, | attime T + 1, we use the first

equation in model (1). The whole process with the derivation of particular equations is broadly described in [2].

2.2 Performance Measures and Optimization Model

Until now, many performance measures of the portfolio have been developed and provided in the literature, see
[2], [13]. Thus, we briefly characterize only three frequently used performance ratios, which are applicable in this
analysis, see, among others, [6].
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Sharpe ratio (SR). The most known reward-risk measure is the Sharpe ratio. According to the original Markowitz
work [8], Sharpe [15] introduced the ratio involving the portfolio excess return and the standard deviation defined
as follows:

a E(x'r—ry)

SR .
(x'Qx)2

“

where 7 is a risk-free return (or a benchmark return) and Q represents the covariance matrix. The SR value
expresses the return for the unit of risk.

Rachev ratio (RR). The Racheyv ratio measures the ratio between the Conditional Value-at-Risk (CVaR) of earnings
and the mean of losses beyond Value-at-Risk (VaR), see [13]. The equation is as follows:

CVaR/g(rf = x’r)
"~ CVaRy(x'r —rg)’

&)

where CVaR,(x'r) = % /00 VaR,(x'r)dy, a and f3 are significance values.

Farinelli-Tibiletti ratio (FTR). The final performance ratio including the partial moments of a return series is the
Farinelli-Tibiletti ratio calculated as follows:

{E[(wr—rp) )"
T ©®
e r 2]}

FTR (x'r) =

where ¥ and ¢ are the orders of the partial moments, see [3]. The usually used setting is (y = 0.5, 6 = 2), which is
applied in this analysis. If (y = 8 = 1), FTR transforms into a ratio called Omega ratio (OR).

Assuming optimization of the portfolio based on maximization of mentioned performance measures above, the
optimal portfolio is obtained by solving the following optimization framework:

max I'(x'r)
x'e=1 (N
xi=>0i=1,...,z2,

where I"(x’r) is one of the performance measures formulated in equations (4), (5), and (6), see [13] or [11].

3 Empirical Evidence

The content of this section is to empirically investigate the validity and performance of the ARMA-GARCH sce-
nario generation process of returns in the portfolio selection process.

For empirical evidence, we use active stocks (on date 4 November 2021) in the SP 100 index from 1 January 2010
to 30 June 2021, meaning in total 2893 daily observations. The data is gathered from the Bloomberg Database. As
a risk-free rate, the 3-month U.S. Treasury bill return is used for the need of performance measures calculation.
We recalibrate the portfolio monthly (20 trading days) using a rolling window of one year (250 trading days).
Furthermore, short sales of assets are not allowed, and an upper limit of weight is not set. The initial wealth is set
as Wo = 1. Some of the stock series are excluded from the analysis due to the unavailability of data. The whole
empirical procedure is divided into several steps:

Step 1. Based on 250 historical observations, we approximate the future return scenarios by either the simple
ARMA(1,1)-GARCH(1,1) model considering only equation (1) marked as (ARMA-GARCH), the ARMA(1,1)-
GARCH(1,1) with stable distributed residuals and skewed tc opula dependency structure between them described
in subsection 2.1 (stab-skew-#ARMA-GARCH), or ARMA(1,1)-GARCH(1,1) with stable distributed residuals
and Student £ copula dependency structure (stab-Student-ARMA-GARCH). We generated the matrix & with
2000 future scenarios of each asset using Monte Carlo simulation.
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Step 2. Determine the optimal vector of asset weights x applying the portfolio problem (7) to historical returns
with rolling window of 250 days and the approximated returns from the previous steps.

Step 3. After recalibration of the asset weight structure in the portfolio every 20 days, we calculate the ex-post final
wealth as follows:

W, (1 +r;4; —tc) if recalibrated
Wi ‘ ®)
Wi (1 +re41) otherwise
where r¢ = 0.002 3.7, |x;; — % represents the transaction costs as the proportion of 20 basis points.
i=1 Nir- it

In Table 1, we present the ex-post results of the constructed portfolio assuming: the approximated returns by
ARMA(1,1)-GARCH(1,1) model with different residual estimation techniques, historical returns, and a benchmark

defined as an index S&P 100. Maan is the mean return, Std is the standard deviation of portfolio returns, VaR and
CVaR are Value-at-Risk and Conditional-Value-at-Risk with 5% significance, respectively.

Model | Mean (%e)  Wealth  Std(%) VaR(%) CVaR(%)  SR(%) RR
stab-skew-1-ARMA-GARCH

maxSR 0.0623 3.5422 11139 1.6764 2.6796 55741 0.9096
maxRR 0.0422 1.7760 13586  2.1510 3.3504 3.0953 09078
maxFTR 0.0379 1.8465  0.9277 1.3582 2.2014 40694 0.8715
maxOR 0.0702 4.4101 1.1373 1.7273 2.7260 6.1566  0.9037
stab-r-ARMA-GARCH

maxSR 0.0629 35110 11209 1.7007 2.6666 55992  0.9344
maxRR 0.0435 1.5507 1.5419 22188 3.6275 28113 009513
maxFTR 0.0380 1.8443 09183 1.3567 2.1732 41142 0.8936
maxOR 0.0686 41049 11441 1.7565 2.7188 59813 0.9407
simple ARMA-GARCH

maxSR 0.0441 2.0616  1.0687 1.5937 2.6709 41133 0.8523
maxRR 0.0371 1.5576  1.2674 1.6857 3.1265 29105  0.8811
maxFTR 0.0425 3.2888 10197 1.5165 2.5273 41474  0.8607
maxOR 0.0450 2.1135 10626 1.5805 2.6563 42172  0.8525
Without returns approximation

maxSR 0.0579 33382 1.2623 1.8795 3.0836 45763 09216
maxRR 0.0756 49617  1.3328 1.9859 3.2083 56569 09671
maxFTR 0.0330 1.9470  0.8809 1.2400 2.0870 37245 0.8734
maxOR 0.0688 44448 1.2993 1.8700 3.1148 52854  0.9382
S&P100 0.0470 29659  1.0823 1.6258 2.7012 43303  0.8652

Table 1: Daily statistics of ex-ante returns obtained by maximizing different portfolio measures

The results obtained in Table 1 can be viewed from two different perspectives of comparison: return approximation
approaches and reward-risk maximization models. Starting with a different model perspective, we observe the
differences in the results when incorporating historical returns and approximated returns. Looking at the use of
historical returns, the highest wealth and performance (expressed by SR or RR) are visible while the maxRR and
maxOR models are applied. On the contrary, the worst result generates the maxFTR model, where the final wealth
is even lower than the selected benchmark. If the approximated return scenarios are included in the optimization
model, the most profitable models are those where we maximize the Omega and Sharpe ratios, especially when
applying more sophisticated approaches for residual approximation. In those cases, we outperform the profitability
of both the benchmark and the optimization strategy assuming historical data. Simultaneously, we achieve the risk
reduction (exxpresed by Std or VaR), which is required mainly by risk-averse investors. However, maximizing
RR of a portfolio based on approximated returns surprisingly does not reach the efficiency as for historical returns.
Analysing the maxFTR model favorability, its combinations with the approximated model outperform the strategy
without return approximation, however, it is still under the benchmark level.

If we focus on the comparison of return approximation techniques, the results correspond to the expectations,
meaning that the simple ARMA-GARCH approach generates consistent results, even if we change the portfolio
model, except for the maxFTR model. Furthermore, in the majority, the profitability of the simple model is lower
than if using only historical observations, nor the benchmark is not exceeded. For this reason, the simple model
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without relations between assets does not meet the need for the most accurate prediction, due to the shortcomings
caused by random estimation of residuals.

Otherwise, when we capture the dependency relationships in the approximation procedure, and the proportion of
assets in the portfolio is based on future estimation, we see more different results with higher final wealth and
profitability of the maxSR portfolio and similar for the maxOR portfolio. The most important conclusion is that
we can reduce the risk even if we examine Std or VaR. Looking at the differences between the skewed t and
Student t copula dependency of residuals, we can observe that the skewed t copula fits precisely to the approxi-

mation model and the following portfolio reports slightly higher final wealth, mean return, and performance ratios
while the riskiness is lower.

Ex-post wealth by of performance
a5 with stab-skew-t-ARMA-GARCH return IBppri:!xirv‘lati()n

Ex-post wealth by of performance
‘with stab-Student-t-ARMA-GARCH return approximation

SEF100

S&P100

Final Wealth
Final Wealth

0.5 - -
1 Jan 2010 8 Oct 2013 19 Jul 2017

0.5 - :
30.Jun 2021 1 Jan 2010 8 Oct 2013 19 Jul 2017
Time

Time

30 Jun 2021

Figure 1: Ex-post wealth with using stab-skew-t-ARMA-GARCH model for return approximation (left) and stab-
Studen-t-ARMA-GARCH model (right) for each portfolio model

Ex-post wealth by of performance measures
0 with simple ARMA-GARCH return approximation

Ex-post wealth obtained by maximization of individual performance measures
o5 using histerical returns

maxAR
———— maxFTR
maxOR
S&P100

Final Wealth
]
Final Wealth

0.5 - . 0.5
1 Jan 2010 90ct 2013 19 Jul 2017 30 Jun 2021 1 Jan 2010

9 0ct 2013 19 Jul 2017 30 Jun 2021
Time

Time

Figure 2: Ex-post wealth while using simple ARMA—-GARCH model for return approximation (left) and using
historical returns (right) for each portfolio model

For illustration, we also depict in Figures 1 and 2 the wealth evolution of individual portfolio models applied to
different data. The black curve in all figures represents the benchmark. We can observe that during the first few
years, the wealth of portfolios has a slightly increasing trend until the middle of 2015 when the trend started to
grow faster with higher volatility. At the beginning of 2020, due to the COVID-19 pandemic, the market fell
rapidly for a few days, but the subsequent trend is a highly increasing slope compared to the time before the slump.

If we look in detail at the evolution of portfolios using ARMA-GARCH with estimated dependent residuals in
Figure 1, the maxOR and maxSR models mutually copy the trend even in volatile periods in the market. Otherwise,
at the beginning of the investment, the maxRR model drops significantly, and then the performance is not as
sufficient as the historical data are used for optimization in Figure 2. On the left side of this figure, we can deter-
mine the main weakness of a simple model, which is a misidentification of the impending decline. Initially, created
portfolios have copied and in some cases even exceeded the benchmark until the beginning of the year 2020 af-
fected by the COVID-19 pandemic. At this point, the portfolios fell below the benchmark, which subsequently
grew at a higher rate to the surprise of investors and analysts.

Overall, these results confirm that the ARMA-GARCH model with stable estimated residuals and dependence
structure determined by t copula function provides a sufficiently accurate approximation of future returns. De-
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pending on the data used, maximizing reward-risk portfolio model with Sharpe and Omega ratios generates the
highest profitability with a lower risk rate and always performs better than the S&P 100 index. This strategy is
chiefly suitable for risk-averse investors.

4 Conclusion

In this paper, we compare the effect of different return approximation approaches based on the ARMA-GARCH
model, where the ARMA model captures the autocorrelation and the GARCH model indicates the volatility. To
capture the relationship structure between assets, the estimated residuals of the ARMA-GARCH model follow the
Student t or skewed t copula function. Then, we included the approximation procedure in the portfolio optimiza-
tion strategy comprising the reward-risk portfolio model for four selected ratios and analysed the main character-
istics of the portfolio.

The results obtained showed that the ARMA(1,1)-GARCH(1,1) model with estimated residuals following a stable
distribution and dependence structure determined by one of t copula functions led to a sufficiently accurate ap-
proximation of the future return scenario. This analysis was applied to the active stocks included in the index S&P
100. When maximizing reward-risk portfolio model with Sharpe and Omega ratios, it generated the higher profit-
ability with a lower rate of risk compared to the simple application of this model to the historical data. All portfolio
strategies were compared with the benchmark defined as the index S&P 100. Maximization of Sharpe and Omega
ratios in the optimization framework provided higher profitability with a lower risk rate and performs better than
the benchmark. Therefore, we can conclude that this strategy is recommended to risk-averse investors.

Concurrently, we are considering an application of multifactor model employing the principal component analysis
in order to reduce the dimensionality of the large-scale portfolio selection problem. Given that the components are
obtained from the dependency matrix, we could compare the impact of the linear and trend-dependent correlations.
In addition, we should analyze behaviour of residuals of the multifactor model and precisely predict its evolution
in the future.
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Impact of Financial Development and Trade Openness
on the GDP of CR

Véaclava Pankoval

Abstract. Economic development, always conditioned by economic growth, is one of
the most important indicators of a healthy economy. The main factors of economic
growth could be supported directly or indirectly by financial development and inter-
national trade. The financial development and the trade openness are defined, meas-
ured, and related to the GDP per capita of the Czech Republic.

Econometric techniques are applied comprising data generating process allowing for
break points. The break indicated in 2008 is treated as a difference between financial
crisis 2008 — 09 and other years using multiplicative dummies. Relevant econometric
model is formulated and estimated.

From the results a conclusion follows that both financial development and trade open-
ness show their positive role just during the period of a crisis.

Keywords: economic growth, structural break, model ECM

JEL Classification: C40, F13, G01
AMS Classification: 60H30, 62G05

1 Introduction

Economic development is one of the central issues explored by economic theory and is also one of the most im-
portant indicators of a healthy economy. It is a broader concept than economic growth, however, economic devel-
opment is always conditioned by economic growth.

The main factors of economic growth can be split up into consumer spending factors and productive capacity
factors. All of them could be supported directly or indirectly by financial development and international trade.

Economic growth is defined as an increase in the amount of goods and services produced per head of the population
over a period of time. Quantitatively it is given as GDP per capita.

1.1 Importance of Financial Development

One of the main drivers of economic growth is capital, its formation and accumulation. Countries with better-
developed financial systems tend to grow faster over long periods of time; an evidence suggests that financial
development contributes to this growth.

In practice, it is difficult to measure financial development as it is a vast concept and has several dimensions.
Empirical work done so far is usually based on standard quantitative indicators available for a long time series for
a broad range of countries. To understand the impact of financial development on economic growth, a ratio of a
chosen financial indicator to GDP usually is applied. A wide overview of literature discussing different convenient
concepts is given e. g. in [8]. The impact of the financial crisis on the relationship between finance and growth is
another area of recent exploration in the financial literature.

In this article, financial development variable is defined as the ratio of financial system deposits to GDP (source

[4]).
1.2 Importance of Trade Openness

A brief characterisation of trade openness and its relation to other important macroeconomic and financial varia-
bles is given e. g. in a handbook [1]. The authors state that bilateral equity investment is strongly correlated with
underlying patterns of trade. Investors are better able to attain accounting and regulatory information on foreign
markets through trade and thereby invest in foreign assets. Further, trade transactions may directly generate cross-
border financial flows including trade credits, export insurance, payment facilitation.

1 University of Economics and Business, Department of Econometrics, 130 67 Praha 3, nam. Winstona Churchilla 4, pankova@vse.cz
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Trade openness also is one of the determinants which play a role in the determination of currency crises. Several
studies find that greater trade integration reduces a country's financial fragility; hence, higher trade integration
tends to reduce the frequency of external financial crises.

The nature of the relationship between trade openness and economic growth is described e. g. in [11] exploring
existing economic theories and relevant conclusions. Besides other aspects, trade openness promotes the efficient
allocation of resources, factor accumulation, technology diffusion, and knowledge spillovers. They conclude that
export growth is considered to be the main driver of economic growth.

In this article, a common definition of trade openness as a ratio of sum of exports and imports to GDP is used
(source [3] — all variables).

2 Data Generating Process

Data cover the period from 1995 to 2020, T=26. In 2008 and 2009, the financial crisis struck the main macroeco-
nomic variables; an influence of covid pandemic started during 2020. That is why the DGP (Data Generating
Process) should pay attention not only to unit roots but also to possible break points. In [9], Perron shows that
failure to allow for an existing break makes the ability to reject a false unit root null hypothesis reduced. Such a
time-series is then incorrectly treated as non-stationary.

If the structural breaks are known or exogenous they can be modelled using appropriate dummy variables. Exten-
sion of ADF unit root test is in [9] allowing for a break in the intercept or in the slope. The former means a change
in a level, the latter represents a changing growth. Both effects can also be tested simultaneously. In all cases, null
hypothesis is “unit root with a break”, the alternative is “broken trend stationary process”. Later, in [12]. and [10]
the authors proposed determining the break point endogenously from the data. It means a unit root hypothesis in
the presence of structural change at the unknown time of the break. Endogenous structural break is performed as
a sequential test using the full sample and different dummy variables modelling each possible break date. As a
resulting break point the date is selected where the t-statistic of unit root coefficient in ADF test is minimal. So,
the break point is chosen where the evidence is most near to reject the unit root null. This test is implemented in
Eviews and will be used in the application part. The choice of the break point itself is a technicality; being selected
an analysis can be made whether it corresponds to certain known event as economic crisis, important changes in
government policy, etc.

An argumentation exists that one structural break is insufficient what opens a topic of multiple structural breaks.
A short survey as well as the one break point history is given e.g. in [5]. The problems arising with a multiple
break points specification are formulated and solved in [2] and comprehensibly described also in [7] or [6]. They
propose a Fourier approximation of a time-series in which the essential characteristics of a series can be captured
using a small number of its low frequency components. Nor the number nor the break dates need to be known a
priori.

Starting by Dickey — Fuller test in the form

. 2mkt 2mkt
Ayr = pye-1+¥1 + V2t + Xi=1V3k SIn (T) + Xk=1Vak €OS (T) té&, n<T/2 (1)
with the trigonometric part representing a nonlinearity.

If y31 = Y41 = *** = ¥3pn = Van = 0, the process is linear and the traditional unit root test should be used. On the
opposite, if there is a break or nonlinear trend, at least one Fourier frequency must be present in the DGP. In
practice, a large value of # cannot be applied because of degrees of freedom. That is why the choice of one proper
frequency is recommended (see [2]). (1) then changes into

. 2kt 2wkt
Ay = pYeos + ¥y + Vot + yzsin (E2) + y, cos (B5) + ¢, (2)

what is regressed for all integer values 1 < k < 5. The regression with smallest RSS gives k to be used. F-test
with Hy: Y3 = ¥4 = 0 not to be reject excludes nonlinearity. In [6], the authors point out the non-standard distri-
bution of relevant F-statistic and publish critical values found by a simulation. Having T = 25 the critical value is
4.77 (90 %), 5.56 (95 %), 7.61 (99 %).

Data involved in this article are GDPPC (= GDP per capita) in millions of Euro. FD (= financial development)
measured as financial system deposit divided by GDP, TO (= trade openness) defined as (exports + imports)/GDP,
source [3]. Figure 1 shows the graphics.
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Figure 1 GDPPC, FD, TO, respectively.

For our data, the results of testing according to (2) are in Table 1.

variable k F-statistic

GDPPC 2 491
FD 5 7.30
TO 1 3.59

Table 1 Fourier test results

We do not reject null at 5 % level for GDPPC and TO and at 1 % level for FD, too. Hence, we exclude a nonlin-
earity of each time series in question.

ADF Breakpoint unit root test follows with Hy: variable has a unit root. The summarisation is in Table 2.

variable t-statistic prob Break date
GDPPC -3.9341 0.4134 2006
DGDPPC -5.8361 0.0100 2008
FD -5.3686 0.0100 2003
TO -3.7654 0.5221 2018
DTO -4.6094 0.0320 2014

Table 2 ADF Breakpoint unit root test results

Analysing the break dates we conclude that 2008 is the first year of the financial crisis 2008 — 09; other dates do
not coincide with a known important economic event.

As for the ADF tests (without a break assumed) the results are as follows in Table 3. Hy: variable has a unit root
is tested.

variable t-statistic prob
GDPPC -1.9920 0.5772
DGDPPC -3.8989 0.0282
FD -4.1236 0.0177
TO -0.9836 0.9285
DTO -3.8371 0.0320

Table 3 ADF test results

The ADF test was performed including intercept and trend. The results show that GDPPC and TO are I(1), FD is
1(0).
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Possible cointegration of the variables was tested by using the Engle — Granger procedure. It is based on the
following idea: if all variables in a model are cointegrated then the residuals form a stationary time series. ADF
test should be applied without an intercept term because of the zero expected value of disturbances.

1) gdpppc = 8y + 6,to + € é: t-stat=-2.6103 Prob=10.0114
(i1) gdpppc = 8y + 6,to + 6,fd + € é: t-stat =-2.4696 Prob =0.0159

In both cases, H: variable € has a unit root is rejected (in case (i) the variables included are integrated at the same
degree).

The above foundations lead to a proposition to model the process by using the ECM formulation with a dummy
variable accenting 2008 - 09 financial crisis.

3 Model and Computations

The ECM part of the model is based on the relation
gappce =g+ fdp +Xy D * fdy +o3 top +¢4 D * top + &
in which D equals 1 for 2008, 2009 and 0 in other years and
ecm, = gdppe, —%,—&; fdy =6 D * fd, —&; to, =, D * to,.

Parameters &, &, represent the difference in fd, fo, respectively between the years of financial crisis and the
others.

Finally, the model
Agdppce = Bo + P1Afde + B2D * Afde + B3Ator + oD * Ator + Bsecme_y + ug

is estimated; parameter f5 is expected to be negative. Table 4 shows the results (output is harmonized with the
variables introduced in equations).

Dependent Variable: AGDPPC

Method: Least Squares

Sample (adjusted): 1996 2020

Included observations: 25 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
AFD 60.32966 111.6938 0.540134 0.5954
D*AFD 866.7797 287.2992 3.016994 0.0071
ATO 5.264033 23.28122 0.226106 0.8235
D*ATO 317.1772 97.01383 3.269402 0.0040
ECM(-1) -0.150670 0.125565 -1.199937 0.2449
C 571.1102 189.9598 3.006479 0.0073

R-squared 0.4165 Prob(F-stat) 0.0501

Table 4 Regression output - Eviews

Parameter (s should be negative to functionate as a corrective; the condition is fulfilled but the parameter is sta-
tistically non-significant. So are also the parameters associated with increments AFD and ATO. Evidently, non-
zero coefficients occur in crisis years and there is also a non-zero increment.

A possible interpretation is that the process is relatively stable (described by a constant) nevertheless, potential
crises show a good characteristic of the system: financial development as well as trade openness are supporting
factors of the GDP.

4 Conclusions

The importance of financial development as well as of trade openness on the economic growth is indisputable.
Both the variables are increasing during the studied period, though the trade openness is a little bit more turbulent
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while financial development is trend stationary. According to the definitions, the variables are represented by
significantly smaller values than GDP per capita and its main components, especially a consumption which is a
driver of the GDP growth. It is probably an explanation why an impact of both the variables on GDP per capita is
not quantitatively apparent by using a standard econometric model. The significant constant could indicate that
the process is relatively stable in the long-run.

Nevertheless, the results concerning the years of crisis show that the positive role of growing financial develop-
ment as well as of trade openness is important, is appreciated and becomes one of supporting factors of an eco-
nomic growth during turbulent events.
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Identification of Investment Strategies for Portfolio Selec-
tion Utilizing the Markov Switching Model and Optimiza-
tion Model of Portfolio Selection with Conditional Value-at-
Risk
Juraj Pekar !, Ivan Brezina?, Marian Reiff 3

Abstract. The investor decides which products or securities to invest in and chooses
the time of investment. The investor is faced with the question of the possible return
investment, taking into account the investment risk. The possible return and risk are
different in bull and bear markets. The paper presents a method to determine the bear
and bull markets using the Markov switching model and then determine investment
strategies for these markets using a portfolio selection model using the CVaR risk
measure. The proposed method of investment strategy selection was realized based
on the historical data of the Dow Jones Industrial Average (DJIA) stock index com-
ponents from January 1, 2007, to February 22, 2022,

Keywords: Markov switching model, portfolio selection, CVaR, bear market, bull
market

JEL Classification: G11, C60
AMS Classification: 91B30, 90C90

1 Introduction

Nowadays, we observe a more frequent alternation of crisis and non-crisis periods. As markets behave differently
during these periods, different investment strategies need to be implemented. The Markov switching model can be
used to determine hidden states, revealing the state of the market. The result of this approach is the identification
and subsequent division of the period analyzed into a bear and bull market, whose revenues are used to analyze
the selection of efficient portfolios. One approach to creating an effective equity portfolio is to use a Conditional
Value at Risk (CVAR) optimization model. The decision-making assumptions may then include the assumption
of the emergence of a crisis and thus the use of the investor's strategy based on the situation in which the market
finds itself. The paper aims to present the possible use of the Markov switching model for the division of periods
and then determine the investor's strategies. To obtain effective portfolios, we will use the optimization portfolio
selection model based on CVaR risk. The analysis was performed on historical data of the components of the Dow
Jones Industrial Average (DJIA).

2 Use of financial assets data to create a portfolio

To compare the impact of different types of markets, the Dow Jones Industrial Average (DJIA) components, which
is one of the world's best-known stock indices, were selected. The DJIA is a stock index of thirty US companies
with the largest and most comprehensive publicly traded stocks in the United States.

In our analysis, we selected the following stocks included in the Dow Jones Industrial Average (DJIA) Index,
namely: Apple Inc. (AAPL), Amgen, Inc. (AMGN), American Express Company (AXP), Boeing (BA), Caterpillar
Inc. (CAT), Salesforce.com, Inc. (CRM), Cisco Systems (CSCQ), Chevron Corporation (CVX), The Walt Disney
Company (DIS), Goldman Sachs (GS), The Home Depot (HD), Honeywell International Inc. (HON), IBM (IBM),
Intel (INTC), Johnson & Johnson (JNJ), JPMorgan Chase (JPM), The Coca-Cola Company (KO), McDonald's
(MCD), 3M (MMM), Merck & Co. (MRK), Microsoft (MSFT), Nike, Inc. (NKE), Procter & Gamble (PG), The
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Travelers Companies (TRV), UnitedHealth Group (UNH), Visa Inc. (V), Verizon Communications (VZ), WBA
Walmart (WMT).

Different levels of risk can be used to construct a standard investor task (portfolio selection task) that maximizes
the expected return on the portfolio. One such measure is the contingent value at risk (CVaR) rate. Therefore, the
aim is to formulate such an investment strategy that will bring the investor, at the chosen expected level of appre-
ciation at the end of the investment horizon, a minimum risk in the form of a CVaR risk measure.

By solving this task, we determine the optimal weights of assets in the portfolio at a set minimum expected return
value while minimizing the CvaR risk function. Based on historical prices (weekly data) of selected shares con-
tained in the DJIA stock index, comparisons and analyses of their behavior in the bull and bear markets were
carried out from 1.1.2007 to 22.2.2022.

3 Markov switching model

Let's have a Markov chain {X f} = {xo, Xy Xysenns xm} , Where t acquires non-negative integer values. Imagine

that {X z} is "wrapped" in noise-damaged signals. Markov chain {X t} it is hidden due to noise and is not ob-
servable in practice. What is observed in the real world is the process {Yf} = {yo,yl, Vaseees y"} , which is a
function of {X,} . Time series {K} 1s a distorted version of the time series {Xf} due to the noise we assume,

it can be described, for example, by a normal probability distribution. The process {Y;} is a series of signals

containing information of the "true" state or mode of the modeled system.
By definition [2], the hidden Markov model is a bivariate discrete process {X Y } , where {X ,} 1s a Markov

>t
chain and {K} is a sequence of random values of a variable y, which are conditional {X f} .
By MacDonald and Zucchini definition [9], hidden Markov chain is a stochastic process consisting of two parts,

where the first basic part is an unobservable process {Xf}, which satisfies the Markov property

P{x,|xf71,xr72 ey Xy } = P{x,|xH} and the second part is an observable process {Yr} satisfying

P{yr‘yH,yF2 vos Vi s Xy 15 Xy g e Xy } = P{y,‘x, } , which is referred to as a conditionally independent
property. Independent because it does not depend on historical values ¥, |, ¥, , ..., Y and is conditional only x,.

Then a pair of stochastic processes {X /» Yf} we call the hidden Markov model with m states. The conditional

independent property can be explained as follows. In case we know the condition x;, value y; depends only on x;
and is not dependent on previous historical states of the system and previous observations of the variable y, thus,
it is conditionally independent. A natural extension of the hidden Markov chain is a variant where the observable
process depends not only on the current hidden state but also on previous emission observations. This variant is
shown in Figure 1.

Hidden states

I
Xt Xt v Xr+1

Y

Vi Vi

)

Observable states

Figure 1 Description of the structure of the Markov switching model, where the variable x; shows the hidden
Markov string and y shows the observed process. Source: Own creation

For this variant of the hidden Markov model, the name Markov switching model has become established or Markov
regime switching model [4] and [5].
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4 Market identification using Markov switching model

In this paper, we analyze the dynamic behavior of the DJIA stock index using the indicators "adjusted close"* and
its delayed value by one period and information on inflation "Producer Price Index by Commodity: All Commod-
ities (PPIACO)." Time series of weekly data are processed from 1.1.2007 to 22.2.2022. The data source is Ya-
hoo.Finance database [12], where the stock index is kept under the name DJIA, and the Federal Reserve Economic
Data database [3], for information on the development of PPIACO inflation information.

All estimates of hidden states were performed using EViews 9 software [1]. We chose the resulting model with
two states (modes) for further analysis by comparing different estimated models with different explanatory varia-
bles by comparing the statistical significance of the estimated parameters and selecting a model with the minimum
value of the Akaike information criterion.

We present the following results for the resulting model:

- matrix of transition probabilities between hidden states of the system and the average length of stay in the re-
spective state: bear and bull market (Figure 2),

- sequence of probabilities of termination in hidden states of the system (Figure 3).

Transition summary: Constant Markov transition
probabilities and expected durations

Sample (adjusted). 1791

Included observations: 791 after adjustments

Constant transition probabilities:
P(i, k) = P(s(t) = k| s(t-1) =i)
(row =i/ column =J)
1 2

1 0.907185 0.092815
2 0.022559 0.977441

Constant expected durations

1 2
[ 10.77409 4432780

Figure 2  Probabilities of transition between the two hidden states (bear and bull market) and the average
length of stay in the respective state. Source: Own calculations

In the next part, we visualize the sequence of estimated probabilities for a given order of observations of DJIA
closing course emissions. In Figure 3, these probabilities are shown graphically. In this case, we interpret hidden
states as a regime (market mood), a bull, or a bear market. The mean values and the variance of the closing price
difference compared to the previous day are estimated for each regime.

Estimated hidden state probabilities (blue hidden state 2, orange hidden state 1)

Figure 3 The estimated sequence of termination probabilities in one of the two hidden states of the system.
Source: Own calculations

Figure 4 shows the development of the closing price of the DJIA index for the period from 1.1.2007 to 22.2.2022,
representing the system's observable state. The bottom line on the graph shows the respective estimated hidden
states in which the system is modeled using the Markov switching model with two hidden states. For example, the

4 https://finance.yahoo.com
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interpretation of the orange line is as follows: the modeled system starts on 17.2.2020 in state 2 and 29.6.2020
switches to state 1, and so on.

Figure 4 Markov switching model with two hidden states of the system and the value of the closing price of
the DJIA index from January 1, 2007, to February 22, 2022. Source: Own calculations

5 Recommendations for investing based on a portfolio selection model
for different market regimes

To compile the portfolio based on the considered historical data (historical weekly returns in the period from
1.1.2007 to 22.2.2022) for 29 DJIA companies (n = 29), we use the mathematical programming model of portfolio
selection with Conditional Value-at-Risk [6], [7], [8], [10] and [11]. By solving the problem, we obtain efficient
portfolios at the set of different values of expected weekly returns listed in Tables 1 and 2.
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Table 1 Distribution of investments in efficient portfolios during the period of bull markets (unlisted shares
have weights equal to 0) Source: Own calculations

Tables 1 (bull markets) and 2 (bear markets) show the calculated solutions. The value of the objective function,
representing the minimum CVaR value, is given in the column labeled CVaR Risk. In the following columns, the
proportions invested in the individual shares are listed at different expected return values.
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Risk Expected | AAPL | AMGN| MRK | V VZ | WMT

CVaR (%) | return (%) | (%) (%) (%) (%) (%) (%)
7.1 -0.102 10.6 5.7 0.0 54 610 | 173
7.1 -0.085 11.4 7.8 0.0 2.0 72.9 5.9
7.2 -0.067 115 | 135 2.2 0.0 72.8 0.0
7.5 -0.050 137 | 138 | 169 0.0 55.6 0.0
7.9 -0.033 2.7 247 | 217 0.0 50.9 0.0
8.4 -0.016 0.2 288 | 329 0.0 38.2 0.0
8.9 0.001 0.0 309 | 458 0.0 233 0.0
9.5 0.018 0.0 394 | 518 0.0 8.9 0.0

Table 2  Distribution of investments in efficient portfolios in the period of bear markets (unlisted shares have
weights equal to 0) Source: Own calculations

It is clear from Table 1 that the recommendation based on the portfolio selection model using bull market input
data is to invest in AAPL, AXP, BA, CAT, CRM, DIS, HD, JNJ, JPM, MCD, MMM, MRK, MSFT, PG, TRV,
UNH, V, WMT, which will form the investment portfolio.

When applying the model for input data for bear markets, the investment portfolio consists of shares AAPL,
AMGN, MRK, V, VZ, WMT (Table 2). From a comparison of the values in Table 1 and Table 2 obtained from
applying the mathematical programming model of portfolio selection with Conditional Value-at-Risk, it is clear
that the recommended investments are the same in both periods only for AAPL, MRK, V, WMT shares, which
occur in both investment portfolios.

Another result is greater diversification among assets in bull markets, which causes an increase in the return on
several types of assets at lower risk values in the given period. From the portfolio structure in the bear market, we
observe a recommendation to invest in assets from segments that are not sensitive to consumer sentiment, i.e., IT,
healthcare, and consumer goods sales.

6 Conclusion

The alternation of different types of markets affects stock markets. The effects of the change in market sentiment
are causing a significant drop in the value of investments in the financial markets, while a temporary fall in stock
prices can be observed in the stock markets.

Based on the assumption that worldwide or suppose a regional crisis can arise over some time for any reason. In
that case, investors should have the tools to decide which assets under consideration will be possible and necessary
to invest with the greatest profit at the lowest risk under different market moods. Therefore, every investor should
be interested in alternative investing ways, respectively, different investment models. However, every crisis is
temporary, and therefore every investor must decide which assets to continue investing in. Therefore, the investor
should know how the situation in the financial markets could develop. Therefore, the investor's attention should
focus on alternative ways of investing, respectively, investment models. Investment firms offer various investment
forms, for example, a stock market index or a portfolio of shares created by the investment firm. The possible
approach and tool for such a decision were the subject of the presented paper.

The Markov switching model can be used to identify the type of market when determining the investment strategy.
The authors tried to compare the impact of the identified market type on the return and investment portfolio indi-
cators on the Dow Jones Industrial Average (DJIA) stock index.

A price-weighted DJIA stock index was selected to compare the impact of the change in the type of market. Based
on the historical stock prices contained in the DJIA stock index, analyses of this impact were performed in the bull
and bear market periods.

For the analysis, the average weekly returns of DJIA shares from 1 January 2007 to 22 February 2022 were used.
After dividing the yields into individual groups based on the Markov switching model, the optimization model
was used to compile the portfolio based on the considered historical data. The optimization problem solution pro-
vides efficient portfolios at set different values of expected weekly returns (Tables 1 and 2). They list the propor-
tions to be invested in individual shares.
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The paper analyzes the impact of market type (market mood) on the choice of investor's strategy. The main goal
is to analyze the impact of market change reflected in demand for individual stocks. Based on the obtained solu-
tions, a significant influence of the market type can be stated, as the investor's strategy in individual markets is
diametrically different. The market restructuring was reflected in the fact that companies that increased sales in
the bear market and belonged to the IT, healthcare, and consumer goods sales segment came to the forefront of
investment.

Acknowledgements

This work was supported by the Grant Agency of Slovak Republic — VEGA grant no. 1/0339/20 ,, Hidden Markov
Model Utilization in Financial Modeling “.

References

[1] Aljandali, A. & Tatahi, M. (2018). Economic and financial modelling with eviews. A Guide for Students
and Professionals. Switzerland: Springer International Publishing.

[2] Cappé, O., Moulines, E. & Rydén, T. (2009). Inference in hidden markov models. In Proceedings of
EUSFLAT conference (pp. 14-16).

[3] Federal Reserve Economic Data. (2022). Economic data. [Online]. Available at: https://fred.stlou-
isfed.org/series/PPIACO [Accessed: 14 February 2022].

[4] Hamilton, J. D. (1988). Rational-expectations econometric analysis of changes in regime: An investigation
of the term structure of interest rates. Journal of Economic Dynamics and Control, 12(2-3), 385-423.

[5] Hamilton, J. D. (1989). A new approach to the economic analysis of nonstationary time series and the busi-
ness cycle. Econometrica: Journal of the Econometric Society, 357-384.

[6] Kang, Z., Li, X., & Li, Z. (2019). Mean-CVaR portfolio selection model with ambiguity in distribution and
attitude. Journal of Industrial & Management Optimization, 13(5), 1.

[7]1 Krokhmal, P., Uryasev, T., & Palmquist, J. (2001). Portfolio optimization with conditional value-at-risk ob-
jective and constraints. Journal of Risk, 4, 43-68.

[8] Liu, N., Chen, Y., & Liu, Y. (2018). Optimizing portfolio selection problems under credibilistic CVaR cri-
terion. Journal of Intelligent & Fuzzy Systems, 34(1), 335-347.

[91 MacDonald, I. L. & Zucchini, W. (1997). Hidden Markov and other models for discrete-valued time series.
Chapman and Hall/CRC.

[10] Pekar, J. (2015). Modely matematického programovania na vyber portfélia. Bratislava: Vydavatel'stvo
EKONOM.

[11] Rockafellar, R. T., & Uryasev, S. (2002). Conditional Value-at-Risk for General Loss Distributions. Jour-
nal of Banking and Finance. 26(7), 1443—1471.

[12] Yahoo.Finance. (2022). Data on individual stock indices. [Online]. Available at: https://finance.yahoo.com
[Accessed: 14 February 2022].

~ 267 ~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

Measuring the Performance of Czech Cluster
Organizations: Malmquist Index Approach

Natalie Pelloneova®

Abstract. The main aim of this research is to use the Malmquist Index to evaluate the
influence of Czech cluster organizations on the financial performance of member
companies. Due to the considerable diversity of individual clusters in terms of their
date of establishment and due to the availability of financial statements, the research
was focused on the period 2012-2017. All cluster organizations operating in the
Czech Republic were selected for this research. There were a total of 30 cluster or-
ganizations. The input variables selected for the model are total assets and long-term
invested capital. The output was the economic value added. The research found that
in the Czech Republic, out of the total number of 30 examined clusters, only 12 clus-
ters increased their financial performance in the period 2012-2017. On the other hand,
the remaining 18 clusters saw a decline in financial performance during the period
under review. The possible causes of this finding are discussed at the end of the paper.

Keywords: Malmquist index, economic value added, cluster organization, perfor-
mance
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1 Introduction

It has been observed in the past that competing firms have a very strong tendency to agglomerate or cluster. These
were mainly firms located in a certain narrowly defined geographical area [1]. The agglomeration of related eco-
nomic activity is a major element of economic geography, which has been studied by a large number of scholars,
such as Marshall [12]; Porter [16]; Krugman [11]. Cooperation between several completely independent enter-
prises can lead to the formation of broad business networks, so-called clusters [4]. Maskell, Bathelt and Malmberg
[14] consider clusters to be geographically located agglomerations of firms with similar or highly complementary
capabilities. In recent decades, clusters have been widely used as a tool to increase competitive- ness at regional
and national level [6]. Kazmierski [9] perceives clusters as so-called accelerators of progress and competitiveness.
This means that stimulating their development has become an important element of regional policy. The cluster
concept has become widely used and recognized as an essential part of regional development and policy-making
strategies in many countries [10]. The fundamental question is what are the positive effects of cluster policy and
what are the implications for entrepreneurs and the enterprises themselves [6].

According to Kincaid [10], clusters offer a range of benefits to all stakeholders. Clusters create an environment
conducive to innovation and knowledge creation. For this reason, regions with strong clusters are considered to be
leaders in innovation. Clusters also have a positive effect on the economic performance of firms. In particular
because they are driven by advantages such as: higher efficiency (lower cost), flexibility (labour mobility), but
also innovation (cooperation). Research by many authors has led to the finding that the financial performance of
the units involved can be enhanced by geographic (territorial) concentration of economic activity [7]. Many re-
searchers in agglomeration economics believe that the benefits of cluster membership lead to higher financial
performance of firms through improved production or increased demand (e.g., Krugman [11]; Marshall [13]). The
authors Jir¢ikova, Remes and Pavelkova [8] also state that it is generally accepted that the geographical colocation
of firms has a positive effect on the financial performance of firms in the cluster. Overall, these streams of cluster
literature suggest that compared to isolated firms, cluster firms benefit from geographic proximity. If this is the
case, it is reasonable to expect that the benefits of clusters should lead to better financial per- formance for cluster
firms. However, there is only a limited number of empirical studies in the literature that address this relationship.
At the same time, even this limited number of studies that investigate the impact of spatial proximity on financial
performance yield ambiguous results [19]. The main objective of the paper is to measure changes in efficiency
over the reference period 2012—-2017 on the basis of the Malmquist index and to analyze the level of productivity

! Technical University of Liberec, Faculty of Economics, Studentska 2, Liberec, natalie.pelloneova@tul.cz.
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in individual clusters. If the productivity of the whole cluster increases, there is an assumption that the productivity
of its members also increases.

2 Malmquist index

In recent years, the Malmquist Index has become the standard approach to measuring productivity. The Malmquis
index measures the change in efficiency over time. The Malmquist index is based on Data Envelopment Analysis
models and is one of the important indicators for measuring the change in relative efficiency of DMUs over dif-
ferent time periods. The Malmquist index allows the evaluation of multiple inputs and outputs. In assessing
changes in efficiency over time, it allows its decomposition into two components, i.e., the change in the relative
efficiency of a unit relative to the set of remaining units and the change in the production possibilities frontier
induced by technology. Unlike the econometric stochastic frontier approach, it offers a different rate of technolog-
ical change for each individual. Moreover, since it is estimated with a non-parametric methodology, it needs nei-
ther to impose any functional form on the data nor to make any distributional assumptions for the inefficiency
term.

The Malmquist index was only processed theoretically until its improvement by Fare et al. [5]. Fare et al. [5]
defined an input-oriented productivity index as the geometric mean of the two Malmquist indices developed by
Caves et al. [2]. The input-oriented Malmquist index, which measures the change in the efficiency of a production
unit g between successive periods t and t+1, can be expressed by equation (1). In this mathematical expression,
EFFCHq is a change in relative technical efficiency and TECH, expresses a change in the production pos- sibilities
frontier due to technological progress. The individual components are defined by relations (2) and (3).

Where D (x*, y*) is the efficiency of production unit g relative to the existing technology in period ¢ with inputs
and outputs from period 7, D,g (xt*1,y**1) is the efficiency of production unit g relative to the existing technolo-
gy in period ¢ with mputs and outputs from period ¢ + 1, D;"'l(xt, y?) is the efficiency of production unit g rela-
tive to existing technology in period ¢ + 1 with inputs and outputs from period ¢, Dé“(x”l,yt“) is the effi-
ciency of production unit g relative to existing technology in period ¢ + 1. The values of Df(xf,y"),
DE(xt*1, vyt ), DE(xt, y"), D (™, y**1) can be obtained by solving DEA models, assuming either CRS
or VRS. The Malmquist index can also be expressed directly as the product of the two components FFFCH, and
TECH, see relation (4).

MI (x™, 1 xt,y) = EFFCH,TECH, (1)
Dt+1 xt+1, t+1
EFFCH, = % 2)
Dy (', y")
1
v =[S TINC D @
q Dg,“(x“i,yf“)D(g“(xt,yt)

1
D$+1(xf+1’yl'+1) Dé(xt"'l,y”l)Dé(xt,yt) 2 (4)

MI,(xt+t, vyt xt, yt) = EFFCH,TECHP, =
q q q Dg(xt,yt Dg"'l(x“'l,yHl)Dg"'l(xt,yt)

When Farrell's measurement of technical efficiency is used is used in the construction of the Malmquist index,
we obtain productivity growth if M1, > 1 and productivity regression if M, < [. If M1, = 1, productivity remains
unchanged. If EFFCH, > 1, it indicates an improvement in technical efficiency. If EFFCH, = 1, technical eftfi-
ciency remains unchanged. A value of EFFCH, < I implies a regression of technical efficiency. If the value of
TECH, > 1, there is a technological progress. If TECH, = I, there has been no change in technology. A value of
TECH, < I indicates technological decline.

3 Data and methodology

The main objective of the research was to evaluate the potential impact of cluster organization (CO) on the finan-
cial performance of member businesses. Due to the considerable diversity of individual COs in terms of their date
of origin and due to the availability of financial statements, the research focused on the period 2012-2017. For this
research, all COs for which there is available data were selected. A total of 30 COs were included.
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1. Creation of a database of cluster organisations and member entities. In the first step, a database of cluster
organisations existing in the Czech Republic was created. Then a database of member entities was created for each
cluster organisation containing basic information about each member entity.

2. Collection of financial statements and obtaining data from financial statements. For the member entities,
it was necessary to obtain the necessary data from the financial statements, in particular the balance sheet and the
profit and loss account for the years 2012-2017. The obstacle to this step is that not all companies comply with
the obligation to publish the selected data in the collection of documents. The commercial database MagnusWeb
was used as the main source of accounting data. The second source used is the public register and the collection
of documents in the Commercial Register. For the companies, it was necessary to use data from a total of 3,240
financial statements. Of this number, approximately 87% of the financial statements were obtained from the Mag-
nusWeb database. Approximately 5%, i.e. about 170 financial statements had to be manually transcribed and added
from the scanned financial statements published in the collection of documents into MS Excel spread- sheets. The
remaining approximately 8% of the accounts were not published at all or only the balance sheet was published,
which was not usable for further research. Due to the unavailability of financial statements in some years, the
number of companies had to be reduced. Due to the relatively short time series, firms with missing financial state-
ments for one year or more had to be eliminated.

3. Calculation of economic value added. The economic value added (EVA) indicator was calculated for all busi-
ness entities. The EVA indicator was calculated using the EVA equity method (see relation 5). Where ROE is the
return on equity and E is the book value of equity. The CAPM model was used to estimate the cost of equity (re)
(see relation 6).

EVA = (ROE —1,)E (3)
te =15+ B (1, —15) (6)

Where ry is the risk-free interest rate and can be defined as the rate of return on government bonds (these rates
are shown in Table | for the period 2012-2017), (7., — 77) is the systematic market risk premium, which is de-
fined as the difference between the expected total return of the capital market (7,) and the risk-free interest rate
(rp). The market risk premium is based on the rating of the Czech Republic. The market risk premium based on
country risk was 6.94%. And f is a coefficient expressing the degree of specific market risk by measuring the
sensitivity of the stock to changes in the market portfolio. The f coefficient is calculated according to equation
(7). Where d is the income tax rate, D is debt and Suufevereq 1s beta of the company financed only by equity (these
values were obtained from the website of Damodaran). It should also be noted that the EVA indicator according
to the chosen methodology can only be determined for firms with a positive equity value. Therefore, firms that
had zero or negative equity value in at least one year were excluded from the research.

Year 2012 2013 2014 2015 2016 2017
Risk-free interest rate (ry) 2.31 % 2.26 % 1.58 % 0.58 % 0.43 % 0.98%

Table 1  Risk-free rate in 2012-2017 in the Czech Republic [15]

Preverea = Bunlevered [1 +(1-1) (%)] (7

4. Input and output specifications and Malmquist index calculation. The Malmquist index was then applied to
the data. The input variables selected for the model were total assets and long-term invested capital. The out- put
was the economic value added (EVA). For each company and period, the values of the distance functions and the
individual components of the Malmquist index were determined in the MaxDEA 7 Ultra software environment
according to relationships (2) and (3). Finally, the value of the Malmquist index was calculated using relation (4).

4 Research results

Table 2 provides an overview of the average values of the Malmquist index and its components - change in tech-
nical efficiency (EFFCH) and technological change (TECH) for COs over the period 2012-2017. The geometric
mean was used to calculate these average values.
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. Industrial
Cluster organisation I\[a!lmqmst EFFCH TECH production
index .

index
Regional Food Cluster 1.3491 1.3200 1.0221 1.0186
National Wood Cluster 1.1880 1.3367 0.8888 1.0136
Safety and Security Technology Cluster 1.1244 1.0577 1.0631 0.9958
Moravian Aviation Cluster 1.0779 1.4625 0.7371 1.0265
Mechatronics Cluster 1.0713 1.1247 0.9525 1.0347
CGMC 1.0605 0.9905 1.0706 1.0589
Czech Furniture Cluster 1.0445 1.0303 1.0138 1.0473
National Energy Cluster 1.0315 09125 1.1304 0.9964
Energy Cluster 1.0238 1.0473 0.9775 0.9964
Packaging Manufacturers Cluster 1.0180 0.9556 1.0653 1.0448
Moravian Forestry Cluster 1.0061 1.0295 0.9772 1.0136
Czech-Slovak Industrial Cluster 1.0027 1.1648 0.8608 1.0366
South Moravian Construction Cluster 0.9988 0.8791 1.1361 1.0099
Atomex Group 0.9981 0.9820 1.0164 0.9964
Hi-Tech Innovation Cluster 0.9900 1.0435 0.9488 0.9958
Biocluster 0.9893 1.0819 0.9144 1.1457
Czech Pellet 0.9765 09714 1.0053 1.0136
Clutex 0.9718 0.9633 1.0089 1.0322
Moravian-Silesian Automotive Cluster 0.9657 1.1818 0.8171 1.0857
Precision Engineering Cluster 0.9605 1.1646 0.8247 1.0589
Plastics Cluster 0.9432 0.9850 0.9576 1.0517
Moravian-Silesian Dynamic Drives Cluster 0.9425 0.9542 0.9878 1.0407
National Engineering Cluster 0.9307 0.9641 0.9654 1.0407
CREA Hydro&Energy 0.8730 0.9410 0.9278 0.9964
Network security monitoring cluster 0.8673 09446 09182 1.0982
Nanoprogress 0.8503 09671 0.8792 1.0232
Czech IT Cluster 0.8431 09194 0.9170 1.0982
MedChemBio 0.8419 0.8661 09721 1.0232
IT Cluster 0.8330 0.8582 0.9706 1.0982
CzechBio 0.8221 0.9961 0.8253 1.0232

Table2 Malmquist index for each CO 1in the period 2012-2017

The analysis of the cluster organisations leads to the following conclusions. In the Czech Republic, a total of 12
COs out of the 30 examined increased their financial performance in the period 2012—2017. Of these 12 organisa-
tions, 7 were established in a top-down manner (National Energy Cluster, National Wood Cluster, Packaging
Manufacturers Cluster, Czech Furniture Cluster, Energy Cluster, CGMC and Safety and Security Technology
Cluster) and 5 in a bottom-up manner (Mechatronics Cluster, Moravian Forestry Cluster, Moravian Aviation Clus-
ter, Regional Food Cluster and Czech-Slovak Industrial Cluster).

It can be concluded that out of the 30 COs surveyed, 12 organisations (40% of the total) improved their financial
performance. The largest overall change in financial performance was in companies in the Regional Food Cluster,
whose performance increased by an average of 35% per year. The second significant change in performance was
recorded in the National Wood Cluster, whose members were able to increase financial performance by an average
of 19% per year as a result of improved internal efficiency. The third significant change in performance was rec-
orded by the Safety and Security Technology Cluster, whose members were able to increase financial performance
by an average of 12% per year as a result of improved internal efficiency and innovation activities. For the remain-
ing 9 organisations, financial performance growth was only moderate or almost stagnant.

According to the decomposition of the Malmquist index into individual components - change in technical effi-
ciency (EFFCH) and technological change (TECH), the growth in performance of these 12 organisations was
caused by both components only in the Safety and Security Technology Cluster, the Czech Furniture Cluster and
the Regional Food Cluster. These three COs were able to increase the efficiency of the firm's processes (increase
in the value of EFFCH) and at the same time to develop higher innovation activity (increase in the value of TECH)
during the period studied. For the remaining 9 COs, performance growth was always induced by only one compo-
nent of the Malmquist index. In the vast majority of cases it was an improvement in the internal technical efficiency
of the member companies (Energy Cluster, National Wood Cluster, Mechatronics Cluster, Moravian Forestry
Cluster, Moravian Aviation Cluster and Czech-Slovak Industrial Cluster). Such a trend of improvement in internal
technical efficiency points to managerial measures aimed at improving the internal efficiency of firms or to
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economies of scale for firms. For the remaining COs, on the other hand, the increase in financial performance was
caused only by positive technological change (CGMC, Packaging Manufacturers Cluster and Energy Cluster). For
these COs, managers seem to have focused their attention on innovation activities without major changes in the
internal structure of the production organism.

The remaining 18 COs, on the other hand, experienced a decline in financial performance over the period under
review. For some organisations, the decline in financial performance was only slight (COs were almost at the level
of stagnation) by an average of 0.12% to 1.07% per year (Atomex Group, Biocluster, Hi-Tech Innovation Cluster
and South Moravian Construction Cluster). A slight decline in performance by an average of 2.4% to 4% per year
was recorded by the Czech Pellet, Clutex, Moravian-Silesian Automotive Cluster and Precision Engineering Clus-
ter. Decreases in performance by an average of 6% to 10% per year were recorded in the Moravian- Silesian
Dynamic Drives Cluster, the Plastics Cluster and the National Engineering Cluster. For 7 COs a relatively signif-
icant decrease in performance of more than 10% per year was recorded (CREA Hydro&Energy, CzechBio, Czech
IT Cluster, IT Cluster, MedChemBio, Nanoprogress and Network security monitoring cluster).

While some of these COs experienced a decline in overall performance, at least one component of the Malmquist
index experienced an increase. The Biocluster, the Precision Engineering Cluster, the Moravian-Silesian Auto-
motive Cluster, and the Hi-Tech Innovation Cluster all recorded increases in internal technical efficiency. Positive
technological change was recorded by Atomex Group, Clutex, Czech Pellet and the South Moravian Construction
Cluster. In terms of financial performance, the worst performers are the firms in the 10 COs, which recorded a
decline in both components of the Malmgquist index (CREA Hydro&Energy, CzechBio, Czech IT Cluster, IT Clus-
ter, Med-ChemBio, Moravian-Silesian Dynamic Drives Cluster, Nanoprogress, National Engineering Cluster,
Plastics Cluster and Network Security Monitoring Cluster). In these firms, internal technical efficiency has dete-
riorated and at the same time there has been a technological decline.

5 Discussion

The development of the financial performance of firms in Czech COs can be explained by several causes and
factors. On the one hand, the causes of this development can be seen in the overall economic development. After
the financial crisis, the Czech Republic was in a recessionary gap. The economy experienced an economic down-
turn in 2012 and 2013. In 2012, GDP fell by 0.8% year-on-year and in 2013 it fell by 0.5% [3]. In contrast, since
2014 the Czech economy has shown growth. Therefore, it can be concluded that the development of the Malmquist
index can to some extent follow the development of the Czech economy, especially in the years 2012-2014, and
that the overall economic situation in the Czech Republic has thus influenced the development of the performance
of cluster companies. However, the dependence of the Malmquist index on economic growth cannot be verified in
such a short time series. The Spearman correlation coefficient for all COs reached an indicative value of 0.42 on
average.

Another possible factor that can be used to explain the development of the performance of individual clustered
enterprises is the development of individual economic sectors. For the 13 COs, a similar performance trends
(growth and decline) can be observed (measured by the Malmquist index) as for the industrial production index.
For the remaining COs, the development of performance was opposite to that of the industrial production index in
the economic sector concerned. However, the dependence of the Malmquist index on the development of the in-
dustrial production index cannot be verified over such a short time series. The Spearman correlation coefficient
for all KOs was on average 0.45.

Other external factors, such as political decisions or unemployment rates in a particular industry, may also have
partly influenced the performance of cluster organisations. Another possible factor may be changes in the pro-
duction characteristics of individual companies in the CO and other internal factors.

6 Conclusion

The present research was focused on verifying the assumption that membership in CO brings benefits to member
firms in the form of increased financial performance over time. For only 12 COs were members able to increase
financial performance. In contrast, members of the remaining 18 COs experienced a decline in financial perfor-
mance over the period studied. However, the results of the research conducted did not confirm a significant effect
of CO membership on financial performance growth, as also reported by Kukalis [12] and Ruland [17]. According
to the findings, the research is inclined to the opinion of Skokan and Zotykova [18] who believe that the impact of
the cluster on the performance of the member firm and on its business results is highly individual and depends on
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a number of factors. It is also important to recall that during the period under review, the financial crisis in 2012—
2013 may have negatively affected the economic performance of some companies and, consequently, the CO as a
whole. It is also important to mention that the economic crisis in 2012—-2013 affected each industrial area with a
different force. It is also interesting to compare the change in the financial performance of COs with the amount
of public support provided. For example, the CGMC cluster has drawn the largest amount of all the COs assessed
and at the same time its members have increased their financial performance in the peri- od under review. On the
other hand, e.g. the Czech IT Cluster also drew significant amounts of public funding, but the financial perfor-
mance of its members decreased. It is therefore necessary to evaluate each cluster organisation separately with
regard to individual influences.
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Measuring the Efficiency of Football Players by DEA Model

Natalie Pelloneoval, Michal Tomigek?

Abstract. Football is a very popular subdivision of sports not only in our country, but
also all around the world. This article expands the ideas from the economic literature
on efficiency to develop method for evaluating the performance of football players
that take into account many dimensions of football performance. The evaluation of
football players has always been an important input for strategic decisions in the foot-
ball industry. The aim of this paper is to apply an input-oriented Data Envelopment
Analysis (DEA) model in order to measure football players’ efficiency and to identify
the technically efficient players with regard to their position on the field. Efficient
players will be further ranked using the Andersen-Petersen super efficiency model.
The model is empirically applied to players of the first and second Slovak football
leagues in the 2020/21 season. The model proposed in this paper seeks to incorporate
more objectivity into decision-making and can thus be an important step in developing
a systematic methodology for evaluating football players.

Keywords: foothall player, DEA, efficiency, super-efficiency, sport
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1 Introduction

Economics has long been successfully extending its sphere of influence into diverse areas. Football has not been
left out of its interest. Many authors are concerned with football, whether at the level of players and clubs or at the
level of national teams and international tournaments. Identifying talented players and then forming a team is a
very difficult task for football club managers. Evaluating player performance is currently a key issue in the sports
industry. Player performance evaluation itself is quite a challenging problem. All over the world, football fans try
to determine the ranking of players based on their subjective views or on the basis of various key parameters.
Player performance varies from position to position, but it is also based on competition, time played and team style
of play. Recently, there has been an emphasis on evaluating player performance in football using statistical meth-
ods, aided by the availability of a wide range of data.

In football, financial aspects, such as the transfer market and club investment, influence player performance. The
aim of every club is to achieve the best possible performance. It is therefore important to identify players who
meet the requirements, with the best potential for return on investment. In general, the market price of football
playersis also linked to their performance. However, the game performance of football players is related to specific
technical skills in offensive or defensive activities [2]. In this paper, we propose an approach to measure the per-
formance of football players based solely on the use of Data Envelopment Analysis (further DEA). This re- search
aims to measure the impact of the market value of players in the 1st and 2nd Slovak football leagues on their
efficiency level using data from the 2020/21 season with respect to playing position and technical skills. The CCR-
I model was used to analyse the relative efficiency of football players. Using Andersen-Petersen (further AP)
model, a super-efficiency analysis was further performed to differentiate the efficiency scores between the efficient
units and to determine the ranking of the players. Determining the ranking of the best player among goalkeepers,
defenders, midfielders and forwards is a difficult task. The research will evaluate each group of players separately
and different output variables will be selected for each group of players in the CCR-1 model. Among goalkeepers,
for example, their successful saves will be evaluated, as well as the interventions of defenders, the assists of mid-
fielders and the goals of attackers.

In the past, the DEA approach has been used to measure efficiency in other contexts. In the last 10 to 15 years,
DEA has also been recognised as a common methodology for measuring efficiency in sports such as football,
handball, volleyball, etc. For example, Cooper, Ruiz and Sirvent [3] apply the DEA method to the evaluation of
basketball players in the Spanish Basketball League. Cooper, Ramoén, Ruiz and Sirvent [4] further applied DEA
to evaluate basketball players using cross-efficiency evaluation. Suk [13] evaluated the relative efficiency of
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players in a Korean baseball organization using DEA. His research investigates whether a national baseball team
composed of the best players can achieve outstanding results in international competitions. Ramoén, Ruiz and Sir-
vent [11] ranked tennis players using the CCR-O model. Santin [12] uses an output-oriented nonincreasing returns
to scale super-efficiency Data Envelopment Analysis model in order to measure the performance of Real Madrid
football players. The aim of his research is to identify the historically best players of this famous big club. Papah-
ristodoulou [10] measures the efficiency of several scorers for different football teams.

The present research focuses on Slovak football. In global terms, the popularity of football in Slovakia is quite
high. Slovakia has a high number of clubs and players per capita and a relatively long history of football. The
number of registered football players in 2008 was up to 428 968, which is about 8% of the population of Slovakia.
The highest football competition in Slovakia is called Fortuna Liga and 12 teams participate in it. The second
highest Slovak football league is called the 2nd Slovak Football League. A total of 16 teams have participated in
the Second Slovak Football League since the 2017/18 season. In the 2020/21 season, 375 players started at least
one match in the Fortuna Liga. There were 441 players in the 2nd Slovak League. Measuring the efficiency of
these players will be the subject of the research below.

2 Methodology

Data Envelopment Analysis was used to analyse the relative efficiency of Slovak football players. Data Envelop-
ment Analysis can be classified as a modern approach to performance evaluation of production units. The first
Data Envelopment Analysis models were proposed in the 1970s. The first DEA models were used to evaluate the
efficiency of homogeneous production units. The units evaluated can be, for example, institutions, territorial units,
enterprises or even athletes as in the case of this paper. Another assumption is that the evaluated units are compa-
rable to each other [5]. Units are evaluated on the basis of inputs used and outputs produced. The ad- vantage of
DEA models is the ability to compare multiple inputs and outputs, with no a priori knowledge or weighting of
input data required. Due to this assumption, variables with different units of measurement can be included in the
model. DEA models are based on the Farrell model, which dealt with the technical efficiency of production units
in the 1950s. He was followed up in the 1970s and 1980s by other experts who built the first DEA models. The
two basic DEA models are the CCR model by Charnes, Cooper and Rhodes and the BCC model by Banker,
Charnes and Cooper [6;7].

The CCR model with constant returns to scale (further CRS) is based on the assumption that the same change in
inputs causes the same change in outputs. In contrast, the BCC model is considered under the assumption of vari-
able returns to scale (further VRS). The models can be further divided into input-oriented and output- oriented
models. Using an input-oriented model, it is possible to determine what the quantity of inputs should be to make
an inefficient unit efficient. A unit with a technical efficiency coefficient equal to 1 is efficient, a coefficient less
than 1 indicates an inefficient unit and determines the degree of input reduction needed to make the unit efficient.
Using the output-oriented model, it is possible to determine the quantity of outputs that should be produced to
make an inefficient unit efficient. A unit with a technical efficiency coefficient equal to 1 is efficient, a coefficient
greater than 1 indicates an inefficient unit and determines the degree of increase in outputs needed to make the
unit efficient [7;9].

The CCR-I model is the first model that will be used to analyse the efficiency of Slovak football players. This
model assumes constant returns to scale [9] and can be written mathematically by relations (1) and (2). Where 4,
j=1,2, .. nare weights of all DMUs, s, i=1, 2, ..., m and s{, k= 1, 2, ..., r are slack/surplus variables, B is
the efficiency score of the DMU,.

Minimize 4, 0
n
5t Z X;jAi + 57 = 0gxiq, i =12,..,m,
j=1
S (2)
zykjﬂj_slzr =Yg k=121
j=1

2,20, j=12,..,m,

Standard DEA models have a large number of applications and modifications. One of the most important exten-
sions of the DEA model is the formulation of super-efficiency models, which are used to determine the ranking of
DMUs with a single efficiency score. The best known model is that of Andersen and Petersen (1993). This model
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allows an efficient unit to achieve an efficiency greater than 1 for input-oriented models or less than 1 for output-
oriented models. The whole concept of super-efficiency is based on extracting a specific efficient production unit
from the set under consideration, thus shifting the original efficient frontier. Their main advantage is the possibility
to further classify the efficient production units [1]. This is because the arrangement of efficient units is not offered
by conventional DEA models. Jablonsky and Dlouhy [9] formulate an input-oriented AP model under the CRS
assumption by using relations (3) and (4). If the unit under consideration is identified as efficient, then 95”’ > 1.

Minimize oAP .
n
5L injlj +s57 =0Mx,, i=1,..,m,
j=1
n
Zykj/lj — St =Vkg k=1,..,7, )
j=1

3 Data and variables

Transfermarkt.com and the commercial database InStat were used as data sources. These sources were supple-
mented with data from Livesport.cz. Only football players who played at least one match in the 2020/21 season
were included in the analysis. The database consists of 375 footballers, including 47 forwards, 179 midfielders,
117 defenders and 32 goalkeepers, who played in the Fortuna Liga in the 2020/21 season. Furthermore, the data-
base consists of 441 football players, including 76 forwards, 166 midfielders, 152 defenders and 47 goalkeepers,
who played in the 2nd Slovak Football League in the 2020/21 season.

The only input is the market value of each player (further MV). On the other hand, the research will consider
several outputs depending on the playing position of the players. The first common output is the number of minutes
played. The importance of a player in a team increases every time he is selected to play. This variable takes into
account whether the player played the whole game or came on as a substitute. For the group of goal- keepers, the
following output variables were included in the research: close range shots saved, mid range shots saved, long
range shots saved, stopped shots, supersaves and accurate passes. For the group of defenders, the following output
variables were included in the research: goals, assists, chances created, fouls suffered, successful actions, blocked
shots, accurate passes, crosses, defensive challenges won, dribbles successful, ball interceptions, free ball pick
ups, ball recoveries. For the group of midfielders, the following output variables were included in the research:
goals, assists, chances created, fouls suffered, successful actions, shots on target, accurate passes, crosses, chal-
lenges won, dribbles, ball interceptions, free ball pick ups and ball recoveries. For the group of forwards, the
following output variables were included in the research: goals, assists, chances created, successful actions, shots
on target, accurate passes, crosses and attacking challenges won.

4 Research results

The results of the research are divided into four groups of players according to their position on the field: for-
wards, midfielders, defenders and goalkeepers. Two variants of the DEA model, the CCR-I model and the AP
super-efficiency model, were applied to each group of players. Thanks to the super-efficiency model, the ranking
of players can be determined.

The CCR-1 model identified a total of 4 forwards as efficient out of a total of 47 forwards in the 1st league (see
Table 1). None of the efficient forwards reached the highest market value. These were forwards of average or
below average market value. In terms of goals scored, with the exception of Erik Jendrisek, they scored an above
average number of goals. Tomas Malec scored the most goals (8 total) of the efficient forwards. The CCR-I model
identified a total of 5 forwards out of a total of 76 forwards in the 2nd league as efficient (see Table 1). On average,
forwards in the 2nd league needed less minutes played (1658) to be efficient than forwards in the 1st league (1950).
On the other hand, efficient forwards in the 2nd league scored more goals on average than efficient forwards in
the 1st league. Lukas Gasparovic scored the most goals (11 total) of the efficient forwards. Efficient forwards in
the 2nd league also had on average more assists, successful actions, accurate passes and crosses than forwards in
the 1st league. The market value of the efficient forwards of the 2nd league was at a lower financial level.
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Name League Club MYV (th. EUR) AP Ranking
Tomas Malec 1+ Senica 250 1.8524 L.
Matej Trusa & Michalovce 200 1.4896 2.
Milos Lacny s Sered 150 1.4583 3.
Erik Jendrisek 1+ Nitra 200 1.1436 4.
Lukas Gasparovic 2ud Petrzalka 100 1.4805 L.
Gabor Toth 2nd Komarno 50 1.4676 2.
Patrik Rumansky 2ud Poprad 25 1.3197 3.
Lutfi Biljali 2ud Partizan Bardejov 50 1.2341 4.
Marek Kuzma 2ud Dubnica nad Vahom 100 1.0995 5.

Table 1  Efficient forwards in the 1st and 2nd Slovak football league

The second group consisted of midfielders. From the perspective of the CCR-I model, a total of 4 midfielders were
identified as efficient out of a total of 179 midfielders (see Table 2). None of the efficient midfielders reached the
highest market value. These were midfielders of below average market value. In the case of the 2nd league, a set
of 166 midfielders was analysed. In terms of the CCR-I model, a total of 8 players were identified as efficient (see
Table 2). On average, midfielders in the 2nd league needed smaller values of the output variables to be efficient
than midfielders in the 1st league. The market value of efficient midfielders in the 2nd league was also in the lower
financial level.

Name League  Club MYV (th. EUR) AP Ranking
Igor Zofcak I Michalovce 100 3.0000 L.
Juraj Piroska I Senica 100 1.9041 2.
Alieu Fadera I Pohronie 300 1.2314 3.
Dimitris Popovits 1= Michalovce 200 1.0918 4.
Matej Rosenberger 2nd Slovan Bratislava 25 2.1398 1.
Guytho Mijland 2nd Bardejov 25 1.6951 2.
Sebastian Gembicky 2nd Petrzalka 25 1.6250 3.
Dominik Malinak 2ad Poprad 25 1.5860 4,
Vladimir Bajtos 2ud Trebisov 25 1.3390 5.
Filip Szetei 2nd Komarno 25 1.0832 6.
Michal Petras 2nd Dubnica nad Vahom 50 1.0658 7.
Wisdom Uda Kanu 2ud Trebisov 125 1.0500 8.

Table 2 Efficient midfielders in the 1st and 2nd Slovak football league

In the next part of the research the CCR-1 and AP model was applied to a set of 117 defenders of the 1st league.
Approximately 8% of the defenders were considered efficient in terms of the CCR-I1 model. These were defenders
who played on average around 2000 minutes. In the 2nd league, out of a total of 152 defenders, a total of 13
defenders were marked as efficient. On average, defenders in the 2nd league needed less minutes played to be
efficient than defenders in the 1st league. On the other hand, efficient defenders in the 2nd league scored more
goals on average. For the other output variables, the 2nd league defenders achieved similar or lower values. The
market value of efficient defenders in the 2nd league was also in a lower financial level than in the 1st league (see
Table 3).

Name League Club MYV (th. EUR) AP Ranking
Peter Mazan 1% Pohronie 100 2.9980 l.
Lubomir Michalik 1% Sered 100 1.5408 2.
Martin Chren 1% Zlate Moravce 75 1.3853 3.
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Tomas Hucko 1= Sered 100 1.3549 4,
Bernard Petrak I Pohronie 150 1.3360 5.
C. Blackman I+ Dunajska Streda 500 1.1579 6.
Martin Toth I Zlate Moravce 100 1.1044 7.
Jan Maslo 1= Ruzomberok 200 1.0947 8.
J. Mendez I Dunajska Streda 100 1.0702 9.
Vladimir Kukol Jud Podbrezova 50 2.0241 l.
Jakub Balaz 2nd Slovan Bratislava 25 2.0000 2.
Patrik Leitner Jud Zilina IT 25 1.5271 3.
Michal Ranko 2nd Skalica 175 1.4286 4,
Juraj Lacko 2nd Puchov, Slovan Bratislava 25 1.2933 5.
Peter Vojtovic 2nd Trebisov 25 1.2916 6.
Juraj Martincek 2nd Puchov 75 1.1525 7.
Denis Knizka 2ud Dubnica nad Vahom 50 1.1460 8.
Lukas Simko 2nd Trebisov 50 1.1327 9.
Jakub Parkan Jnd Dubnica nad Vahom 50 1.1071 10.
Peter Vosko 2nd Liptovsky Mikulas 125 1.0936 11.
David Kocik 2nd Poprad 50 1.0697 12.
Marek Frimmel 2nd Banska Bystrica 125 1.0587 13.

Table 3 Efficient defenders in the 1st and 2nd Slovak football league

Finally, the CCR-I model and the AP model were applied to the set of 32 goalkeepers of the 1st league. The
goalkeepers who emerged from the analysis as efficient are listed in Table 4. These are 5 goalkeepers. It is typical
for all goalkeepers to have above-average values in the variables related to saves. For example, Adrian Cho- van
was the best goalie in terms of the variables mid-range shots saved and super-saves. The highest market value was
attributed to Dominik Greif (1 million euros). However, Dominik Greif has a very low OTE score (0.197) and can
be considered inefficient according to the CCR-I model. Table 4 also shows the effective goal- keepers in the 2nd
league. From the set of 47 goalkeepers, the goalkeepers Matej Luksch and Milan Vincler were identified as effi-
cient from the perspective of the CCR-I model. These goalkeepers were above average on all outcome variables.
Matej Luksch recorded maximum shots saved, mid and long range shots saved, stopped shots and accurate passes.
Thanks to these great stats, he ultimately achieved an efficient score. It was a goalkeeper with a relatively low
market value (75 thousand euros). On average, goalkeepers in the 2nd league had to play more minutes to be
efficient than goalkeepers in the 1st league. Efficient goalkeepers in the 2nd league also had more saves on average,
except for supersaves, and also more accurate passes. The market value of efficient goalkeepers in the 2nd league
was also in a lower financial level than in the 1st league.

Name League Club MYV (th. EUR) AP Ranking
Tomas Frystak 1= Senica 150 1.6087 1.
Adrian Chovan 1= Zlate Moravce 300 1.1917 2.
Tomas Jenco I Pohronie 100 1.1828 3.
Matej Markovic 1 Michalovee 150 1.1781 4.
Igor Semrinec 1= Trencin 150 1.0093 5.
Matej Luksch 2nd Liptovsky Mikulas 75 1.4427 1.
Milan Vincler 2nd Trebisov 50 1.4403 2.

Table 4 Efficient goalkeepers in the 1st and 2nd Slovak football league

5 Conclusion

The main aim of the paper was to propose an approach for the analysis and evaluation of the best players in two
Slovak football competitions. The CCR-I model was used to select the best players. Then the AP super- efficiency
model was used to determine the ranking of the best players. The method of Data Envelopment Analysis focused
on the analysis of players of two selected football competitions - 1st and 2nd Slovak football leagues. Players were
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divided according to playing positions on the field and the most appropriate game factors were selected for each
group.

The highest number of efficient players in both competitions was found for the defenders. This result is consistent
with those published by Tiedemann et al. [14] and Fernadndez et al. [8]. These authors believe that the largest
number of efficient players should be among the defenders. Fernandez et al. [8] believes that the attack actions are
initiated in to defense, continue with the midfield and just them in the opposite field. In neither case were the most
valuable players of the given positions assigned to the set of efficient players. This fact can be interpreted in such
a way that the most expensive players in both competitions should, according to the CCR-I1 model, achieve higher
performance as measured by the aforementioned game statistics. The research also showed that the market value
of the efficient players of the 1st league was in a higher financial level than that of the 2nd league players.

Given the current economic and financial situation of football clubs, there is an increased need to know how
efficiently a club is using its resources. Efficiency analysis is used to calculate the performance scores of the
players and also to determine the lack of aspects and the amount of lack of the inefficient players. The DEA
methodology has an advantage to set benchmarks for inefficient players and identifies sources of inefficiency.
Along with their general observations and experience, sport managers can take into account the DEA efficiency
analysis, when creating teams.

Acknowledgements

The paper was supported by the Technical University of Liberec grant no. 21456 "Factors influencing the eco-
nomic performance of European sports enterprises” (SGS-2022-1017).

References

[1] Andersen, P. & Petersen, N. C. (1993). A Procedure for Ranking Efficient Units in Data Envelopment
Analysis. Management Science, 39(10), 1261-1264.

[2] Aydemir, A. E., etal. (2021). A Dimension Reduction Approach to Player Rankings in European Football.
IEEE Access, 9, 1-1.

[3] Cooper, W. W., Ruiz, J. L. & Sirvent, I. (2009). Selecting non-zero weights to evaluate effectiveness of bas-
ketball players with DEA. European Journal of Operational Research, 195(2), 563-574.

[4] Cooper, W. W., Ramén, N., Ruiz, J. L. & Sirvent, 1. (2011). Avoiding large differences in weights in cross-
efficiency evaluations: application to the ranking of basketball player. Journal of centrum cathedra: The
Business and Economics Research Journal, 4(2), 197-215.

[5] Cooper, W. W. (2011). Handbook on Data Envelopment Analysis. New York: Springer.

[6] Cooper, W. W., Seiford, L. M. & Zhu, J. (2004). Handbook on Data Envelopment Analysis. Boston: Kluwer
Academic.

[7]1 Cooper, W. W., Seiford, L. M. & Tone, K. (2007). Data Envelopment Analysis: a comprehensive text with
models, applications, references and DEA-solver software. New York: Springer.

[8] Fernandez, R. C., Nufiez, T. G., & Sala-Garrido, R. (2020). Analysis of the Efficiency of Spanish Soccer
League Players (2009/10). Using the Metafrontier Approach. Studies of Applied Economics, 30(2), 565.

[9] Jablonsky, J. & Dlouhy, M. (2015). Modely hodnoceni efektivnosti a alokace zdrojii. Praha: Professional
Publishing.

[10] Papahristodoulou, C. (2007). The relative efficiency of UEFA Champions League scorers. Malardalen Uni-
versity: MPRA paper no. 4943.

[11] Ramon, N., Ruiz, J. L. & Sirvent, 1. (2012). Common sets of weights as summaries of DEA profiles of
weights: With an application to the ranking of professional tennis players. Expert Systems with Applica-
tions, 39(5), 4882-4889.

[12] Santin, D. (2014). Measuring the technical efficiency of football legends: who were Real Madrid's all-time
most efficient players? International transactions in operational research, 21(3), 439-452.

[13] Suk, Y. K. (2014). Selecting the Batters of National Baseball Squad using Data Envelopment Analysis.
Journal of the Korea Academia-Industrial cooperation Society, 15(1), 165-172.

[14] Tiedemann, T., Francksen, T., & Latacz-Lohmann, U. (2011) Assessing the performance of German Bun-
desliga football players: a non-parametric metafrontier approach. Central European Journal of Operations
Research, 19(4), 571-587.

~ 279 ~


file:///C:/Pracovni/_Vypalit/12_13/VSPJ/MME_2013/Foto/College%20of%20Polytechnics%20Jihlava.docx%23

40" International Conference on Mathematical Methods in Economics 2022

Transport Infrastructure Investment Project Portfolio
Optimization Using a Cascade Approach to Solving
the Min-Max Problem

Daniel Pilat!, Karel Jeémen?, Dusan Teichmann®, Olga Mertlova*

Abstract. Transport infrastructure investment projects are usually very costly and
time consuming. The limited capacity of resources does not allow the implementation
of all prepared projects at the same time; therefore it is necessary to select a portfolio
of projects for implementation. The selection must be made in such a way that not
only the requirements of transport policy are met, but also the rules of the investment
funds from which the projects are financed. The quality of the selected project port-
folio is crucial due to their significant socio-economic impacts represented by indica-
tors representing the usefulness of the buildings in the effective use of available funds.
The aim of optimization is to minimize the maximal negative deviations from the
minimum values of indicators representing the degree of non-fulfilment.

The article presents one of the possible approaches to solving this problem based on
linear programming with the addition of a cascade approach providing improved re-
sults.

Keywords: linear programming, min-max problem, cascade approach

JEL Classification: C610
AMS Classification: 90C47

1 Introduction

The scope of the transport network and the quality of its infrastructure have a major impact on the comprehensive
development of the economy and the well-being of society. Its growth has a positive impact not only on macroe-
conomic development, but can also have a major impact on other related areas, such as the energy and exhalation
impact of transport, as mentioned by [5].

As part of the implementation of the national and transnational transport strategy, infrastructure managers [5] are
preparing investment projects ensuring the development and modernization of the transport network. However,
the number of projects proposed for implementation usually exceeds the amount of available financial resources,
and therefore it is necessary to select a limited portfolio of projects for implementation by the decision-making
bodies. In addition to the criterion of the volume of financial resources, this portfolio must also meet the conditions
of investment programs (in the Czech Republic, for example, the Operational Program Transport), which are
mainly the fulfilment of indicators considering the social benefits of individual projects in accordance with [6].

In order to make the decision on the selection of the project portfolio as efficient as possible, it can be supported
by a systematic optimization approach. An approach based on mathematical programming seems appropriate. E.g.
paper [4] compares the use of two approaches to mathematical programming based on linear and goal program-
ming. The output of the LP-based method ensured maximization of the fulfilment of the cumulative value of the
indicators, with significant deviations between the individual achieved values of the indicators. In practice, how-
ever, it is usually required that all indicators be met as evenly as possible. In the case of LP, it is possible to use a
min- max type task to ensure the above requirement when selecting projects. The use of min-max mathematical
programming methods is cross-sectional and can be used in many cases of optimization approaches. A typical
min- max optimization task mentioned e.g. in [1] is the search for the p-centre. Its principle is to optimize the
location of the service centre, often the intervention team, as shown, for example [2], in an effort to find a solution
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that minimizes the maximum deviation from the required minimum values. When applied to the solved task, it is
then a matter of minimizing the maximum negative deviation of the fulfilment of indicators.

In order to ensure an even distribution of the fulfilment of indicators, the classic min-max problem is extended in
the article by a cascade approach. An example of the application of the cascade approach is [3] solving the task of
optimizing the even distribution of connections on the section of the transport network. The use of cascade ap-
proach in project portfolio selection is not well explored in literature yet. In our case, this approach draws inspira-
tion from [3] and ensures that the group of constraints is updated at each step so that those constraints that do not
allow further improvement of the result are fixed and only those that allow further improvement are used.

2 Problem formulation

Consider the set [ of 1solated investment projects, intended for implementation in a predefined period and the set
of indicators of a given period K. The indicators can be interpreted as a quantified form of social benefit. Each
of the i € I projects has defined investment costs n;, which need to be spent on its implementation, and its contri-
bution to the fulfilment of the k € K indicator called a;;. In addition, for each indicator k € K, assume the quantity
w,, which quantitatively expresses its weight (determined, for example, on the basis of the penalty rate per unit of
negative deviation). The task is to create a portfolio of projects for implementation from the set of projects I so
that the maximum negative deviation of the fulfilment of k € K indicators is minimized.

Assume predetermined values of the requirements of the fulfilment of the indicator by for k € K, the negative
deviation from this maximum value will then be expressed for ke K as y, = by — Yy quXx;. Let y =
max{yy; k € K}. The aim of the calculation is to create such a portfolio of selected investment projects that will
create the most even distribution of the fulfilment of the value of indicators while minimizing the maximum pos-
sible value of the negative deviation y; fork € K.

Recapitulation of sets and input quantities used in the model:
I setof projects to be implemented
K set of indicators
n; total financial costs of the projects i € [
N available funds
b,  minimum required value of indicator filling k € K
a;;  contribution of the project i € I to the fulfilment of the indicator k € K
wy  weight of indicator k € K
M Prohibitive constant

Variables used in the model:
Xx;  binary variable representing project selection (financing) i €/ for implementation; if x; = lapplies
after the optimization calculation, the project i € I will be financed, if x; = 0 applies, the project will
not be financed

y a non-negative variable representing the value of the maximum negative deviation

u;,  perturbation non-negative variable, which identifies the indicators k € K, whose negative deviations
from the minimum required values can be reduced in further phases of the calculation; if u,, > 0, the in-
dicator remains flexible in the next phase, if u;, = 0, the indicator will be fixed with a constant value
for all subsequent phases

The mathematical model of the optimization task has the form:

f(x,y.u)=M*y—Zukwk—>min (1)
kex
subject to
Y xm <N @
i€l
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bk—zaikxiﬁy—uk JEREl ©)

lE;i € {0,1} foriel (4
y=0 ®)
U, < € forkeK (6)
up =0 forkeK (7)

The objective function (1) ensures the minimization of the optimization criterion - maximum negative deviations
and the cumulation of weighted perturbation variables u;,, where k € K. The prohibitive constant M serves to pri-
oritize the minimization of the maximum negative deviation. Restrictive condition (2) ensures that the available
budget 1s not exceeded. The constraint group (3) creates links between the model variables and defines the upper
bound for the variable y. The groups of constraints (4), (5) and (7) define the domains of the variables used
in the model. The group of constraint (6) creates an upper bound for the perturbation variable u,, where k € K so
that its activation cannot affect the gradual fixing of indicators, therefore € << min{a;,}. If the variable u; was not
limited from above, it would be set to the highest possible value during the optimization calculation to minimize
the objective function. In this case, however, this would not be a cascade approach, as there would be no desirable
gradual reduction of the maximum deviation in phases (only the minimization of the negative deviation in the case
of one indicator would be guaranteed).

The principle of cascade approach and its application in the model (1) — (7) is based on gradually decreasing or
increasing (depending on the type of optimization task) the value of the objective function during the calculation.
The calculation is therefore divided into sub-phases - sub-optimization calculations. The number of sub-phases
may vary according to the specific task. In the case of the problem addressed in this article, it is a gradual reduction
of the maximum negative deviation of the indicators. The negative deviation of the indicators k € K can be ex-
pressed as v, = by — ¥i¢; Qi x;. During the calculation using the model (1) - (7) we then obtain the value y, which
is identical with at least one value y,, where k € K. For one or more indicators for which y; = y applies, it is
necessary to fix the limiting conditions for the next phases, because after the end of the partial optimization calcu-
lation, the maximum value has already been reached, which cannot be further reduced. Fixation is performed by
replacing the variable y with a constant value for the respective value of k € K in the constraint condition from
the group of constraint conditions (3), which corresponds to the achieved result of the maximum negative deviation
Vi In the last completed partial calculation. The calculation is repeated until all indicators are fixed and the target
value of the minimum of the maximum negative deviations is reached. The value of the maximum number of
partial optimization calculations in the solved problem corresponds to the value from the interval (1; |K|) depend-
ing on the number of fixed indicators in individual phases. To fix more indicators in the same partial optimization
calculation, if for more than one perturbation variable 1, = 0, where k € K. The example of cascade approach
and its concrete phases can be seen in chapter 4

3 Computational experiments

Computational experiments with model (1) - (7) were performed on two data sets. The first set of data contains
indicators for which no context can be sought and the fulfilment of one does not affect the fulfilment of another
indicator. The second set of data contains indicators that are closely related. For these, it can be assumed that if
one of the indicators is met, the other indicators will be met at the same time (but this may not always be the case).
An example is given in Table 1.

Set 1 - Unrelated Set 2 - Related
Length of reconstructed or modernized railways - Length of reconstructed or modernized railways -
TEN-T TEN-T

Length of reconstructed or modernized roads — TEN-T New or modernized railway stations and stops

Infrastructure for alternative fuels (filling / charging Length of railway lines in operation equipped with the
station) European Rail Traffic Management System - TEN-T

Table 1 Examples of indicators for data sets
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For the first set of data, it is logical that the indicators are not related - if, for example, it is a railway construction
project, no roads and infrastructure for alternative fuels will be built in the same project.

However, for the second set of data, a situation often arises in which one project contributes to more than one
indicator at a time. For example, if a railway line is to be modernized, it is very likely that railway stations will be
modernized in the relevant section, or that railway traffic management systems will be built / modernized.

For a computational experiment with the model, assume in both sets a set of 10 projects and 3 indicators
and the same values of the parameter n; for i € I for both sets. The input data for the computational experiment
are shown in Table 2. The values of parameter w;, has been set to 1 for all k € K for simplification purposes. The
value of prohibitive constant M has been set to 100.

. set1-a;, set2 - a;,
Project Costs n;
k=1 k=2 k=3 k=1 k=2 k=3
i= 15 13 0 0 14 7 13
i= 4 0 2 0 5 2 2
i= 5 3 0 0 4 1 3
i=4 6 0 0 5 5 2 5
i=5 1 0 0 3 0 0 3
i=6 7 6 0 0 6 2 2
i=7 3 0 1 0 4 1 4
i=8 5 0 3 0 5 3 5
i=9 5 0 1 3 3 1 3
i=10 5 4 0 1 4 1 1
Constraint N by b, bs by b, b,
Con. Value 16 15 10 10 20 15 15

Table 2  input parameters for computational experiment with the model

Note: The meaning of all parameters used in this table is explained in chapter “Problem formulation”.

4 Evaluation of the computational experiment with the model

In the computational experiment with the first set of input data, the result was identical in all phases of the calcu-
lation. This is due to the input data, namely the contributions of the projects to the fulfilment of the indicators. As
the indicators are not related, the first solution can no longer be changed, because the projects are not able to
substitute each other for individual indicators. Changing the project portfolio to reduce the maximum deviation of
the indicator cannot then occur because the restrictive conditions for fixed indicators could not be met. An over-
view of the outputs in all phases is given in Table 3.

Set 1 Project realization Total costs Deviation
123 45 678 910 1 2 3
Phase 1 X X X X 16 8 7 6
Phase 2 X X X X 16 8 7 6
Phase 3 X X X X 16 8 7 6

Table 3 outputs of a computational experiment on the first data set
Note: fixed values of negative deviations are marked in orange.

In the first phase, the maximum value of the negative deviation was y = 8 and corresponded to the negative devi-
ation of indicator 1, ie y; = 8. This corresponds to the selection of projects for implementation 3, 5, 8 and 10.
At the end of the first phase, the value of the negative deviation for the first indicator was fixed at a constant value
of 8, followed by the second phase of the calculation. In the second and third phases, the achieved values of neg-
ative deviations were gradually fixed to constant values, but the selection of projects did not change, as another
selection of projects for implementation could not provide already fixed values of indicators - specifically the value
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of maximum negative deviation 8 for indicator 1 cannot be achieved by selection other projects, therefore the in-
vestment portfolio remains the same at all stages.

In the calculation experiment on the second set of data, the project portfolio gradually changed during the calcu-
lation, as the fixed values of the indicator fulfilment could be achieved by another combination of projects.
The phases thus ensured a gradual reduction of the maximum negative deviation for the individual indicators.

Project realization Total costs Deviation

Set 2 1 2345678910 1 2 3
Phase1 X 15 6 8 2
Phase 2 X X X 15 5 8 3
Phase 3 X X X X 16 5 8.0

Table 4 outputs of a computational experiment on the second data set

Note: fixed values of negative deviations are marked in orange.

In the first phase of the calculation, the maximum negative deviation y = 8 was reached, which corresponds
to the negative deviation of the filling from the second indicator y, = 8. Project 1 was selected for implementation
and the value of the negative deviation for indicator 2 was fixed for further calculation by replacing the variable y
with a constant value of 8. In the second phase the maximum value of negative deviations not yet fixed was y = 5.
These values correspond to the investment portfolio from projects 2, 4 and 8. For further calculation, the value
of the negative deviation from the first indicator was fixed by replacing the variable y with a constant value of 5.
In the third phase, the maximum flexible negative deviation y = 0 was calculated. of the third indicator y; = 0.
These resulting values correspond to the selection of projects 2, 4, 5 and 8. We replace the flexible variable y
for indicator 3 with a constant value of 0, which fixes all indicators and therefore the calculation ends.

5 Conclusion

In terms of the suitability of the article presented in investment decision-making in transport infrastructure, the
cascade approach can be assessed on the basis of a computational experiment as unsuitable for a type 1 data set,
which is characterized by unrelated projects. For a type 2 data set, a cascading approach can already be used, but
it carries risks that can affect finding the optimal solution. For example, it may happen that the maximum devia-
tions in a certain phase can be achieved by different combinations of projects for different indicators and the
specific selection of projects and fixation of indicators in a given phase will affect the calculation in subsequent
phases and the final solution. In order to guarantee a global optimal solution, the method would need to be signif-
icantly modified and interphases should be introduced, which would examine other permissible solutions with the
same value of the maximum negative deviation y after each phase, thus dividing the calculation into alternatives.
An example is given for a better understanding.

Consider the same type of task as in the chapter Problem formulation and the following input data:

. Contribution to indicators a;;

Project ID Costs n;
k=1 k=2 k=3

i=1 4 1 1 0

i=2 6 2 3 1

i=3 6 3 2 2

Constraint N b, b, by

Con. value 10 5 5 2

Table 5  input data for illustrative example

The outputs of the computational experiment are presented in the following 2 tables, which present 2 alternative
solutions to the problem.
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Project realization Total Deviation
Alternative 1
1 2 3 costs 1 2 3
Phase 1 X X 10 2 1 1
Phase 2 X X 10 2 1 1
Phase 3 X X 10 2 1 1
Table 6 outputs of alternative 1 of the illustrative example
Project realization Total Deviation
Alternative 2 t

1 2 3 €Osts 1 2 3
Phase 1 X X 10 l 2 0
Phase 2 X X 10 1 2 0
Phase 3 X X 10 1 2 0

Table 7 outputs of alternative 2 of the illustrative example

In the first phase, there are 2 project selection alternatives that have ensured the value of the maximum negative
deviationy = 2:

e alternative 1 projects 1 a 2, the selection of which will ensure y; = 2,
e alternative 2 projesctsl a 3, the selection of which will ensure y, = 2.

The computer software selected only 1 alternative and continued the calculation. However, as Tables 5 and 6 show,
option 2 will provide a better solution to the problem, as the overall negative deviation is 1 less than alternative 1.
To guarantee the global optimum of the problem, it is therefore necessary to introduce interphases. The authors of
the article will deal with the issue of creating interphases in future research.

The aim of the cascade approach in the solved problem is to minimize the maximum negative deviation
from the minimum requirement to meet the indicators. This could be used in practice if the goal was to minimize
penalties for non-compliance with the minimum required value of indicators.
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Interval Versions of Eigenspaces in Idempotent Semirings
Jan Plavkal

Abstract. Idempotent semiring is a bounded linearly ordered set S equipped with two
binary operations addition and multiplication, where addition is idempotent, S with
addition is a commutative monoid, S with multiplication is a monoid and multiplica-
tion left and right distributes over addition. A vector x is said to be an eigenvector of
a square matrix A if Ax =2Ax for some A € S. This paper investigates the properties of
eigenspace for matrices and vectors with interval coefficients in idempotent semirings.
An interval vector X is said to be a strong eigenvector of a square matrix A if Ax =
Ax holds for each x in X and for some A € S. We suppose that an interval vector X and
an interval matrix A can be split into two subsets according to forall-exists
quantification of its interval entries. The properties of various versions of eigenspaces
in idempotent semirings are studied and characterizations of equivalent conditions are
presented.
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1 Motivation

This paper deals with a problem of additively idempotent (a & a = a) semirings, which are one of the sub-areas of
tropical mathematics. Note that the operation of taking maximum of two numbers is the simplest and the most
useful example of an idempotent addition.

Idempotent semirings can be used in a range of practical problems related to scheduling and optimization, statistics
and game theory, information and data fusion, decision making support, risk management and probability theory.
Let us also mention some connections between idempotent algebra and fuzzy sets theory [2], [3].

The idempotent semiring is defined over a bounded linearly ordered set and uses the binary operation of maximum
and one of the triangular norms, T, instead of the conventional operations of addition and multiplication. As usual,
two arithmetical operations are naturally extended to matrices and vectors.

Application model: The development of linear algebra over idempotent semirings was motivated by multi-entity
interaction processes. In these processes we have n entities which work in stages, and in the algebraic model of
their interactive work, entry x,gk) of a vector x*) € B(n) where i € {1,...,n} and B is an idempotent semiring,
represents the state of entity i after some stage k, and the entry «;; of a matrix A € B(n, n), where i, j € {1,...,n},
encodes the influence of the work of entity j in the previous stage on the work of entity / in the current stage.
Summing up all the influence effects multiplied by the results of previous stages, we have xl(.k”) =P, a;® X%
In the case of @ = max this “summation” is often interpreted as waiting till all the processes are finished and all
the necessary influence constraints are satisfied. When a multi-entity interaction processes reaches a steady state,
after some time of operation, then the state vectors of the steady states are eigenvectors of A (A® x = x). The orbit
X, A®x, ... A*®x, where Ak = A® ... ® A, represents the evolution of such process.

The other application can be seen in the paper [7], where Interactive Cash-Flow System is considered with
EFukasiewicz 7T-norm.

The eigenproblem in idempotent semirings has been described in many monographs and papers, see [1], [5], [17],
[22]-[26]. Interesting results describing the structure of the eigenspace and several algorithms for computing the
largest eigenvector of a given matrix have been published, for example, in [8]. The eigenvectors in idempotent
semirings are useful in fuzzy set theory. Such eigenvectors have been studied in [6], [22].

This paper generalizes the results presented in [5], [17] for max-plus/min algebras and investigates the properties
of eigenspace for matrices and vectors with interval coefficients in idempotent semirings. An interval vector X is
said to be a strong eigenvector of a square matrix A if Ax = Ax holds for each x in X and for some A € S. We
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suppose that an interval vector X and an interval matrix A can be split into two subsets according to forall-exists
quantification of its interval entries. The properties of various versions of eigenvectors, namely strong, EA/AE
strong eigenvectors and EA strong EA/AE-eigenvectors in idempotent semirings are studied and characterizations
of equivalent conditions are presented.

2 Preliminaries and basic definitions

Idempotent semiring is a triple (S, @, &), where S is a bounded linearly ordered set S equipped with two binary
operations addition @ and multiplication @, where @ is idempotent, (S, @) is a commutative monoid, (S, ®) is
a monoid and ® left and right distributes over @.

In the paper we will suppose that an idempotent semiring contains values in the unit interval S = (0, 1) and uses
the binary operation of maximum and one of the triangular norms, 7 (G6del norm, F.ukasiewicz norm and product
norm), instead of the conventional operations of addition and multiplication.

The symbol S(m, n), respectively, S(n), denotes the set of all matrices (respectively, vectors) of the given dimensions
over S.

The triangular norms (T-norms, in short) were introduced in the context of probabilistic metric spaces. The
T-norms are interpreted as the conjunction in multi-valued fuzzy logics, or as the intersection of fuzzy sets ([9]).

The simplest semiring is the Godel semiring (x ® y = max(x, y), x ® y = min(x, y)), and the conjunction is defined
as the minimum of the entries: the truth degrees of the constituents. Godel logic is considered as a logic of relative
comparison.

The Lukasiewicz semiring (x ® y = max(x, y), x® y = max{x+y— 1,0}) is often considered as a logic of absolute
(or metric) comparison.

The product semiring (x @ y = max(x, y), x® y = x - y) is used in applications of discrete event dynamic systems.

The operations @, ® are extended to the matrix-vector algebra over S by the direct analogy to the conventional
linear algebra. If each entry of a matrix A € S(n, n) (a vector x € S(n)) is equal to O we shall denote itas A = 0
(x =0).

Let x = (x1,...,x,) € S(n)and y = (y1,...,yn) € S(n) be vectors. We write x < y if x; < y; holds for each
i€N.

For a given matrix A € S(n, n), the number A € S and the n-tuple x € S(n) are the so-called eigenvalue and
eigenvector of A, respectively, if
A®x=1®x.

An eigenspace V(A, 1) is defined as the set of all eigenvectors of A with associated eigenvalue A, i.e.,

V(A ) ={xeSn), A®x =1 x}.

3 Interval versions of eigenvectors

Analogously to [4]-[6], [10]-[17], [19]-[21] consider interval matrices A with bounds A,Z € S(m,n) and an
interval vector X with bounds x, X € S(n) which are defined as follows:

Definition 3.1. Let A = (g,.j), A= (g j) € S(n,n), A < Aand x, X € S(n), x < X. An interval matrix A with

bounds A, A and interval vector X are defined as follows

A=[A,Z]={AGS(n,n);_sAsZ}, X=[x%]={xeSn); x<x<X}.

If each element of X is associated either with the universal, or with the existential quantifier, then we can split the
interval vector as X = X" @ X7, where X" is the interval vector comprising universally quantified coefficients and
X~ concerns existentially quantified coefficients. More precisely:
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Definition 3.2. Let X C S(n) be givenand N = N> UNY, N° N NY = 0. Interval vector X~ is called
«  EA-vectorif x! = %, =0 foreachi € NY and [x7, X7 = [x,.x;] for eachi € N7,
and interval vector X" is called
*  AE-vectorif 513 = E,-H =0 foreachi € N7 and [if,EY] =[x, x;] foreachi € NY,

Example 3.1. Suppose that S = [0, 1]. Consider interval vector X. Then X7, X¥ have the forms

[0.1,0.2] [0.1,0.2] [0, 0]
[0.1,0.3] [0.1,0.3] [0, 0]
X=| [0102] | X°=| [0.0 |andX"=| [0.1,0.2] |.
[0,0.1] [0, 0] [0,0.1]
[0.3,0.4] [0.3,0.4] [0, 0]

where N3 = {1,2,5} and NY = {3,4}.

Similarly, suppose that each interval of A is associated either with the universal, or with the existential quantifier.

Then we can split the interval matrix as A = A" @ A”, where A" is the interval matrix comprising universally

quantified coefficients and A7 concerns existentially quantified coefficients. Thereafter denote by N € N x N

and NY C N x N the corresponding sets of indices. In other words, g?j = E?j = 0 for each couple (i, j) € N¥ and
v —

v o PN
a;; =a;=0 for each couple (i, j) € N=.

In the rest of this paper, we assume that semiring (S, ®, ®), A = [A, Z], X =[x, x] are given and that 1 = 1.
Definition 3.3. Let A, X = X" @ X7 be given. Interval vector X is called
*  FA-eigenvector of A if
@AxF e XHVx" e XNA T @x") =T @),
s AE-eigenvector of A if
Vx" e XV)Exr e XA (e x") = (@ x).

For each pair i, j € N, we define A" € S(n, n) and x¥) € S(n) by putting for every k.l € N,

) — aij, for k=i l=j L6 _ x;, for k=i
M day,»  otherwise, k x,. otherwise.

It is easy to show that every A € A can be written as a max-min linear combination of generators A" with
i, j € N. Similarly, every x € X is equal to a max-min linear combination of generators x'*) withi € N.

Lemma 3.1. [5,6, 17, 18] Let x € S(n) and A € S(n, n). Then,
(i) x € X ifand only if x = € p; ® x') for some §; € SNY;

ieN
(i)AecAifandonlyif A= P w; ® AUD for some a;; € SN Y,
iL,JEN
where

Y, = [x,.%] Y = [gij, @;;] for max-min semiring,

X. Q,—-
Y, =[=,1], Y, = [_—j 1] for max-prod semiring,
Xi aij

V=[x, -x+1,1], ¥; = [gfj —a;; + 1,1] for max-Eukasiewicz semiring.

Theorem 3.1. [5, 17] Suppose that (S,®,®), A € S(n,n), X = XV & X are given and x"*!) := x". Then X is

EA—eigenvector if and only if

|=

@A eXHVieN'Un+1DA (P ax')) = o x.
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4 Strong eigenvectors
Definition 4.1. Let A, X be given. Then interval vector X is called strong eigenvector of A if
(VA A)\Vxe X)A®x = x.

Theorem 4.1. Suppose that (S, ®, ®), A = [A, A] and X = [x, X] are given. Then X is a strong eigenvector of A if
and only if A® x*) = x®) and A ® x®) = x*) forall k € N.

Proof. Let us assume that x € X, A ® x*¥) = x*) and A ® x®) = x®) for all k € N. Then for arbitrary x € X,

x =P B ® x for some B; € SNY; we get
ieN

n n n
Aex=ae0Ppex’=-PpeUsx))=Fpex=x
i=1 i=1 i=1
and

n n n
A®x =Z®@,B,- ®x¥) = @ﬂi ®(A®xM) = @,8,- ®x? = x,
i=1 i=1 i=1

The assertion follows from the monotonicity of operations, i.e., x =A®x < A® x < A®x = xforeach A € A.
The converse implication is trivial. O

Definition 4.2. Let A, X be given. Then interval vector X is called
e strong EA-eigenvector of A if

VA AAFF e XHVxr e XA (P ax") =xT @,
e strong AE-eigenvector of A if

(VAc A)(Vx' e XA e XA (T ox") = x @ x".

Theorem 4.2. Suppose that (S,®,®), A = [A, A] and X = X" @ X7 are given. An interval vector X is strong
EA-eigenvector of A if and only if

@A eXHVx' e XNA (T @x)=xTox" A A (x®x)=xT®x".
Proof. The assertion follows from Theorem 4.1. O

Theorem 4.3. Suppose that (S,®,®), A = [A,A] and X = [x,X] are given. An interval vector X is strong
EA-eigenvector of A if and only if

G eX)VkeN Un+1DA® (7 @ N =T x® A A (e xP) = xTa P,

Proof. The assertion follows from Theorem 3.1 and Theorem 4.2. m}

Theorem 4.4. Suppose that (S, ®,®), A = [4,A] and X = X" ® X7 are given. An interval vector X is strong
AE-eigenvector of A if and only if

Vx" e XA e XA ex) =xrox" A Ae(x ex)=x"ex".
Proof. The proof is similar to the proof of Theorem 4.1. O

4.1 EA/AE strong eigenvectors

Denote the set of indices of X¥ corresponding with universal quantifier by NY and the set of indices of X~
corresponding with existential quantifier by N7.
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Definition 4.3. Let A, X be given. Interval vector X is called
+  EA-strong eigenvector of A if there is A7 € A7 such that for any AY € A" the vector X is strong eigenvector
of A7 @ A,
»  AE-strong eigenvector of A if for any AY € A" there is A7 € A7 such that X is strong eigenvector of A7 @ A”.

Theorem 4.5. Suppose that (S, ®,®), A = AY ® A% and X = [x,¥] are given. Then X is EA-strong eigenvector
of A if and only if

EA c ANVx e X) (AP @A) @x=x A (APOA)®x = x.

Proof. Suppose that there is A7 € A7 such that (A7@ AY)® x = x and (A° & ZV) ® x = x hold for each x € X.
By monotonicity of the operations & and ® for an arbitrary matrix AY € AY we get

r=(AeaA)exr<(APoaex< (AP0 )®x=x

The reverse implication trivially holds. O

Theorem 4.6. Suppose that (S,®,®), A = AY @ A” and X = [x,¥] are given. Then X is EA—strong eigenvector
of A if and only if

@AZ e ANVie N[(AZ @A) @1 = xD A (AF@ A )@ = xD].
Proof. By Lemma 3.1, if B; € SNYj for j € Nthenx = (5 8; ® x') belongs to X, and if x € X then we can find
j=1
n
Bj € SNY, for j € Nsuchthatx = (5 B; ® x). Then we have
Jj=1

WeaMexr=Aea)ePpePuleaeeps =Ppex =x

ieN ieN ieN
Similarly we can prove the second equality and by Theorem 4.5 the assertion follows. The reverse implication
trivially holds. O

4.2 EA strong EA/AE-eigenvectors

Definition 4.4. Let A = A” @ A7, X = XV @ X7 be given. Then X is called
s EA strong EA-eigenvector of A if there is A® € A such that for each AY € A" interval vector X is
EA-eigenvector of A7 @ AY,
e EA strong AE-eigenvector of A if there is A3 € A such that for each AY € AY interval vector X is
AE-eigenvector of A7 @ A",

Theorem 4.7. Suppose that (S, ®, ®), A = A"eA, X =XYo X are given. Then interval vector X is EA strong
EA-eigenvector of A if and only if

(FA e ADHEC e XAV e XN AT ox)=(Tex) A AT oA ox") = ox")).
Proof. (<) The assertion follows from the monotonicity of the operations, i.e.,
Prex =(Aedexex) c@oAN) e ex) <Al A Tex)=xT®x".
The converse implication is trivial. O

Theorem 4.8. Suppose that semiring (S, ®,®), A = AY & A%, X = XY @ X are given. Then interval vector X is
EA strong EA-eigenvector of A if and only if

FAT e ANEF e XHVkeN U {n+ 1D [(AF @A) @ (P ex) =

(T & x®) A (AT @A) @ (T @ x®) = (7 @ xP)).

The assertion follows from Theorem 3.1 and Theorem 4.7. O
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Theorem 4.9. Suppose that (S, ®, ®), A = AYsA”, X =X"e X are given. Then interval vector X is EA strong
AE-eigenvector of A if and only if

AAT e AF)Vx" e XA e XA e Ao ox) = ex) AdPed) e ex) =T ex").

Proof. The proof is similar to the proof of Theorem 4.7. O
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